
ChatGPT as a Solver and Grader
of Programming Exams written in Spanish

Abstract

Evaluating the capabilities of Large Language001
Models (LLMs) to assist teachers and students002
in educational tasks is receiving increasing at-003
tention. In this paper, we assess ChatGPT’s004
capacities to solve and grade real programming005
exams, from an accredited BSc degree in Com-006
puter Science, written in Spanish. Our findings007
suggest that this AI model is only effective for008
solving simple coding tasks. Its proficiency in009
tackling complex problems or evaluating solu-010
tions authored by others are far from effective.011
As part of this research, we also release a new012
corpus of programming tasks and the corre-013
sponding prompts for solving the problems or014
grading the solutions. This resource can be015
further exploited by other research teams.016

1 Introduction017

Large Language Models (LLMs) based on the018

Transformer architecture (Vaswani et al., 2017)019

have represented a paradigm shift in Natural Lan-020

guage Processing (NLP), making the previous state-021

of-the-art results and benchmarks obsolete. The022

release of ChatGPT by OpenAI in November 2022023

meant a disruption in what was thought to be possi-024

ble in generating human-like conversations (Forbes,025

2022). This class of generative models has proved026

to be effective in a wide range of Natural Language027

Processing (NLP) tasks (Zhong et al., 2023; Mao028

et al., 2023).029

These new tools have also demonstrated impres-030

sive capabilities for solving programming tasks.031

This is often attributed to the fact that their internal032

models have been exposed to a large number of033

programming examples during their training pro-034

cess (Zhong et al., 2023; Xu et al., 2022; Chen035

et al., 2021). LLMs can thus become a highly valu-036

able asset to support different teaching activities in037

multiple computer-related courses and university038

degrees (Baidoo-Anu and Ansah, 2023). For exam-039

ple, we can exploit them to give support to students040

in problem solving, to suggest exercises and activ- 041

ities to the professors, or to assist in the grading 042

processes. But this also comes with drawbacks, 043

such as those related to plagiarism or cheating. 044

Some researchers have already tested ChatGPT 045

for resolving programming problems, demonstrat- 046

ing human-level performance for simple tasks, but 047

also finding that it struggles with complex data 048

structures (Chang et al., 2023; Sarsa et al., 2022). 049

However, most studies and benchmarks have been 050

confined to exams written in English. Although the 051

multilingual settings of many LLMs have made it 052

possible to apply these models to other languages, 053

the performance is often lower than that of English 054

and more scientific efforts are needed to evaluate 055

the benefits and limitations of these language mod- 056

els for other languages. 057

Furthermore, most previous studies focused on 058

resolving simple programming tasks, such as basic 059

coding exercises. Our evaluation addresses not only 060

basic programming challenges, but also more com- 061

plex exercises that require reasoning about compu- 062

tational complexity, decision making about algo- 063

rithmic strategies, or selecting proper data struc- 064

tures (e.g., stacks or queues). 065

Another aspect that has received little attention 066

is the role of LLMs as graders or assistants in eval- 067

uating the quality of solutions written by humans. 068

By advancing our understanding on the grading 069

abilities of AI agents, we can shed light on the fea- 070

sibility of incorporating them into new (student- 071

machine) learning activities or even exploiting 072

them to automatically or semi-automatically grade 073

academic assignments. 074

In this study, we evaluate ChatGPT’s abilities 075

to solve programming and algorithmic problems 076

extracted from a real exam written in Spanish. The 077

exam, which is the final test of a 1st-year/2nd- 078

semester course on Programming within a BSc 079

in Computer Science, covers a wide range of exer- 080

cises, from basic coding exercises to more intricate 081
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reasoning tasks. We also assess here the AI’s capac-082

ities to evaluate exams solved by students enrolled083

in the course from which the exam was taken.084

Therefore, our contributions are:085

• An evaluation of how well ChatGPT solves086

complex programming and algorithmic prob-087

lems written in Spanish.088

• A study of the feasibility of ChatGPT to act089

as an automatic evaluator for tests solved by090

university students.091

• A detailed item-by-item analysis of the092

strengths and weaknesses of ChatGPT as a093

solver and grader of multiple programming094

exercises.095

• A new corpus of programming tasks and the096

corresponding set of prompts to ask the mod-097

els to solve problems or grade solutions. This098

new resource can be further exploited by other099

research teams to conduct further evaluations100

of LLMs for programming problem resolution.101

All the data and code of this research is freely102

available for the scientific community1.103

2 Method104

2.1 ChatGPT as a Solver105

We chose a real exam from a 1st year-2nd semester106

course on Programming, Linear Data Structures107

and Introduction to Computational Complexity.108

The exam was taken in May 2023 by 90 students109

from an accredited BSc degree in Computer Sci-110

ence. The average score of the students was 57.55%111

(std dev 20.29%), 26 of them did not pass (score112

below 50%), and 5 students scored above 90%.113

It should be noted that this is an exam that tests114

not only basic coding skills, but also algorithmic115

and data structure concepts. The exam consisted116

of 7 questions (see Table 2, Appendix B), with var-117

ied types of expected responses, ranging from a118

full page to a short textual answer. Some of the119

questions involved the development of C code. In120

the original exam, two questions (#3 and #5) had121

two figures that further help to clarify the particular122

inquiry. Since ChatGPT2 does not accept images,123

we opted for removing the images. In any case, the124

images were redundant (e.g. one represented the125

1https://anonymous.4open.science/r/
chatgpt-grader-solver-exams-7BBF/

2We used gpt-3.5-turbo version for this experimentation

internal structure of the Abstract Data Type (ADT) 126

list, whose code was given in the text of the ques- 127

tion) and one can understand the question without 128

having to see the image. However, we have to bear 129

in mind that this may be a small disadvantage for 130

the AI model. The evaluation of more advanced 131

models, such as GPT-4 (OpenAI, 2023), was left 132

for future work. 133

Each question was passed to ChatGPT through 134

OpenAI’s Python API. Two different prompt vari- 135

ants were tested: a simple one with almost no con- 136

text (Simple Prompt) and a more sophisticated 137

prompt including formatting instructions and sys- 138

tem role (Complex Prompt), see Appendix A.1. 139

The answers outputted by the AI model were given 140

to the main instructor of the course (a professor in 141

CS&AI), who assessed the model’s solutions using 142

the same criteria set for the official exam. 143

2.2 ChatGPT as a Grader 144

We also wanted to evaluate ChatGPT’s capacity to 145

assess the quality of human-made solutions. The of- 146

ficial exams solved by the students were manuscript 147

and, thus, we can hardly evaluate them all. Instead, 148

we chose a sample of five exams, with a varied 149

range of scores (94%, 74%, 66%, 50% and 38%), 150

transcribed them and submitted them to the model’s 151

API. We sent each question individually and asked 152

the model to provide a quality score (0%-100%), 153

see Appendix A.2. Then, an overall grade was ob- 154

tained by weighting the questions using the point 155

scale established in the official exam. 156

3 Results 157

3.1 ChatGPT as a Solver 158

Table 1 shows the results achieved by ChatGPT 159

in the exam. As can be seen in the first row, each 160

question had a different number of points. To avoid 161

any possible bias, the professor did not know which 162

prompt generated each version of the responses. 163

The first noticeable result is that, for both vari- 164

ants, the model achieved a score above the required 165

threshold to pass the final exam. This is not a minor 166

outcome, since previous research has demonstrated 167

that these models struggle with difficult data struc- 168

ture tasks (Chang et al., 2023). ChatGPT’s grades 169

are similar to those achieved by the average student. 170

One might argue that matching human performance 171

is profoundly meaningful. However, we see here 172

two main sources of concern. First, the students ex- 173

amined are novice undergraduates in the first year 174
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Questions Overall Grade

1 2 3 4 5 6 7

Points 1.5 1.5 1.5 1 1 2 1.5
Simple Prompt 0% 83.3% 66.7% 100% 100% 100% 16.7% 65%
Complex Prompt 0% 43.3% 66.7% 100% 100% 75% 0% 51.5%

Table 1: Grades obtained by ChatGPT. The first row shows the maximum number of points per question

of training (most of them with only a few months175

of experience in programming). So, ChatGPT is176

not really matching expert-level performance. Sec-177

ond, ChatGPT’s performance does not place it in178

a position to be utilised as an intelligent assistant.179

You can hardly exploit a tool that produces wrong180

results more than 30% of the time.181

A second interesting result is that the use of182

a complex prompt did not help the model. The183

complex prompt was never better than the simple184

prompt. No single question got a better response185

from the complex prompt. The specification of186

system role, the “take-your-time” advise and the187

provided example do not seem to be useful and,188

perhaps, have introduced some confusion.189

Regarding specific questions, both variants strug-190

gled with question number 1 (syntactic and seman-191

tic specification of an ADT) and number 7 (rea-192

soning about an example of divide and conquer193

algorithm). In question 1, ChatGPT did not output194

a formal specification of the ADT, failed to provide195

a semantic description with proper algebraic nota-196

tion and often resorted to not-allowed expressions197

(e.g. using integer expressions in C rather than198

generic numerical expressions). We conjecture that199

this might be related to the low availability of ADT200

examples with proper notations in the training data.201

Question #7 was about interpreting different lev-202

els of computational complexity of a divide and203

conquer solution, based on variables such as the204

number of subproblems, size of the subproblems205

and so forth. This type of conceptual question also206

made that ChatGPT failed loudly. For the rest of207

the questions (#2-#6) ChatGPT made a decent job.208

Three of them were mainly coding tasks (#3, #5,209

#6) and two of them (#2, #4) required some sort210

of reasoning but they refer to well-known comput-211

ing examples (Fibonacci or list search). In some212

instances, the model did not follow the instructions213

and, rather than outputting solutions written in C, it214

provided correct solutions written in Python. Note215

also that ChatGPT did well on questions #3 and #5,216

which had a supporting image that the model could217

Figure 1: ChatGPT as a grader. For each exam solved
by a student, the bars represent the score given by Chat-
GPT and the score given by the instructor of the course.

not see. 218

3.2 ChatGPT as a Grader 219

Figure 1 shows the grades assigned by ChatGPT 220

and by the course’s instructor to the five exams 221

selected. The AI model clearly overestimates the 222

quality of the solutions and, indeed, all exams got 223

a high qualification (all of them above 84%). Even 224

low quality solutions, such as the exam that offi- 225

cially got a 38% overall score, were assigned very 226

good scores. This hardly positions ChatGPT as a 227

tool to assist humans (professors or students) in the 228

assessment of solutions for this type of exams. 229

Next, we analyse the individual question-by- 230

question assessments, see Table 3 in Appendix C. 231

We report the scores assigned and the deviation 232

between ChatGPT and the instructor. The largest 233

deviation was found in Question 1, on ADT specifi- 234

cation. This result is in agreement with the findings 235

in Section 3.1, in which the model also struggled 236

to solve this exercise. Again, this suggests that the 237

model has little knowledge about this topic or it is 238

not able to transfer its knowledge to produce an- 239

swers that comply with the instructions. The only 240

decent grading by ChatGPT was done for question 241

4. This question was effectively solved by Chat- 242

GPT (see section 3.1) and, here, the model also 243

shows reasonably good performance at evaluating 244
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question 4’s answers written by students. These245

answers are short paragraphs explaining the com-246

putational complexity of a given search problem247

(traversing over a list). A somehow surprising re-248

sult is that ChatGPT was highly effective at produc-249

ing solutions for Question 5 but it drastically failed250

to assess the quality of Question 5 solutions written251

by students. This was a C function that implements252

a recursive process and ChatGPT was unable to ef-253

fectively assess the quality of the functions written254

by students. Furthermore, ChatGPT’s tendency to255

overrate the quality of the solutions was consistent256

over all types of questions3.257

Note also that ChatGPT assigned an overall258

score to the best exam that was the same score as-259

signed by the instructor (94%). But this seems to be260

anecdotal, as the individual question-by-question261

scores (Exam5) show substantial deviations.262

4 Discussion263

The results of this study suggest that ChatGPT per-264

forms much better on solving exercises than it does265

on grading them. As a solver, it is worth noting266

the AI model’s poor performance in some types of267

exercises (particularly in those that do not involve268

coding). In the near future, it will be beneficial to269

investigate the reasons for this poor performance.270

For instance, to understand whether it is related to271

the language (Spanish) in which the problems are272

expressed or due to a lack of training data for these273

types of exercises. The specific phrasing might274

have also played an important role, as ChatGPT275

performed poorly for exercise 7, while other ques-276

tions –also about computational complexity– had277

much better answers from the model. This sug-278

gests that wording might have a strong influence279

on model’s performance.280

On the other hand, our results suggest that the281

model is useless to validate answers submitted by282

humans. Even with coding questions that the model283

solved very well, its assessment of solutions written284

by others was unsatisfactory.285

5 Related Work286

The development of Large Language Models287

(LLMs) has represented a paradigm shift for mul-288

tiple NLP tasks (Brown et al., 2020; Kojima et al.,289

2022). In some cases, these models even reach290

3As a side note, we observe that most students would
have loved to have ChatGPT as grader, replacing the official
instructor.

human performance. For instance, previous stud- 291

ies evaluated GPT-4, demonstrating its ability for 292

several reasoning-intensive tests, such as passing a 293

technical entrance exam for a software engineering 294

position (Bubeck et al., 2023). 295

The ability of these models to generate code has 296

sparked interest in both the developer and teaching 297

communities. In this direction, Chen et al. (Chen 298

et al., 2021) introduced Codex, a model specif- 299

ically fine-tuned for solving programming tasks. 300

Other authors studied Codex’s potential for solving 301

Python tasks, demonstrating its effectiveness on the 302

APPS benchmark (Hendrycks et al., 2021). The 303

authors of (Sarsa et al., 2022) explored the possi- 304

bility of integrating Codex in teaching duties, for 305

example to generate coding exercises. Similarly, 306

Xu and colleages (Xu et al., 2022) conducted a 307

systematic evaluation of different language mod- 308

els –both proprietary like Codex and open source– 309

for coding completion and synthesis tasks. These 310

authors also proposed a novel fine-tuned model 311

that outperforms other alternatives for C program- 312

ming. Chang et al. (Chang et al., 2023) stated that 313

ChatGPT outperforms humans in simple coding 314

assignments, but still struggles with data structure 315

problems and graph theory. 316

In this paper, we have presented a novel ap- 317

proach to evaluate ChatGPT’s programming abili- 318

ties. We evaluated its capacities to solve assorted 319

programming-related exercises, spanning multiple 320

areas such as abstract data types, data structures 321

and computational complexity. Another novelty 322

that distinguishes our work from previous contribu- 323

tions is that we also studied the AI model’s capacity 324

as a grader. Furthermore, our study targeted the 325

Spanish language, thus responding to the growing 326

interest of the scientific community in evaluating 327

the capabilities of LLMs in languages other than 328

English (Deng et al., 2023). 329

6 Conclusion 330

In this study, we assessed ChatGPT’s capacities to 331

solve and grade programming exams (in Spanish) 332

from an official university course. The results sug- 333

gest that this AI model can only be used as a solver 334

of basic coding exercises. Its abilities to solve and 335

reason about intricate questions, and its capacity to 336

assess solutions written by others are far from ef- 337

fective. The study of more sophisticated prompting 338

strategies, such as those based on paraphrasing the 339

original instructions, are left as future work. 340
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Ethics Statement and Limitations341

This research aims at evaluating the capabilities342

of the new generative AI models as a support tool343

in educational environments. Our study was con-344

strained to exams written in Spanish because we345

were specifically interested in analysing how LLMs346

perform in languages other than English. Access to347

the exams was provided to us by the main instruc-348

tor of the university course. The exams filled by349

the students were anonymised and their responses350

to the questions did not contain any personal or351

private reference.352

The overall goal of this project is to gain an353

understanding on how the new AIs could help to354

automate or ease certain learning and grading tasks.355

This research does not pursue the elimination of356

human instructors from the university classes. As357

a matter of fact, we firmly believe that human-in-358

the-loop strategies are crucial to properly exploit359

the advantages and reduce the risks of AI-based360

agents.361

We are also aware that more sophisticated mod-362

els, such as GPT4, could perform better. But, cur-363

rently, ChatGPT is a model that is freely available364

and it already has a huge user base worldwide (in-365

cluding many university students). Thus, our study366

was centered on the most popular and widely avail-367

able platform. Anyway, in the future we will extend368

this research to other LLMs. We also recognise that369

more sophisticated prompt engineering could lead370

to better performance. We left this exploration for371

future research and we decided to employ here two372

initial types of prompts.373
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Appendices445

A Prompts446

A.1 Prompts for Solving447

A.1.1 Simple Prompt448

Under this setting, no further instruction but the449

exam question was provided to the model:450

Simple Prompt

User: <QUESTION>
System: ...

451

A.1.2 Complex Prompt452

Under this setting, we specified a system role to453

give more context to the model about the task. Ad-454

ditionally, the large prompt specifies that the model455

can take “time to reason” (this is a recommended456

practice in these tasks) and, additionally, we also457

provided a demonstration, which consists of a nat-458

ural language instruction (asking to build a hello459

world program) and the corresponding C code.460

Complex Prompt

System Role: Estás respondiendo a las pre-
guntas de un examen de informática centrado
en el lenguaje de programación C.
User: Escribe un programa en C que escriba:
Hello World
Assistant: El siguiente código está escrito en
C:
include <stdio.h>
int main(void)
{
printf("Hello World");
return 0;
}
User: La siguiente es una pregunta de un
examen de programación del primer año del
grado de ingeniería informática. Hay bas-
tante tiempo para responder, así que tómate
el tiempo que sea necesario para dar una re-
spuesta completa y razonada paso a paso. La
pregunta está delimitada por < >. Además
en el caso de que tengas que escribir código,
primero especifica el lenguaje en el que está
escrito, y luego escribe dicho código delim-
itándolo con ”’ antes de la primera línea y

461

después de la última, tal y como has hecho
anteriormente:
<QUESTION>
System: ...

462

A.2 Prompt for Grading 463

Under this setting, the prompt asks the model to 464

reason about the model’s response to the question 465

and, next, it asks the model to compare it against 466

the provided response and, finally, give an overall 467

quality score for the provided response. 468

m 469

Grading Prompt

User: Tu tarea es evaluar la respuesta a
una pregunta de un examen de programación.
Para ello razona primero tu respuesta y com-
párala con la respuesta proporcionada. No
la evalúes hasta que no hayas respondido tú
mismo a la pregunta. La pregunta está delim-
itada por <...> y la respuesta a evaluar está
entre "...". El formato de tu respuesta debe ser
el siguiente, respétalo sin añadir ningún co-
mentario adicional y asegúrate de escribir una
nota numérica sobre 100: Pregunta: (copia
aquí la pregunta del examen entre <...>) Re-
spuesta: (copia aquí la respuesta del alumno
entre "...") Calificación: La nota es (nota so-
bre 100%)
<QUESTION>
“RESPONSE”
System: ...

470

B Exam Questions 471

Table 2 details the questions that made up the exam. 472

C Evaluating Results 473

Table 3 breaks down the grades assigned by both 474

assessors. 475
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Question Topic Response Type
#1 Syntactic and semantic formal specification of Full page

an abstract data type (ADT)
#2 Recursive implementation of Fibonacci. Reason about... 3 short responses

i. worst/best/avg time complexity (1-2 sentences each)
ii. type of algorithmic strategy
iii. # invoked instances

#3 ADT List (internal data structure is given) 2 short C functions
i. & ii. implement functions get/create + 2 one-word responses
iii. & iv. worst case time complexity of functions get/create

#4 List. Worst/Best Time complexity of a given search problem One paragraph
#5 Implementation in C of a recursive function that solves Short C function

a given problem
#6 Implementation in C of a function that uses an ADT Queue C function

(with provided operations) to solve a given problem
#7 Divide & Conquer Example. Reason about... 3 short responses

i. parameters (# subproblems, split/aggregation costs, (2-3 sentences each)
subproblem sizes)
ii. compare two variants for the same problem
iii. compare against 2 types of sequential search

Table 2: Exam Questions

Question 1 Question 2 Question 3 Question 4
ChatGPT Instructor Dev ChatGPT Instructor Dev ChatGPT Instructor Dev ChatGPT Instructor Dev

Exam1 100% 53.3% +46.7% 100% 50% +50% 50% 0% +50% 90% 50% +40%
Exam2 100% 16.7% +83.3% 100% 33.3% +66.7% 25% 66.7% -41.7% 100% 100% 0%
Exam3 100% 50% +50% 66.7% 83.3% -16.7% 75% 60% +15% 100% 100% 0%
Exam4 100% 16.7% +73.3% 100% 83.3% +16.7% 25% 33.3% -8.8% 100% 100% 0%
Exam5 100% 100% 0% 93.3% 100% -6.7% 66.7% 100% -33.3% 100% 100% 0%
Avg. 100% 47.3% 50.7% 92% 70% 31.4% 48.3% 52% 29.8% 98% 90% 8%

Question 5 Question 6 Question 7
ChatGPT Instructor Dev ChatGPT Instructor Dev ChatGPT Instructor Dev

Exam1 100% 0% +100% 90% 50% +40% 66.7% 50% +16.7%
Exam2 100% 100% 0% 90% 50% +40% 90% 16.7% +73.3%
Exam3 90% 0% +90% 80% 75% +5% 100% 83.3% +16.7%
Exam4 100% 100% 0% 100% 100% 0% 93.3% 93.3% 0%
Exam5 100% 100% 0% 100% 75% +25% 100% 93.3% +6.7%
Avg. 98% 60% 38% 92% 70% 22% 90% 67.3% 22.7%

Table 3: Comparison of scores assigned by ChatGPT and by the course’s instructor.
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