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ABSTRACT

The absence of good Arabic language models led to significant setbacks in the
Arabic language related tasks and lag with respect to robustness and accuracy.
While a pre-trained version of BERT on Arabic language is available, a smaller
distilled version could be proven to be highly scalable. In this research paper, we
propose the development of DistilBERT for the Arabic language for the pursuit
of achieving comparable results with significantly less computational resources.
Employing knowledge distillation to create a compact model allows for wider
implementation, even in areas with limited computational resources. Ultimately,
this project aims to break down language barriers, bring greater inclusivity and
improve the accessibility of the Arabic language in NLP applications worldwide.
This project serves as a starting point for further research and investigation of the
performance of the Arabic DistilBERT model across various NLP tasks.

1 INTRODUCTION

Despite the prevalence of the Arabic language worldwide, it remains one of the most underrep-
resented languages in the field of natural language processing (NLP), with a significant challenge
posed due to its rich and complex morphology.
BERT language model (Bidirectional Encoder Representations from Transformers)(Devlin et al.,
2018), a transformer-based architecture (Vaswani et al., 2017), has shown remarkable results in var-
ious NLP tasks. However, the high computational cost and large corpus required have limited its
availability to high-resource languages. A pre-trained Arabic BERT model(Antoun et al., 2020)
was developed to address the suboptimal performance achieved by the multilingual BERT for the
Arabic language. Nonetheless, operating the model under resource constraints remains a challenge.
To overcome this limitation, we propose employing the knowledge distillation technique to distill
the knowledge learned by the large Arabic BERT into a smaller more efficient model, DistilBERT
(Sanh et al., 2019) for the Arabic Language, while maintaining its performance. Evidently, our Ara-
bic DistilBERT 1 2 demonstrates a noticeable reduction in parameter count with only 108,871,680
parameters compared to the teacher model, Arabic-BERT-Large, which has 340,689,408 parame-
ters. This reduction in size amounts to over 30%, a similar level of parameter reduction achieved
in the English DistilBERT model. Additionally, we aim to maximize the performance of the Arabic
DistilBERT for Question Answering 3 and identifying any challenges or limitations. Our ultimate
goal is to facilitate inclusivity and accessibility of the Arabic language in NLP technologies thereby
breaking down language barriers and promoting cross-cultural communication.

1https://huggingface.co/arabi-elidrisi/ArabicDistilBERT.
2https://github.com/ArabiElidrisi/Arabic_DistilBERT.
3https://huggingface.co/arabi-elidrisi/ArabicDistilBERT_QA.
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2 METHOD

In this paper, We suggest developing an Arabic DistilBERT Model using the knowledge distilled
from an Arabic BERT Model. Initially, we’ve introduced additional pre-processing to the data used.
The dataset used was carefully selected to be public, large, relatively new with modern language,
correct grammar and annotated correctly. As a result, we merged a few datasets, including OS-
CAR 2019Suárez et al. (2019), Wikipedia Corpus, Arabic BERT Corpus and ARCD in text format.
Aside from removing duplication, a pre-processing script was used to remove URLs, English words,
emoticons, symbols flags, pictographs, transport and map symbols and unicodes. The results was a
collection of over 90 million sentences of text. The goal was to create a balanced final version of the
dataset with no duplication and suitable sentence length.
For the training stage, we employed the Knowledge Distillation technique, a compression technique
to reproduce the behavior of the larger model into a smaller model using a triple loss function 2. We
used a pre-trained Arabic BERT model with a general understanding of the context of the Arabic
Language. The distilled model is then trained on the smaller corpus of the previously pre-processed
Arabic dataset, leveraging on the knowledge transferred from the pre-trained Arabic BERT model.

L = α ∗ Ldistill + β ∗ Ltraining + γ ∗ Lcosine (1)

3 EXPERIMENTAL SETUP

We used Arabic BERT-large model as the teacher model. We initialized the DistilBERT model from
the final weights of the teacher model. In addition, we modified its configurations to match those of
the teacher, including the transformer layer’s hidden state size set to 1024, the attention heads to 16,
the intermediate size to 4096 and vocabulary size to 32000. The pre-training was done using 4 Tesla
V100 GPUs, each of 32GB RAM. The pre-training process was carried out with a batch size of 16,
a learning rate of 3e−5, and maximum sequence length of 512 running on 3 epochs.

4 RESULTS

Being constrained to the resources available and the data size, the model training is currently ongo-
ing. Therefore, we obtained a checkpoint upon the completion of the first epoch. The experimental
results in Table 1 were obtained testing the performance for Question Answering on ARCD dataset.
The Arabic DistilBERT achieved an F1 score of 62.20% comparable to 67.28% achieved by Arabic
BERT-large model(Antoun et al., 2021)with over 30% reduction in parameter count. These findings
provide evidence that the Arabic DistilBERT model can achieve competitive results on the Question
Answering task while requiring less computational resources and training time.

Table 1: Comparison of the different models on the Question Answering task using ARCD

Model ARCD(F1) Parameters

Arabic DistilBERT 62.20 108M
Arabic BERT-large 67.28 340M
Arabic BERT-base 62.24 110M

5 CONCLUSION AND FUTURE WORK

We present Arabic DistilBERT, a language model that meets similar performance levels to its larger
counterpart with significantly less computational resources. We showed that the model has the
potential to notably contribute to the development of Arabic language-related tasks, improve its
accuracy and robustness and thereby acts as a valuable addition to the natural language processing
toolkit for the Arabic language. For future work, we aim to test the effectiveness of using the Arabic
DistilBERT model across various NLP tasks.
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Table 2: Examples from Arabic DistilBERT Model fine-tuned on Question Answering

Context Question Answer Score
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