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Abstract

Fact-checking is an established knowledge-001
intensive natural language processing (NLP)002
task, including evidence retrieval and claim003
verification steps. Meanwhile, generative large004
language models (LLMs) increasingly memo-005
rize facts as the model sizes grow. This mem-006
orization ability of language models leads to007
the question of whether extractive retrieval is008
still necessary if the facts required to check009
a claim have been seen during pre-training.010
Consequently, this paper evaluates generative011
LLMs’ closed-book fact-checking performance012
on two Wikipedia-based datasets, FEVER and013
HOVER. Instead of retrieving the evidence014
from external knowledge bases, we let the015
model generate rationales and verify the claim016
by itself in a few-shot setup. For the sim-017
ple dataset, the best verification performance018
of selected open-source LLMs achieves an F1019
score up to 89% (GPT-4 93%); for the complex020
dataset, the performance reaches 62% (GPT-4021
70%). Compared to the claim-only verification,022
the extra rationale generation step has boosted023
the verification performance by 4.05 percent-024
age points on FEVER and 5.12 on HOVER.025

1 Introduction026

With the increasing spread of misinformation,027

fact-checking has become an urgent topic in our028

daily life. In academics, the research on fact-029

checking spans from political science to computer030

science (Shu et al., 2017). The standard pipeline for031

automated fact-checking consists of three stages:032

claim detection, evidence retrieval, and claim ver-033

ification with the retrieved evidence (Guo et al.,034

2022). The stage of evidence retrieval is to retrieve035

relevant information from external structured and036

unstructured knowledge bases, typically done in037

an extractive and open-book way. Given a claim038

and a corpus, the task is to select relevant docu-039

ments and sentences from the corpus for further040

claim verification. Several benchmark datasets for041

fact-checking in the research community are based 042

on the Wikipedia corpus, e.g., FEVER (Thorne 043

et al., 2018) and HOVER (Jiang et al., 2020). The 044

Wikipedia corpus is often part of the training data 045

of large language models (LLMs). In the pre- 046

training stage, LLMs can memorize large amounts 047

of facts from the training data in their parameters. 048

Given a prompt, generative LLMs can then gener- 049

ate relevant texts, raising the question of whether 050

we can retrieve the needed evidence in a generative 051

and closed-book way from LLMs instead of the 052

standard extractive way of the above-mentioned 053

fact-checking datasets. Given retrieved evidence, 054

we check whether the claim is entailed in the given 055

evidence for the claim verification step. Often, the 056

task is implemented as a classification task with 057

fine-tuned BERT-based models (Soleimani et al., 058

2020; DeHaven and Scott, 2023). Recent research 059

shows increasing reasoning abilities in generative 060

LLMs. Thus, this poses the question of whether we 061

can verify the claims in a generative way instead of 062

traditional classification with BERT-based models. 063

This paper investigates state-of-the-art open- 064

source generative models with Wikipedia-based 065

fact-checking datasets in a closed-book style. As 066

the open-book fact-checking, we verify the claims 067

in a pipeline. Given a claim, we retrieve the needed 068

rationales in a generative way from pre-trained 069

LLMs with in-context learning. In this stage, the 070

LLMs generate relevant rationales about the claim 071

from the knowledge learned during the pre-training 072

phase. Based on the generated rationales, the gen- 073

erative LLMs will verify the claim’s truthfulness 074

in a few-shot setup. Since fact-checking real-world 075

claims often requires multiple pieces of evidence 076

and reasoning steps (Pan et al., 2023), i.e., multi- 077

hop, we include datasets with simple and complex 078

claims. 079

Our contributions include: (1) We are the first 080

to evaluate the generative LLMs for fact-checking 081

with a closed-book setup, including rationale gen- 082
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eration and claim verification. (2) We measure the083

knowledge and reasoning capabilities of represen-084

tative generative LLMs, not only GPT-4 but also085

open-source LLMs, and compare them with tra-086

ditional retrieval-based verification. We find that087

instruction-tuned models gain more reasoning ca-088

pabilities at the cost of factuality. (3) We show089

that as claims become complex, current generative090

LLMs cannot pay attention to details in the ratio-091

nale generation and claim verification phases. (4)092

We demonstrate the extra rationale generation step093

can boost the verification performance of genera-094

tive LLMs, especially for complex claims.095

2 Related Work096

Generative Large Language Models Currently,097

generative large language models are gaining a098

lot of attention due to the popularity of ChatGPT.099

The sizes of these models keep increasing, e.g.,100

from GPT-1 with 117 million parameters to GPT-3101

with 175 billion parameters (Radford et al., 2018;102

Brown et al., 2020; Zhao et al., 2023). The train-103

ing method, reinforcement learning from human104

feedback (RLHF) is applied to tune pre-trained gen-105

erative models (Ouyang et al., 2022). With RLHF,106

LLMs get a better understanding of human instruc-107

tions. Due to the large size of generative models,108

further fine-tuning of pre-trained generative mod-109

els is computationally expensive. Thus, in-context110

learning (Brown et al., 2020), which learns from a111

few examples and does not update model parame-112

ters during the learning process, is widely applied113

for downstream NLP tasks (Min et al., 2022; Zhou114

et al., 2023).115

Gehrmann et al. (2023) define natural language116

generation (NLG) tasks, including summarization,117

machine translation, dialog generation, and data-118

to-text generation, as those in which a machine119

learning model can be trained to maximize the con-120

ditional probability p(y|x) where y is natural lan-121

guage, and x is an input that provides information122

about what should be generated. Hallucination is a123

well-known problem in NLG. Ji et al. (2023) clas-124

sify the contributors to hallucination in NLG into125

two groups: hallucination from data, hallucination126

from training and inference. Baan et al. (2023) an-127

alyze the uncertainty of NLG and identify the main128

sources of uncertainty as input ambiguity, errors129

and complexity, the open-endless of the commu-130

nicative task, the agent’s personal perspective, and131

the final linguistic realization and modeling. Factu-132

ality and faithfulness in NLG have been addressed 133

in several studies. Lee et al. (2022) evaluate the 134

factuality in open-ended text generation with var- 135

ious metrics, e.g., the overlap of named entities, 136

entailment rate, perplexity, and diversity repetition. 137

Tam et al. (2023) propose a factual inconsistency 138

benchmark for evaluating the factual consistency 139

of LLMs through summarization. Min et al. (2023) 140

propose FActScore for evaluating the factuality of 141

LLM-generated texts with atomic facts. 142

Fact-checking Language models (BERT-based) 143

are used as fact-checkers in a closed-book style, 144

where certain facts (e.g., entities) are masked and 145

the claim is verified against the predicted facts (Lee 146

et al., 2020). In our work, we also utilize the mem- 147

orization ability of language models. However, 148

we let the LLMs generate all necessary rationales 149

instead of entities. Dense passage retrieval from 150

question & answering (Karpukhin et al., 2020) 151

is widely applied for document retrieval with a 152

fine-tuned bi-encoder for selecting top-k candi- 153

dates. Cross-encoders have often been used to 154

further re-rank documents and select sentences 155

in the documents as evidence (Soleimani et al., 156

2020; DeHaven and Scott, 2023). Other architec- 157

tures like Poly-encoder (Humeau et al., 2020), Col- 158

BERT (Khattab and Zaharia, 2020) are proposed 159

to balance prediction quality and speed with late 160

interaction mechanisms. 161

The stage of claim verification is treated as a nat- 162

ural language inference (NLI) task with retrieved 163

rationales (sentences) as the premise and the claim 164

as the hypothesis. The target is to check whether 165

a claim is entailed in the retrieved rationales. 166

Pre-trained language models, mostly BERT-based, 167

which are further fine-tuned with NLI datasets, are 168

typically applied to the task (Lewis et al., 2020; Liu 169

et al., 2019; Williams et al., 2018). Several fact- 170

checking studies have applied fine-tuned BERT- 171

based models for verifying claims given retrieved 172

evidence (Martín et al., 2022; Arana-Catania et al., 173

2022). Hansen et al. (2021) show that machine 174

learning models, e.g., random forest, LSTM, and 175

BERT-based models, do not really learn to rea- 176

son: Given only evidence without claims of politi- 177

cal fact-checking datasets, the models achieve the 178

highest effectiveness. Recently, we have seen in- 179

creasing reasoning abilities in generative models as 180

the sizes of models grow (Wei et al., 2022a). The 181

phenomenon of increasing abilities with growing 182

model sizes is referred to as the emergent abilities 183

of LLMs (Wei et al., 2022a). Huang and Chang 184
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(2023) summarize techniques applied to improve or185

elicit reasoning in LLMs as fully supervised fine-186

tuning, prompting & in-context learning, hybrid187

method. Chain-of-thought prompting is proposed188

in Wei et al. (2022b), an example of in-context rea-189

soning. The authors show that with intermediate190

reasoning steps, LLMs perform better in various191

reasoning tasks, e.g., arithmetic reasoning, com-192

monsense reasoning, symbolic reasoning, etc. Pan193

et al. (2023) tackle the complex multi-hop fact-194

checking problem with claim decomposition, lever-195

aging the in-context learning ability of LLMs.196

3 Methodology197

In this section, we explain the theory behind in-198

context learning with generative LLMs. Based on199

this concept, the templates for rationale generation200

and claim verification are introduced.201

3.1 In-context Learning202

In the following, we briefly describe the in-context203

learning method for rationale generation and claim204

verification. Xie et al. (2022) explain in-context205

learning from a Bayesian perspective. Their as-206

sumption on the structure of pre-training docu-207

ments is that a document is generated by first sam-208

pling a concept, and then the document is gener-209

ated by conditioning on the latent concept. The210

prompts of in-context learning are lists of train-211

ing examples and one test example, where the212

training examples are independent and identically213

distributed. Each example is a sequence condi-214

tioned on the same prompt concept, which de-215

scribes the task to be learned. The process of locat-216

ing learned capabilities is the Bayesian inference217

of a prompt concept that all examples in the prompt218

share. Mathematically, the posterior predictive dis-219

tribution can be formulated as p(out|prompt) =220 ∫
c p(out|c, prompt)p(c|prompt) d(c), where c is221

the latent concepts and out is the generated output222

conditioned on the shared concept in the prompt.223

3.2 Rationale Generation224

Our closed-book evaluation pipeline consists of ra-225

tionale generation and claim verification. Evidence-226

based fact-checking datasets consist of pairs of227

(claim, rationales), where rationales consists228

of corresponding facts, i.e., sentences, supporting229

or refuting the claim. Figure 1 shows the template230

for generating rationales with LLMs. In the tem-231

plate, n is the number of examples we show to the232

To verify the factuality of claim <claim1>, following factual
evidence is needed: <rat11, ..., rat1m> ###
To verify the factuality of claim <claim2>, following factual
evidence is needed: <rat21, ..., rat2p> ###
...
To verify the factuality of claim <claimn>, following factual
evidence is needed: <ratn1, ..., ratnq> ###
To verify the factuality of claim <claimt>, following factual
evidence is needed:

Figure 1: Prompt template for rationale generation

Given the premise <rat11, ..., rat1m>, is the hypothesis
<claim1> true? Yes.###
Given the premise <rat21, ..., rat2p>, is the hypothesis
<claim2> true? No.###
...
Given the premise <ratn1, ..., ratnq>, is the hypothesis
<claimn> true? Not enough information.###
Given the premise <ratt1, ..., rattq>, is the hypothesis
<claimt> true?

Figure 2: Prompt template for claim verification with
rationales

generative LLMs. m, p, q are the number of corre- 233

sponding rationales of each claim. With n exam- 234

ples, the generative LLMs should infer that the task 235

is to generate relevant factual rationales (sentences) 236

for verifying the claim. In the test example t, only 237

a claim is given, and the LLMs should generate the 238

corresponding rationales. 239

3.3 Claim Verification 240

To verify the claim, we also apply in-context learn- 241

ing with LLMs. We build the template in the tra- 242

ditional natural language inference (NLI) format. 243

A standard NLI task consists of a premise, a hy- 244

pothesis, and a label. The task is to verify whether 245

the hypothesis is entailed in the premise. The la- 246

bel for verification can be SUPPORTS, REFUTES, 247

and NEI (Not Enough Information). We use the 248

prompt template in Figure 2 for claim verification 249

with rationales. Accordingly, we show the LLMs n 250

examples to infer the in-context learning task. For 251

comparison, we also evaluate the claim-only setup, 252

where the generative LLMs verify the claims only 253

based on the claims without any rationales. The 254

prompt template is shown in Figure 3. 255

4 Experiments 256

In the following, we describe the experimental 257

setup. In the first step, we introduce selected fact- 258

checking datasets and generative LLMs for evalu- 259

ation. We then evaluate the LLMs’ rationale gen- 260

eration and claim verification capabilities with the 261
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Is the following claim <claim1> true? Yes.###
Is the following claim <claim2> true? No.###
...
Is the following claim <claimn> true? Not enough
information.###
Is the following claim <claimt> true?

Figure 3: Prompt template for claim-only verification

selected datasets. The evaluation focuses on the262

knowledge and reasoning capabilities of generative263

LLMs.264

4.1 Datasets265

We follow two criteria to select datasets for the266

evaluation of generative LLMs. Since our evalua-267

tion focus is evidence-based fact-checking, we only268

consider datasets with labeled rationales. Since269

we do a closed-book generation of rationales, the270

corpus from which the claims and correspond-271

ing rationales originate should be part of the pre-272

training data of LLMs. The Wikipedia corpus is273

in the standard training data of many LLMs, so274

Wikipedia-based datasets can be used for this eval-275

uation. FEVER (Thorne et al., 2018) is one of the276

earliest and most well-known datasets for evidence-277

based fact-checking. The claims in the FEVER278

dataset are generated from the Wikipedia corpus.279

The study (Jiang et al., 2020) shows that 87% of280

FEVER claims require information from a single281

Wikipedia article, and manual inspection of the282

dataset shows that many claims in the FEVER283

dataset are very simple. HOVER (Jiang et al.,284

2020) is another fact-checking dataset based on285

Wikipedia corpus. This dataset focuses on the286

multi-hop problem in the fact-checking pipeline.287

The number of hops in the dataset ranges from 2 to288

4. Therefore, the HoVER dataset is a good candi-289

date for evaluating generative LLMs’ capabilities290

in a complex setup.291

In summary, FEVER and HOVER have fulfilled292

the selection criteria for our evaluation. For both293

datasets, we randomly sample 300 representative294

test examples from each dataset’s development set.295

Only examples with verifiable claims are included296

since it’s hard to evaluate the performance of ratio-297

nale generation on non-verifiable claims, which do298

not have labeled rationales as references for evalua-299

tion. We focus on verifiable claims with rationales300

supporting or refuting them. Concretely, for the301

FEVER dataset, there are 100 test samples with 1302

rationale, 100 with 2 rationales, and 100 with 3 ra-303

tionales. In each 100 test samples, they are evenly304

distributed between 2 categories, SUPPORTS and 305

REFUTES, each category with 50 samples. We 306

have the same distribution for the HOVER dataset 307

according to the number of hops, namely 2, 3, and 308

4. Each group has also 50 supported and 50 refuted 309

claims. After publication, we will make the used 310

split and the generated data publicly available. 311

4.2 Generative LLMs for Evaluation 312

Since the number of open-source LLMs is 313

large (Zhao et al., 2023), we use HuggingFace’s 314

Open LLM leaderboard1 as the reference for choos- 315

ing LLMs. We select three representative open- 316

source LLM families, BLOOM (Scao et al., 2023), 317

Falcon (Almazrouei et al., 2023) and Llama2 (Tou- 318

vron et al., 2023). For each model family, we 319

include two versions, namely the original pre- 320

trained LLM version and the instruction-tuned 321

version. Since there are various versions of the 322

instruction-tuned models, we only consider the offi- 323

cially released instruction-tuned version. We evalu- 324

ate the largest version of each model family, namely 325

BLOOM 176B, Falcon-180B, and Llama2-70B. 326

The corresponding instruction-tuned versions are 327

BLOOMZ-176B, Falcon-180B-Chat, and Llama2- 328

70B-Chat. In addition to these model families, we 329

also add GPT-4 from OpenAI as a benchmark for 330

evaluation. To evaluate the effect of model size on 331

performance, we include the Llama2 family with 332

extra sizes 7B and 13B. The implementation details 333

are described in Appendix A.1. 334

4.3 Rationale Generation 335

In the first step, we generate rationales from LLMs 336

for claim verification. As introduced in Figure 1, 337

we use few-shot in-context learning for rationale 338

generation. Considering the characteristics of the 339

two datasets, we show each LLM 6 examples: 3 340

supported and 3 refuted claims with correspond- 341

ing gold rationales. We randomize the 6 selected 342

examples for each dataset so that they do not fol- 343

low specific patterns. Appendix D.1 describes the 344

details about selected example prompts. For com- 345

parison, we also include the retrieved rationales 346

given the Wikipedia corpus, i.e., the open-book 347

setup. We use the popular document retriever 348

from (Hanselowski et al., 2018) for the FEVER 349

dataset and train a cross-encoder for sentence se- 350

lection (Soleimani et al., 2020). For the HOVER 351

dataset, we use checkpoints of the retrieval pipeline 352

1https://huggingface.co/spaces/HuggingFaceH4/
open_llm_leaderboard
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from (Khattab et al., 2021), which achieves state-of-353

the-art performance. The implementation details is354

included in Appendix A.2355

Evaluation of Generated Rationales For evalu-356

ating the generated rationales, we use the labeled ra-357

tionales (gold) in each dataset as the reference. The358

evaluation focuses on the memorization ability of359

LLMs and the factuality of the generation. Several360

evaluation metrics exist for generative downstream361

tasks, e.g., machine translation and summarization.362

Following Lee et al. (2022), we extract named en-363

tities in generated rationales and gold rationales,364

utilizing the spaCy package for named entity recog-365

nition (NER) (Honnibal et al., 2020), and report366

the F1 score of common named entities. We also367

report other overlap based metrics BLEU-42 and368

ROUGE-L3 (Shuster et al., 2021). In addition to369

the overlap-based metrics, we include a semantic370

metric BERTScore (Zhang et al., 2020).371

Table 1 shows that the gap between closed-372

book generation and open-book retrieval is still373

large, especially for the difficult HOVER dataset,374

where the sophisticated multi-hop retrieval pipeline375

works much better. GPT-4 achieves the best per-376

formance on both datasets among the generative377

LLMs. Llama2-70B and Falcon-180B have very378

similar performance. The original language mod-379

els perform in most cases better than their cor-380

responding instruction-tuned models. This sug-381

gests that instruction-tuning can reduce the fac-382

tuality of the original pre-trained models. The383

statistics of Llama2 families demonstrate that larger384

models tend to perform better. Between the two385

datasets, most generative models perform better386

on the FEVER dataset than the HOVER dataset.387

However, the gap is not large. There are many sim-388

ple claims in the FEVER dataset, e.g., "Ayananka389

Bose is a person.", "Bradley Cooper refuses to be390

in films.". There are many ways to support or refute391

these claims. Often, one of the gold rationales is392

enough to verify these claims. This can lower the393

performance of overlap-based metrics. In contrast394

to FEVER, the claims in HOVER are more com-395

plex and need at least two rationales for verification396

due to the multi-hop characteristic. A typical claim397

in the HOVER dataset is "Confession of Murder, a398

2012 South Korean action thriller film, was turned399

into the 2014 Indian-Malay melodramatic thriller400

Angels.". The claims contain more named enti-401

2https://www.nltk.org/_modules/nltk/translate/
bleu_score.html

3https://pypi.org/project/rouge/

ties and give LLMs more hints to generate relevant 402

rationales. All these factors lead to comparable 403

performance on overlap-based metrics, although 404

one dataset is more complicated. 405

Qualitative Analysis We look into the generated 406

rationales in detail. Due to the large number of 407

generated texts, we only inspect the generated ratio- 408

nales with GPT-4, Llama2-70B, and Llama2-70B- 409

Chat. We randomly select 30 examples for each 410

dataset, evenly distributed according to the claim la- 411

bel and number of rationales (or hops). We mainly 412

check the factuality and sufficiency of generated ra- 413

tionales compared to the gold rationales. We query 414

Wikipedia or Google to verify the generated facts 415

that do not exist in the gold rationales. Table 2 416

summarizes the percentages of hallucination, insuf- 417

ficiency, and correctness of generated rationales for 418

manually inspected claims. We classify the gener- 419

ated text as hallucinated when there are wrong facts 420

or unverifiable information in it. Insufficient means 421

important facts are missing in the generated ratio- 422

nales for claim verification, e.g., in the multi-hop 423

cases. Only when no factual errors exist and all nec- 424

essary facts exist in the generated rationales, can 425

we say the generation is correct. The results show 426

that hallucination happens more often in HOVER 427

compared to FEVER. Figure 2 demonstrates the 428

gold and generated rationales for a claim from three 429

selected models. The generated rationales by GPT- 430

4 contain factual errors. One hop about the plant 431

Carpentaria is missing in the generation by Llama2- 432

70B. Both hallucination and insufficiency exist in 433

the generation by Llama2-70B-Chat. We observe 434

more hallucinations in the generated texts when 435

the claim is more complex. These factual errors 436

are often minor, e.g., the generated facts about a 437

person are all correct except for the birth date. The 438

insufficiency problem occurs when multi-hop ratio- 439

nales are needed to verify the claims. Multi-hop 440

claims require LLMs’ knowledge and reasoning ca- 441

pabilities to generate all necessary rationales. The 442

difficulty for generation increases as the number of 443

hops increases. Compared to the original language 444

models, instruction-tuned models show better rea- 445

soning capabilities regarding sufficiency at the cost 446

of factuality. 447

4.4 Claim Verification 448

We have three setups for claim verification: claim 449

verification with gold rationales, claim verification 450

with generated rationales, and claim-only verifica- 451

tion. We further apply in-context learning, con- 452
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FEVER HOVER
Model Entity BLEU Rouge-L BERT-S Entity BLEU Rouge-L BERT-S
BLOOM-176B 19.52 6.70 26.94 85.23 18.48 7.27 27.94 85.23
BLOOMZ-176B 17.36 4.42 25.30 85.48 19.23 5.81 26.88 85.80
Falcon-180B 32.50 20.14 39.30 87.51 28.75 17.56 35.85 87.04
Falcon-180B-Chat 33.09 19.08 37.51 87.63 26.35 15.08 32.06 86.66
Llama2-7B 26.76 11.54 32.33 86.48 21.63 10.12 29.60 85.89
Llama2-7B-Chat 23.62 7.73 30.29 86.60 21.87 8.18 28.85 86.64
Llama2-13B 28.93 14.89 35.38 86.84 23.60 11.80 32.76 86.28
Llama2-13B-Chat 27.57 10.13 32.90 87.14 23.88 9.40 30.04 86.71
Llama2-70B 32.71 19.53 38.71 87.58 29.42 17.58 36.26 87.28
Llama2-70B-Chat 28.44 13.32 34.26 87.34 27.28 10.70 31.71 87.19
GPT-4 40.75 25.96 45.50 88.99 35.08 22.46 38.90 88.04
Open-book Retrieval 53.26 40.62 55.68 89.74 67.85 66.63 64.00 93.32

Table 1: Evaluation of generated rationales with gold rationales as reference. F1 score (%) is used for Entity,
Rouge-L, and BERT-S. The numbers in bold indicate the best generation performance. The underlined numbers
indicate the best performance among open-source generative LLMs.

Claim: This organism and the genus Ginseng belongs to are
both plant genera. The Gulf named after the organism is
part of Port McArthur Tidal Wetlands System.
Gold rationales: Ginseng is any one of the species of
slow-growing perennial plants with fleshy roots, belonging
to the genus "Panax" of the family Araliaceae. The Panax
(ginseng) genus belongs to the "Araliaceae" (ivy) family.
Carpentaria acuminata (carpentaria palm), the sole species
in the genus Carpentaria, is a palm native to tropical coastal
regions in the north of Northern Territory, Australia. The
Port McArthur Tidal Wetlands System comprises a 994km
tract of tidal wetlands on the south-west coast of the Gulf of
Carpentaria in the Northern Territory of Australia.

GPT-4: The genus Ginseng is a plant genus in the family
Araliaceae. [Port McArthur Tidal Wetlands System] The
system includes the Gulf of Carpentaria, named after the
plant genus Carpentaria, which is a genus of flowering plants
in the family Arecaceae.
Llama2-70B:The genus Ginseng belongs to the family Ar-
aliaceae. The genus Ginseng is a plant genus. The Gulf of
Carpentaria is a large, shallow sea enclosed on three sides by
northern Australia and bounded on the north by the Arafura
Sea. The Gulf of Carpentaria is part of the Port McArthur
Tidal Wetlands System.
Llama2-70B-Chat: Ginseng is a plant genus in the family
Araliaceae. The Gulf of Mexico is a body of water named
after the organism. The Gulf of Mexico is part of the Port
McArthur Tidal Wetlands System.

Figure 4: Example for rationales generation for a sup-
ported claim (4-hops) in HOVER. Important entities
are marked in blue. Hallucinations are marked in red.
Similar examples can be found in Appendix B.1.

Dataset Model H I C

FEVER
Llama2-70B 23 20 57
Llama2-70B-Chat 47 17 43
GPT-4 13 3 83

HOVER
Llama2-70B 57 30 20
Llama2-70B-Chat 70 23 17
GPT-4 40 13 47

Table 2: Percentages of generated rationales for the
manually inspected 30 claims are hallucinated (H), in-
sufficient (I), and correct (C) for selected models. Since
the generated rationales for a claim can be hallucinated
and insufficient, the sum of percentages in a row can be
larger than 100.

cretely 6-shots learning. The prompt template in 453

Figure 2 is used for claim verification with gold 454

and generated rationales and the template in Fig- 455

ure 3 is used for claim-only verification. Following 456

the original data setup, FEVER has three verifi- 457

cation labels, SUPPORTS, REFUTES, NEI (Not 458

Enough Information), and HOVER has two labels, 459

SUPPORTS and REFUTES. For FEVER, we show 460

2 examples for each label in the prompt, and for 461

HOVER 3 examples. Studies show that few-shot 462

learning can be unstable and the order of example 463

labels in the prompt can impact the accuracy (Zhao 464

et al., 2021). To reduce the impact of the order, we 465

shuffle the examples in the prompt with 3 different 466

seeds. For each claim in the test set, we generate 467

3 predictions with 3 different prompts, namely 3 468

different orders of the 6 examples. We show the 469

prompts of one seed in Appendix D.2. We report 470
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verification accuracies based on majority voting,471

by which at least 2 of 3 predictions must be correct.472

If the verification is undecided, only possible with473

FEVER, we randomly choose a label. For claim474

verification with gold rationales, we further fine-475

tune the ROBERTA-LARGE-MNLI model (Liu476

et al., 2019) for both datasets with corresponding477

training data. Fine-tuned models are used as the478

benchmark for comparison. The fine-tuning details479

are described in Appendix A.3.480

Gold Rationales Given gold rationales, the claim481

verification mainly relies on the reasoning abil-482

ity of generative LLMs. Table 3 shows that483

all instruction-tuned models perform better than484

their original pre-trained language models. Thus,485

instruction-tuning has improved the reasoning capa-486

bility of the original LLMs. After manually inspect-487

ing both datasets, we have found 7 labeling errors488

by FEVER and 8 by HOVER in the 300 test exam-489

ples. We report the corrected results in Appendix C.490

Since the claims in FEVER are relatively simple,491

many generative models perform very well with 6-492

shot learning, even better than the fine-tuned model,493

given the gold rationales. Currently, generative494

LLMs can verify the claims accurately, given the495

limited number of facts in the premise. However,496

the verification performance drops significantly in497

the more complex HOVER dataset. We investi-498

gate the verification results according to the num-499

ber of hops and compare our verification results500

with ProgmFC (Pan et al., 2023), a few-shot neuro-501

symbolic multi-hop fact-checking model. The re-502

sults4 in Table 4 show that as the number of hops503

increases, the performance of selected models de-504

creases. However, the performance drop with the505

fine-tuning model is small. This is partially due506

to the fact that many refuted claims in HOVER507

are created by modifying supported claims with508

word or entity substitution, adding extra unverifi-509

able or wrong information, etc. We find that gen-510

erative LLMs have difficulty detecting these mi-511

nor changes, especially when the number of hops512

increases. In Figure 5, we demonstrate some ex-513

amples where all our top generative models fail514

to detect while the fine-tuned model predicts cor-515

rectly. With fine-tuning, the model can learn these516

modification patterns from the training data, i.e.,517

4ProgramFC is evaluated on all dev data of HOVER. Ours
is evaluated on random samples from dev data, 100 samples
for each hop. The dev data is balanced between two labels.
Therefore, we think our results are representative of the dev
data.

Claim: The Swan of Italy was taught by the Italian composer
Giovanni Furno.
Gold rationales: Giovanni Furno ... was an Italian composer
and famous music teacher. Among his students were Vin-
cenzo Bellini and .... Vincenzo Salvatore Carmelo Francesco
Bellini ... for which he was named the Swan of "Catania".
Claim: Vinay Pathak co-hosted the 59th National Film
Awards in Bollywood. His co-host currently acts as the
lead character in a tv series that premiered on March 02,
2015.
Claim: The son of this director produced the summer 2015
film starring Jesse Eisenberg, Gabriel Byrne, Isabelle Hup-
pert, David Strathairn, and Amy Ryan. This director directed
Begynnelsen på en historie.

Figure 5: Wrong verification examples by generative
LLMs given gold rationales, which the fine-tuning
model verifies correctly. We only show the claims for
the second and third examples and leave out the gold ra-
tionales here. All facts in both claims are correct except
for the red-marked extra information, which doesn’t ex-
ist in gold rationales. Further examples can be found in
Appendix B.2.

substitution, extra non-existing information in the 518

premise, etc. This doesn’t necessarily mean that the 519

fine-tuned model has better reasoning capabilities. 520

Claim-Only & Generated Rationales As of now, 521

the claim verification with these two setups is in 522

the closed-book style, without access to external 523

knowledge bases. Claim-only verification requires 524

both knowledge and reasoning capabilities. Claim 525

verification with gold rationales mainly relies on 526

the reasoning capability of the models. Table 3 527

shows that most models have improved their claim 528

verification performance with generated rationales 529

compared to the claim-only setup. On FEVER, 530

the separate rationale generation step has improved 531

the average F1 score of all evaluated LLMs by 532

4.05 percentage points, while HOVER on average 533

5.12 percentage points. Compared to FEVER, the 534

performance gains on HOVER are bigger for sev- 535

eral top models, e.g., Llama2-70B, GPT-4, etc. As 536

shown in Table 5, our top models with generated ra- 537

tionales can outperform ProgramFC’s closed-book 538

verification on average. 539

The rationale generation example in Figure 4 540

is an example of showing performance improve- 541

ment with generated rationales. Initially, the claim 542

is refuted by all three models under the claim- 543

only setup. With generated rationales, GPT-4 and 544

Llama2-70B have verified the claim correctly. One 545

hop information in the Llama2-70B generation is 546

missing: Carpentaria is a plant genus. However, 547

with the insufficient generated rationales, the model 548

can still verify the claim correctly according to its 549
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FEVER HOVER
Model Gold Generated Claim ∆ Gold Generated Claim ∆

BLOOM-176B 85.89 74.44 70.99 3.45 57.13 47.27 45.52 1.75
BLOOMZ-176B 87.99 69.33 43.78 25.55 64.34 54.63 33.33 21.30
Falcon-180B 93.64 88.47 87.69 0.78 56.96 56.90 56.13 0.77
Falcon-180B-Chat 95.66 89.45 86.57 2.88 68.78 58.96 57.00 1.96
Llama2-7B 84.14 74.16 77.78 -3.62 53.08 49.77 49.94 -0.17
Llama2-7B-Chat 86.01 75.13 71.06 4.07 61.60 56.19 54.29 1.90
Llama2-13B 93.33 82.25 84.64 -2.39 52.90 58.82 49.10 9.72
Llama2-13B-Chat 94.67 82.47 77.61 4.86 69.93 57.99 57.24 0.75
Llama2-70B 95.33 88.00 86.36 1.64 72.11 62.18 54.74 7.44
Llama2-70B-Chat 95.65 87.34 80.73 6.61 72.66 60.09 55.33 4.76
GPT-4 94.95 92.89 92.17 0.72 77.98 70.29 64.13 6.16
Fine-tuning 95.20 - - - 89.00 - - -

Table 3: Claim verification results in weighted F1 scores under three setups, given gold rationales as premise,
given generated rationales as premise, and claim-only. ∆ represents the verification performance improvement
with generated rationales compared to the claim-only setup. The numbers in bold indicate the best generative
performance. The underlined numbers indicate the best performance among open-source generative LLMs.

Model 2-hop 3-hop 4-hop
Llama2-70B 80.96 68.75 66.43
Llama2-70B-Chat 77.99 70.00 69.89
GPT-4 81.99 77.96 73.96
Fine-tuning 90.99 88.00 88.00
ProgramFC 75.65 68.48 66.75

Table 4: Claim verification results in weighted F1 scores
with gold rationales.

Model 2-hop 3-hop 4-hop
Llama2-70B 71.99 63.87 50.40
Llama2-70B-Chat 67.36 62.55 50.40
GPT-4 67.88 73.96 69.00
ProgramFC 54.27 54.18 52.88

Table 5: Claim verification results in weighted F1 scores
with generated rationales.

implicit internal knowledge. This kind of implicit550

knowledge can be a double-edged sword since the551

outdated or nonfactual knowledge in generative552

LLMs can negatively impact claim verification.553

5 Conclusion554

In this paper, we evaluated the knowledge and555

reasoning capabilities of current generative LLMs556

with two Wikipedia-based fact-checking datasets.557

We selected three representative open-source LLM558

families and measured their performance against559

GPT-4. For each LLM family, we include origi-560

nal pre-trained and instruction-tuned models. As561

a standard fact-checking pipeline, we first gener- 562

ated the rationales and then verified the claims. 563

With few-shot learning, the generative LLMs can 564

infer the concept of rationale generation and claim 565

verification tasks. The performance gap between 566

open-book retrieval and closed-book generation is 567

still large, especially for the complex dataset. As 568

claims become complex, it becomes very challeng- 569

ing for LLMs to generate all necessary rationales 570

without factual errors. Minor factual errors often 571

exist in the generated texts. Instruction-tuned mod- 572

els are more likely to hallucinate than the origi- 573

nal pre-trained models. In the future, tuning pre- 574

trained LLMs without sacrificing factuality will be 575

an interesting research topic. By claim verifica- 576

tion, we mainly evaluated the reasoning capability 577

of LLMs with three setups: given gold rationales, 578

generated rationales, and only claims. Given a lim- 579

ited number of facts in the premise, current top 580

generative LLMs can verify the claims very reli- 581

ably. As the number of facts increases, generative 582

LLMs can’t pay attention to every fact and ignore 583

minor factual errors. Most evaluated LLMs have 584

gained performance improvement with generated 585

rationales compared to claim-only verification. The 586

extra generation step has boosted LLMs’ verifica- 587

tion performance. This suggests the decomposition 588

of complex claims into simpler ones, i.e., more fine- 589

granulated fact-checking, can be a further research 590

direction. 591
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Limitations592

The datasets we selected for evaluation only con-593

sider Wikipedia-based datasets, which are quite594

limited. There are other types of fact-checking595

datasets, e.g., SciFact (Wadden et al., 2020), which596

is based on abstracts of scientific papers and may597

also be part of LLM training data. However,598

we find evaluating generated scientific rationales599

quite challenging, especially regarding hallucina-600

tion. Currently, we are not able to detect ev-601

ery factual error in the generated texts, even with602

Wikipedia-based datasets, since the training data of603

generative LLMs is beyond Wikipedia corpus and604

Google search engine. The information generated605

by LLMs, which can not be found with Google, is606

not necessarily unfactual.607

We have not designed separate prompts for each608

model family. The prompts used in this paper are609

first tested with the Llama2 family and further ap-610

plied to other models. We can imagine that there611

can be performance improvements of other model612

families (BLOOM, Falcon) when we customize613

prompts for them.614

Ethical Consideration615

Instruction-tuned LLMs have a better understand-616

ing of human instructions. Meanwhile, our pa-617

per shows that instruction-tuned models are much618

easier to hallucinate. Given nonfactual claims,619

instruction-tuned LLMs can generate fluent and620

convincing rationales. Fact-checking these gener-621

ated rationales is difficult and time-consuming. We622

can predict that fact-checking LLM-generated texts623

will be very challenging in the future.624
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A Implementation Details 889

A.1 LLM Generation 890

The experiments with open-source LLMs are con- 891

ducted on a node with 8 NVIDIA-A100-40GB 892

GPUs. Due to memory limitations, we use 893

the quantized 8-bit versions for the Falcon and 894

BLOOM models. According to Dettmers et al. 895

(2022), the inference performance degradation for 896

models with 8-bit quantization is very limited. The 897

experiments with GPT-4 are conducted with the 898

OpenAI API 5, queried at the end of November 899

2023. 900

We use the transformers library6 for generating 901

rationales. Since the goal is to generate relevant 902

facts for the claims, we apply the greedy decoding 903

strategy, which selects the next token with the high- 904

est probability. We limit the maximum number of 905

new tokens for each generation to 400. As shown in 906

the rationale template, each example in the prompt 907

ends with "###\n". We utilize the StoppingCrite- 908

ria class of the transformers library to improve the 909

generation efficiency. As soon as the model gen- 910

erates tokens for newline break "\n", it will stop 911

generation. 912

A.2 Open-book Retrieval 913

FEVER The document retrieval has used the doc- 914

ument retriever from (Hanselowski et al., 2018) 915

5https://openai.com/blog/openai-api
6https://github.com/huggingface/transformers
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with 7 search results. From the retrieved doc-916

uments, we select top-3 sentences based on the917

classification probabilities of the fine-tuned cross-918

encoder. Following (Soleimani et al., 2020), we919

fine-tune the ROBERTA-BASE model with hard920

negative mining to classify whether the sentences921

in retrieved documents are relevant to the claim.922

Claim and candidate sentences are concatenated as923

input for the cross-encoder. Since there are more924

negative (irrelevant) sentences than positive ones925

in the retrieved documents, the imbalance issue ex-926

ists in the training data. Given batch size n, online927

hard negative mining selects n negative samples928

with the highest loss values. We train the cross-929

encoder 10 epochs and select the epoch with the930

highest verification accuracy on the dev data. Our931

training hyper-parameters are batch size 64, learn-932

ing rata 1e-05, warm-up proportion 0.1, and linear933

scheduler with weight decay 0.01.934

HOVER Baleen is a state-of-the-art retrieval935

model with a condensed retrieval architecture for936

multi-hop retrieval (Khattab et al., 2021). We down-937

load checkpoints from Baleen’s GitHub site7. With938

the checkpoints, we query the relevant sentences939

for our test samples.940

A.3 Fine-tuning for Claim Verification941

We use fine-tuned ROBERT-LARGE-MNLI as our942

base model and fine-tune further with the training943

data from FEVER and HOVER separately. For944

FEVER, there are 3 classes of verification results,945

SUPPORTS, NEI, and REFUTES, as the origi-946

nal setup. For HOVER, the classification head is947

adapted to 2 classes, SUPPORTS and REFUTES.948

Our hyper-parameters for the fine-tuning are batch949

size 64, learning rate 1e-05, warm-up proportion950

0.1, and linear scheduler with weight decay 0.01.951

B Generation Examples952

B.1 Rationale Generation953

Figure 6 shows two further examples of rationale954

generation, where errors exist in the generated texts.955

956

B.2 Claim Verification with Gold Rationales957

Figure 7 shows three wrong verification examples958

of top generative models, where minor changes in959

the claim have not been detected.960

7https://github.com/stanford-futuredata/Baleen

C Corrected Results 961

We show in Table 6 the corrected results of claim 962

verification. Since the correction of the datasets’ 963

original labels is subjective, we don’t report the 964

corrected results in the main part of the paper. 965

D Prompt 966

D.1 Prompt for Rationale Generation 967

Concretely, for the FEVER dataset, we show 2 ex- 968

amples of claims with 1 rationales, 2 with 2 ratio- 969

nales, and 2 with 3 rationales. In each 2 examples, 970

one claim is supported by the gold rationales, and 971

the other is refuted by the gold rationales. The 972

HOVER dataset is treated accordingly: The ex- 973

amples are selected according to the number of 974

hops, 2 examples for 2 hops, 2 examples for 3 hops, 975

and 2 examples for 4 hops. Due to the multi-hop 976

characteristics of HOVER, we sort the rationales 977

in a more intuitive and logical order instead of a 978

random order. Figure 8 shows the 6 examples for 979

generating rationales on FEVER, and Figure 9 on 980

HOVER. 981

D.2 Prompt for Claim Verification 982

We have three setups for claim verification: gold 983

rationales, generated rationales, and claim-only ver- 984

ification. For each claim, we run three predictions 985

and use majority voting to determine the final pre- 986

diction. The prompts demonstrated here are one 987

of the three seeds. Figure 10 and Figure 11 show 988

the examples used for claim verification with ratio- 989

nales, both gold rationales and generated rationales. 990

Figure 12 and Figure 13 show the examples for the 991

claim-only verification. 992
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Claim: Fidel Castro transferred his responsibilities to his brother. (FEVER)
Gold rationales: After his brother Fidel Castro took power, Raúl Castro was one of the most important figures in the party,
serving as Minister of the Armed Forces for 49 years, from 1959 to 2008 making him the longest serving minister of the armed
forces. [Fidel Castro] In 2006 he transferred his responsibilities to Vice-President Raúl Castro, who was elected to the presidency
by the National Assembly in 2008.
GPT-4: On July 31, 2006, Castro, after undergoing intestinal surgery for diverticulitis, transferred his responsibilities to the First
Vice-President, his younger brother Raúl Castro.
Llama2-70B: On 31 July 2006, Fidel Castro, due to health complications, transferred his responsibilities to Vice-President Raúl
Castro.
Llama2-70B-Chat: On July 31, 2006, Castro announced that he was transferring his responsibilities to his brother Raul Castro,
who was officially named his successor.

Claim: Mohammad Akram, is a former Pakistani cricketer (now holding British citizenship) who bowled right arm fast-medium.
He is head coach of the undefeated team with the home ground of Arbab Niaz Stadium. (HOVER)
Gold rationales: [Peshawar Zalmi] Darren Sammy is the current captain of the team as of October 2016 and Mohammad Akram
is the head coach. Mohammad Akram (born 10 September 1974) is a former Pakistani cricketer (now holding British citizenship)
who bowled right arm fast-medium. [Arbab Niaz Stadium] It is the home ground for Peshawar Zalmi.
GPT-4: Mohammad Akram (born 22 June 1974) is a Pakistani cricket coach and former first-class cricketer who played for
Pakistan as a right-arm fast-medium bowler. He is now a British citizen. [Mohammad Akram] He was appointed as the head
coach of Peshawar Zalmi in 2016. [Peshawar Zalmi] Peshawar Zalmi is a Pakistani franchise T20 cricket team which plays in the
Pakistan Super League and represents Peshawar. The team’s home ground is Arbab Niaz Stadium. The team’s performance record
would be needed to verify if they were undefeated during his tenure as head coach.
Llama2-70B: Mohammad Akram (born 12 March 1974) is a former Pakistani cricketer (now holding British citizenship) who
bowled right arm fast-medium. He is the head coach of the Peshawar Zalmi team in the Pakistan Super League. [Peshawar Zalmi]
The team plays its home games at Arbab Niaz Stadium.
Llama2-70B-Chat: Mohammad Akram (born 13 June 1970) is a former Pakistani cricketer who bowled right-arm fast-medium.
He is the head coach of the Multan Sultans, a franchise cricket team that plays in the Pakistan Super League and has its home
ground at the Multan Cricket Stadium (previously known as the Arbab Niaz Stadium).

Figure 6: Example for rationales generation for claims in FEVER and HOVER. Important entities are marked in
blue. Hallucinations are marked in red.

Claim: Poor old Lu is a band that is considered "one of the most accomplished and creative Christian bands of the ’90s". The rap
band who created "Pony Express Record" is not.
Goldd Rationales: [Poor Old Lu] The "Encyclopedia of Contemporary Christian Music" calls the band "One of the most
accomplished and creative Christian bands of the ’90s". Shudder to Think was an American indie rock group. Pony Express
Record is a 1994 album by the Washington, D.C.-based post-hardcore group Shudder to Think.
Claim: Elizabeth Appleton is a 1963 novel. The autor of this novel and the person who mentioned Hason Raja in his lectures at
the Mahatma Gandhi Institute are not the same nationality.
Gold rationales: John Henry O’Hara (January 31, 1905 – April 11, 1970) was an American writer, best remembered as a keen
observer of social status and manners in early to mid 20th century America and pre-eminent among his contemporaries at depicting
social realism. Rabindranath Tagore FRAS ( ; ] ), also written Ravı̄ndranātha Thākura (7 May 1861 – 7 August 1941), sobriquet
Gurudev, was a Bengali polymath who reshaped Bengali literature and music, as well as Indian art with Contextual Modernism
in the late 19th and early 20th centuries. Elizabeth Appleton is a novel by John O’Hara first published in 1963. [Hason Raja]
He gained international recognition few years after his death, when Nobel laureate, Rabindranath Tagore, mentioned him in his
lectures at Oxford University.
Claim: This magazines was co-founded by Joseph J. Thorndike. The magazine and the Knapp Communications magazine
founded by Paige Rense are both published in America.
Gold Rationales: American Heritage is a magazine dedicated to covering the history of the United States of America for a
mainstream readership. Bon Appétit is an American food and entertaining magazine published monthly by Condé Nast. [Joseph J.
Thorndike] He was Managing Editor of "Life" for three years in the late 1940s, and a co-founder of "American Heritage" and
"Horizon" magazines. [Paige Rense] Rense founded the cookery magazine "Bon Appétit", was editor in chief of "GEO", and is
the author of a mystery novel, "Manor House" (Doubleday, 1997).

Figure 7: Wrong verification examples by generative LLMs given gold rationales, which the fine-tuning model
verifies correctly.
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To verify the factuality of the claim <Jack Falahee was born in March.>, following factual evidence is needed: Jack Ryan Falahee
( born February 20 , 1989 ) is an American actor .###
To verify the factuality of the claim <Sayyeshaa acts only on stage.>, following factual evidence is needed: Sayyeshaa is an Indian
film actress who appears in Hindi , Tamil and Telugu films . After starring a Telugu film Akhil ( 2015 ) , she made her Bollywood
debut in Ajay Devgn ’s Shivaay ( 2016 ) .###
To verify the factuality of the claim <You Only Live Twice had a male British director.>, following factual evidence is needed:
You Only Live Twice is the first Bond film to be directed by Lewis Gilbert , who later directed the 1977 film The Spy Who Loved
Me and the 1979 film Moonraker , both starring Roger Moore . Lewis Gilbert , ( born 6 March 1920 ) is a British film director ,
producer and screenwriter , who has directed more than 40 films during six decades ; among them such varied titles as Reach for
the Sky ( 1956 ) , Sink the Bismarck !###
To verify the factuality of the claim <Raja Hindustani is only a 1993 drama romance film.>, following factual evidence is needed:
Raja Hindustani ( translation : Indian King ) is a 1996 Indian blockbuster Hindi-language drama romance film directed by
Dharmesh Darshan . Released on 15 November 1996 , it is a remake of the 1965 Hindi film Jab Jab Phool Khile starring Shashi
Kapoor and Nanda . The film was remade in Kannada as Naanu Naane in 2002 starring Upendra and Sakshi Shivanand in lead
roles .###
To verify the factuality of the claim <Off the Wall led to someone winning an award.>, following factual evidence is needed: [Off
the Wall] The record gained critical acclaim and recognition , and won the singer his first Grammy Award . Jackson received
positive reviews for his vocal performance on the record . Jackson wrote three of the songs himself , including the number-one
Grammy Award-winning single “ Do n’t Stop ’Til You Get Enough ” .###
To verify the factuality of the claim <Pink is an actress.>, following factual evidence is needed: Alecia Beth Moore ( born
September 8 , 1979 ) , known professionally as Pink ( frequently stylized as ) , is an American singer , songwriter , dancer , and
actress .###

Figure 8: Example prompt for FEVER rationale generation.

To verify the factuality of the claim <Henry Tudor was the mother of the man who was King of England from 1483 to 1485.>,
following factual evidence is needed: Richard III (2 October 1452 – 22 August 1485) was King of England from 1483 until his
death in 1485, at the age of 32, in the Battle of Bosworth Field. Cecily Neville, the mother of the Kings Edward IV and Richard
III, was born here.###
To verify the factuality of the claim <The Managing Director of Escorts Group is the son of the English insurance advisor in life
insurance.>, following factual evidence is needed: Escorts Group’s management team includes Rajan Nanda as the Chairman and
Managing Director and Nikhil Nanda as the Managing Director. Part of the Kapoor family, he is the son of insurance agent Ritu
Nanda and industrialist Rajan Nanda, and the grandson of actorfilmmaker Raj Kapoor. Ritu Nanda (born Ritu Kapoor; 30 October
1948) is a prominent insurance advisor associated chiefly with the life insurance business.###
To verify the factuality of the claim <This American bass player joined Steve Vai on the Where the Wild Things Are album. He
is known for his work in a virtual death metal band featured in "Metalocalypse".>, following factual evidence is needed: Steve
Vai is joined on stage by Alex DePue (violin and keyboards), Ann Marie Calhoun (violin and keyboards), Bryan Beller (bass),
Jeremy Colson (drums), Dave Weiner (guitar and sitar) and Zack Wiesinger (lap steel). Bryan Beller (born May 6, 1971) is an
American bass guitarist known for his work with Joe Satriani, The Aristocrats, Dethklok, Mike Keneally, Steve Vai, James LaBrie
of Dream Theater and Dweezil Zappa. Dethklok is a virtual death metal band featured in the Adult Swim animated television
series "Metalocalypse".###
To verify the factuality of the claim <A battle came before the fight where Agat Invasion Beach was a landing site. Hoffman
Farm was used as a hospital and airfield during this battle.>, following factual evidence is needed: The beaches of Agat were one
of the landing sites of American forces in the 1944 Battle of Guam, in which the island was retaken from occupying Japanese
forces. The Second Battle of Guam (21 July – 10 August 1944) was the American recapture of the Japanese-held island of Guam,
a U.S. territory in the Mariana Islands captured by the Japanese from the U.S. in the 1941 First Battle of Guam during the Pacific
campaign of World War II. [Hoffman Farm] The farm buildings were used as a hospital during the American Civil War in Battle
of Antietam from the day of the battle on September 17, 1862, and through the following month. The Battle of Antietam , also
known as the Battle of Sharpsburg, particularly in the South, was fought on September 17, 1862, near Sharpsburg, Maryland and
Antietam Creek as part of the Maryland Campaign.###
To verify the factuality of the claim <A company manages the maximum-security penitentiary where Marco Allen Chapman was
executed. This company is headquartered along the Kentucky River.>, following factual evidence is needed: Thirty-seven-year-old
Marco Allen Chapman was executed on November 21, 2008 at 8:34 p.m. EST on a Friday by lethal injection in a special
chamber at the Kentucky State Penitentiary in Eddyville, Kentucky. [Kentucky State Penitentiary] It is managed by the Kentucky
Department of Corrections. [Kentucky Department of Corrections] The agency is headquartered in the Health Services Building
in Frankfort. Located along the Kentucky River, Frankfort is the principal city of the Frankfort, Kentucky Micropolitan Statistical
Area, which includes all of Franklin and Anderson counties.###
To verify the factuality of the claim <The author of Anastasia on Her Own won the 2002 Rhode Island Children’s Book Award.>,
following factual evidence is needed: Anastasia on Her Own (1985) is a young-adult novel by Lois Lowry. [Lois Lowry] Her
book "Gooney Bird Greene" won the 2002 Rhode Island Children’s Book Award.###

Figure 9: Example prompt for HOVER rationale generation.
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FEVER HOVER
Model Gold Generated Claim ∆ Gold Generated Claim ∆

BLOOM-176B 87.57 76.13 72.40 3.73 57.83 48.68 45.48 3.20
BLOOMZ-176B 88.32 69.00 44.91 24.09 66.41 53.99 36.34 17.65
Falcon-180B 95.32 89.47 87.70 1.77 58.51 56.93 56.18 0.75
Falcon-180B-Chat 97.66 90.45 86.58 3.87 70.84 58.99 57.69 1.30
Llama2-7B 84.48 75.18 78.78 -3.60 55.21 49.77 49.31 0.46
Llama2-7B-Chat 86.35 76.14 72.81 3.33 61.62 55.52 54.32 1.20
Llama2-13B 93.67 83.92 84.30 -0.38 55.80 59.52 50.48 9.04
Llama2-13B-Chat 94.33 83.47 78.63 4.84 69.96 57.36 55.27 2.09
Llama2-70B 97.00 90.33 87.37 2.96 72.80 62.88 52.73 10.15
Llama2-70B-Chat 97.66 87.68 81.09 6.59 74.01 59.45 55.36 4.09
GPT-4 96.97 95.26 92.85 2.41 80.66 70.98 65.01 5.97
Fine-tuning 95.86 - - - 88.34 - - -

Table 6: Corrected claim verification results in weighted F1 scores under three setups, given gold rationales
as premise, given generated rationales as premise, and claim-only. ∆ represents the verification performance
improvement with generated rationales compared to the claim-only setup. The numbers in bold indicate the best
generative performance. The underlined numbers indicate the best performance among open-source generative
LLMs. The average performance improvements with rationale generation on FEVER reaches 4.51 percentage points
and on HOVER 5.08.

Given the premise <[Raja Hindustani] Raja Hindustani ( translation : Indian King ) is a 1996 Indian blockbuster Hindi-language
drama romance film directed by Dharmesh Darshan . [Raja Hindustani] Released on 15 November 1996 , it is a remake of the
1965 Hindi film Jab Jab Phool Khile starring Shashi Kapoor and Nanda . [Raja Hindustani] The film was remade in Kannada as
Naanu Naane in 2002 starring Upendra and Sakshi Shivanand in lead roles .>, is the hypothesis <Raja Hindustani is only a 1993
drama romance film.> true? No.###
Given the premise <[System of a Down] System of a Down (also known as SOAD or simply System) is an American heavy metal
band formed in Glendale, California, in 1994. [System of a Down] Since 1997, the band has consisted of Serj Tankian (lead
vocals, keyboards); Daron Malakian (guitar, vocals); Shavo Odadjian (bass, backing vocals); and John Dolmayan (drums), who
replaced original drummer Andy Khachaturian. [System of a Down] The band went on hiatus in 2016 and reunited in 2010.>, is
the hypothesis <System of a Down briefly disbanded in limbo> true? Not enough information.###
Given the premise <[Off the Wall] The record gained critical acclaim and recognition , and won the singer his first Grammy Award
. [Off the Wall] Jackson received positive reviews for his vocal performance on the record . [Off the Wall] Jackson wrote three
of the songs himself , including the number-one Grammy Award-winning single “ Do n’t Stop ’Til You Get Enough ” .>, is the
hypothesis <Off the Wall led to someone winning an award.> true? Yes.###
Given the premise <[Kushan Empire] The Kushan Empire was a syncretic empire, formed by the Yuezhi, in the Bactrian territories
in the early 1st century. [Kushan Empire] It spread to encompass much of what is now Uzbekistan, Afghanistan, Pakistan and
Northern India, at least as far as Saketa and Sarnath near Varanasi (Benares), where inscriptions have been found dating to the
era of the Kushan Emperor Kanishka the Great. [Kushan Empire] The Kushans were most probably one of five branches of the
Yuezhi confederation, an Indo-European nomadic people of possible Tocharian origin, who migrated from northwestern China
(Xinjiang and Gansu) and settled in ancient Bactria.>, is the hypothesis <Afghanistan is the source of the Kushan dynasty.> true?
Not enough information.###
Given the premise <[Sayyeshaa] Sayyeshaa is an Indian film actress who appears in Hindi , Tamil and Telugu films . [Sayyeshaa]
After starring a Telugu film Akhil ( 2015 ) , she made her Bollywood debut in Ajay Devgn ’s Shivaay ( 2016 ) .>, is the hypothesis
<Sayyeshaa acts only on stage.> true? No.###
Given the premise <[You Only Live Twice (film)] You Only Live Twice is the first Bond film to be directed by Lewis Gilbert ,
who later directed the 1977 film The Spy Who Loved Me and the 1979 film Moonraker , both starring Roger Moore . [Lewis
Gilbert] Lewis Gilbert , ( born 6 March 1920 ) is a British film director , producer and screenwriter , who has directed more than
40 films during six decades ; among them such varied titles as Reach for the Sky ( 1956 ) , Sink the Bismarck !>, is the hypothesis
<You Only Live Twice had a male British director.> true? Yes.###

Figure 10: Example prompt for FEVER claim verification with rationales. For both verifications with gold rationales
and generated rationales, the 6 examples are the same. In the test sample, rationals are differentiated between gold
and generated rationales.
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Given the premise <[Raby Castle] Cecily Neville, the mother of the Kings Edward IV and Richard III, was born here. [Richard III
of England] Richard III (2 October 1452 – 22 August 1485) was King of England from 1483 until his death in 1485, at the age of
32, in the Battle of Bosworth Field.>, is the hypothesis <Henry Tudor was the mother of the man who was King of England from
1483 to 1485.> true? No.###
Given the premise <[Nikhil Nanda] Part of the Kapoor family, he is the son of insurance agent Ritu Nanda and industrialist Rajan
Nanda, and the grandson of actorfilmmaker Raj Kapoor. [Ritu Nanda] Ritu Nanda (born Ritu Kapoor; 30 October 1948) is a
prominent insurance advisor associated chiefly with the life insurance business. [Escorts Group] Escorts Group’s management
team includes Rajan Nanda as the Chairman and Managing Director and Nikhil Nanda as the Managing Director.>, is the
hypothesis <The Managing Director of Escorts Group is the son of the English insurance advisor in life insurance.> true? No.###
Given the premise <[Bryan Beller] Bryan Beller (born May 6, 1971) is an American bass guitarist known for his work with Joe
Satriani, The Aristocrats, Dethklok, Mike Keneally, Steve Vai, James LaBrie of Dream Theater and Dweezil Zappa. [Dethklok]
Dethklok is a virtual death metal band featured in the Adult Swim animated television series "Metalocalypse". [Where the Wild
Things Are (Steve Vai album)] Steve Vai is joined on stage by Alex DePue (violin and keyboards), Ann Marie Calhoun (violin and
keyboards), Bryan Beller (bass), Jeremy Colson (drums), Dave Weiner (guitar and sitar) and Zack Wiesinger (lap steel).>, is the
hypothesis <This American bass player joined Steve Vai on the Where the Wild Things Are album. He is known for his work in a
virtual death metal band featured in "Metalocalypse".> true? Yes.###
Given the premise <[Battle of Guam (1944)] The Second Battle of Guam (21 July – 10 August 1944) was the American recapture
of the Japanese-held island of Guam, a U.S. territory in the Mariana Islands captured by the Japanese from the U.S. in the 1941
First Battle of Guam during the Pacific campaign of World War II. [Battle of Antietam] The Battle of Antietam , also known as the
Battle of Sharpsburg, particularly in the South, was fought on September 17, 1862, near Sharpsburg, Maryland and Antietam
Creek as part of the Maryland Campaign. [Agat Invasion Beach] The beaches of Agat were one of the landing sites of American
forces in the 1944 Battle of Guam, in which the island was retaken from occupying Japanese forces. [Hoffman Farm] The farm
buildings were used as a hospital during the American Civil War in Battle of Antietam from the day of the battle on September 17,
1862, and through the following month.>, is the hypothesis <A battle came before the fight where Agat Invasion Beach was a
landing site. Hoffman Farm was used as a hospital and airfield during this battle.> true? No.###
Given the premise <[Kentucky Department of Corrections] The agency is headquartered in the Health Services Building in
Frankfort. [Frankfort, Kentucky] Located along the Kentucky River, Frankfort is the principal city of the Frankfort, Kentucky
Micropolitan Statistical Area, which includes all of Franklin and Anderson counties. [Kentucky State Penitentiary] It is managed
by the Kentucky Department of Corrections. [Marco Allen Chapman] Thirty-seven-year-old Marco Allen Chapman was executed
on November 21, 2008 at 8:34 p.m. EST on a Friday by lethal injection in a special chamber at the Kentucky State Penitentiary in
Eddyville, Kentucky.>, is the hypothesis <A company manages the maximum-security penitentiary where Marco Allen Chapman
was executed. This company is headquartered along the Kentucky River.> true? Yes.###
Given the premise <[Anastasia on Her Own] Anastasia on Her Own (1985) is a young-adult novel by Lois Lowry. [Lois Lowry]
Her book "Gooney Bird Greene" won the 2002 Rhode Island Childrenś Book Award.>, is the hypothesis <The author of Anastasia
on Her Own won the 2002 Rhode Island Childrenś Book Award.> true? Yes.###

Figure 11: Example prompt for HOVER claim verification with rationales.

Is the following claim <Raja Hindustani is only a 1993 drama romance film.> true? No.###
Is the following claim <System of a Down briefly disbanded in limbo> true? Not enough information.###
Is the following claim <Off the Wall led to someone winning an award.> true? Yes.###
Is the following claim <Afghanistan is the source of the Kushan dynasty.> true? Not enough information.###
Is the following claim <Sayyeshaa acts only on stage.> true? No.###
Is the following claim <You Only Live Twice had a male British director.> true? Yes.###

Figure 12: Example prompt for FEVER claim-only verification.

Is the following claim <Henry Tudor was the mother of the man who was King of England from 1483 to 1485.> true? No.###
Is the following claim <The Managing Director of Escorts Group is the son of the English insurance advisor in life insurance.>
true? No.###
Is the following claim <This American bass player joined Steve Vai on the Where the Wild Things Are album. He is known for
his work in a virtual death metal band featured in "Metalocalypse".> true? Yes.###
Is the following claim <A battle came before the fight where Agat Invasion Beach was a landing site. Hoffman Farm was used as
a hospital and airfield during this battle.> true? No.###
Is the following claim <A company manages the maximum-security penitentiary where Marco Allen Chapman was executed.
This company is headquartered along the Kentucky River.> true? Yes.###
Is the following claim <The author of Anastasia on Her Own won the 2002 Rhode Island Children’s Book Award.> true? Yes.###

Figure 13: Example prompt for HOVER claim-only verification.
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