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Abstract

Recently, numerous studies have explored the
idea of assemblies of autonomous agents driven
by large language models as a society or collec-
tive group, where the agents interact with each
other through text conversations. While individ-
ual dialogues appeared contextually appropri-
ate when viewed in isolation, a wider examina-
tion of multiple interactions revealed a notable
level of unnatural repetition and inconsisten-
cies. This was particularly evident in recurring
topics across dialogues, regardless of the dis-
tinct backgrounds and personas of the interact-
ing agents. To address this problem, we pro-
pose a framework to automatically detect and
rectify these unnatural dialogues and utterances.
The proposed framework not only identifies in-
consistencies and repetitive patterns but also
corrects them to ensure a more coherent flow
of conversations. Evaluations demonstrate the
efficacy of our approach, as the post-correction
dialogues exhibit a marked improvement in nat-
uralness and variety. Through our study, we
highlight the importance of viewing agent con-
versations holistically and present a solution
that enhances the realism of multi-agent simu-
lated interactions.

1 Introduction

With the astonishing advancements in Large Lan-
guage Models (LLMs) (OpenAl, 2023; Touvron
et al., 2023), the development of intelligent entities
powered by LLMs has emerged as a highlighted
topic. Applications like highly automated task
solvers (Wang et al., 2023b; Richards and et al.,
2023) and user prototypes (Park et al., 2022) al-
ready showcase strong capabilities. Recently, Gen-
erative Agents (Park et al., 2023), utilizing LLMs
with text interfaces, have successfully emulated a
wide range of cognitive functions for human-like
agents. This enables these agents to inhabit a vir-
tual town and interact as naturally as humans. For
applications requiring the deployment of such hu-

[...] have you been following the local politics?

Jennifer: Actually, ’'m not really interested in politics. |
prefer to focus on my art and my relationships
with the people | care about.

ng: 15 Giorgio: Well, I'm particularly intrigued by how some
medications are being developed based on
mathematical patterns found in nature. Do
you have any knowledge about that?

[ Hmm, that's not really my area of expertise.
But | do know that Jennifer Moore, the artist
who's running for local mayor, is also a
scientist who incorporates mathematical
patterns into her work. Maybe she would
K have more information on that.

-

Origin

| honestly don't have much knowledge about
that. It sounds very fascinating though. Can
you tell me more about that?

Ours

&

Figure 1: An example of inconsistent statements discov-
ered across multiple dialogues between different agents.
Our error correction method can detect such issue and
make the agent John to revise his words.

man agents without user intervention, maintaining
the persistence of agent realism is a challenge.

Dialogue, as the primary form of interaction
among human agents, necessitates authenticity to
ensure the realism of simulations. We analyzed
dialogues and memory records (referred to as ONE-
DAYLIFE') released by Generative Agents, deriv-
ing several findings. Firstly, in isolated dialogue
sessions, most agent utterances are grammatically
correct and fluent. However, when we examined
dialogues over various time points, we identified
errors such as inconsistencies and repetitive state-
ments. Figure 1 presents a specific example of
these discrepancies, which significantly compro-
mise an agent’s authenticity.

In this study, we conceptualize the challenge as
ensuring both diversity and consistency in multi-
conversations among multiple agents. To iden-
tify potential issues, it is crucial to focus not only
on utterances in the current dialogue but also on
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Carlos: [...] What kind of music do you compose?

Eddy:  Right now, I'm working on a new piece that combines hip hop
beats with classical instruments. It's still a work in progress,
but I'm excited about it.

e I'm actually researching for my
. Do you like Shakespeare?
Eddy: | haven't read much Shakespeare but it sounds interesting.
Would you mind telling me more about it?

{ 120 lsabella: [...] I'm actually really passionate about job creation and
economic growth. [...]
Eddy:  That's great to hear. [...]
, but | hope to be able
to use my knowledge to make a positive impact in the
community.

I'm actually [...]
Eddy:  Wow, that's interesting. I'm actually

we could find some interesting parallels?

ia:  Hey there! | couldn't help but notice you studying music
theory. [...]

Eddy:  Oh, hil [...] I've actually been working on a project

L)

Figure 2: Eddy is a music-major student. He mirrors
other’s research interests after conversing with them.

past content within the simulated world. Previous
studies on multi-session dialogues often limit their
evaluations to sessions involving the same pair of
speakers (Xu et al., 2022; Bae et al., 2022; Jang
et al., 2023), which prevents the discovery of issues
across multiple dialogues involving different speak-
ers. To the best of our knowledge, this is one of the
first investigations into this particular problem.

We propose an automated framework for a
detect-and-correct mechanism to address errors
in utterances emitted on-the-fly by agents. This
framework comprises three main phases: Screen-
ing, Diagnosis, and Regeneration. In the first phase,
we identify potential issues of three pre-defined
types and retrieve relevant evidence from past con-
tent. Then, an LLM is used for further diagnosis,
yielding comprehensive comments and suggestions.
Finally, these comments and suggestions are sum-
marized and utilized to regenerate a revised utter-
ance. Note that although (Madaan et al., 2023;
Skreta et al., 2023) also use self-feedback to en-
hance LLM performance and task success rates,
our method emphasizes thorough examination and
precise analysis of relationships between multiple
dialogues. We choose GPT-3.5-turbo as LLM back-
bone and conduct a series of experiments, includ-
ing a new metric, to study our framework’s efficacy.
The results show a clear enhancement in overall
conversation authenticity: less repetitive and more
consist.

In summary, our contributions include: (1) High-
lighting the importance of the multi-agent, multi-

dialogue problem setting. (2) Proposing a frame-
work for instant utterance error correction. (3) Con-
ducting comprehensive evaluations to assess dia-
logues authenticity from various perspectives.

2 Related Work

LLM-powered Agents Beyond the basic one-on-
one conversation scenario, numerous studies have
designed various mechanisms to extract the im-
plicit knowledge and capabilities of LLM. A typi-
cal LLM-powered agent (Zhao et al., 2023) encom-
passes predefined or dynamically generated prompt
templates to utilize LLM’s capabilities and achieve
specific functionalities. (Wang et al., 2023a) can au-
tonomously navigate the game world, maintaining
a skill library to expand its problem-solving scope.
(Richards and et al., 2023; Nakajima, 2023) employ
a chain-of-thought (Wei et al., 2022) approach to
provide automated solutions for designated tasks.
(Bran et al., 2023) has adeptly interpreted exter-
nal tools to handle chemistry-related tasks. Never-
theless, a singular agent undeniably has its limita-
tions. The collective intelligence formed by mul-
tiple agents can yield results greater than the sum
of its parts. (Hong et al., 2023) has integrated spe-
cialized human SOP expertise, successfully accom-
plishing intricate software development. (Chen
et al., 2023) focusing on designing communication
mechanisms among agents to enhance decision-
making efficacy.

3 Human-Like Multi-Agents

3.1 From General LLM to Individual Persona

Generative Agents (Park et al., 2023) introduces a
two-component architecture for creating personal-
ized, dynamic human-like agents: a string-based
memory base and an LLM-driven cognitive func-
tion set. The memory base stores memories over
time, aiding in the development of diverse agents,
while the LLM-centric cognitive functions simulate
human capabilities like reflection, planning, and
reaction. Combining these, the LLM uses memory-
derived context to tailor knowledge extraction and
response formulation, ensuring agent-specific be-
haviors.

In a scenario where two agents initiate a di-
alogue, each iteratively produces utterances in-
formed by context like location, observations, and
memories. The dialogue function uses a specific
prompts like: "Based on the [...] information, what
will [name] say next?" For more on Generative
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Figure 3: The spread of the keyword "collaboration" usage in ONEDAYLIFE. (Left) The number of conversations
and the ratio that includes the keyword in each time span. (Middle) The propagator-receiver relationship diagram for
the first 20% of time from the initial spread of the keyword to the last. (Right) The complete relationship diagram
for key word propagation. The line color indicates the identity of the propagator.

Agents and the simulation of 25 agents in a village,
please see the original paper.

3.2 Conversations and Transmission

The memory capabilities enable the transmission of
information to both agents involved in a dialogue
section. However, this also means that undesirable
dialogue content could spread in the same manner.

Figure 3 illustrates this using keyword spreading
as an example. The bar chart shows the proportion
of dialogues containing the keyword (in red) com-
pared to the total number of conversations (in blue),
highlighting a swift escalation, sometimes reaching
100%. Chord diagrams further reveal that initially,
only a few agents act as propagators, but as the
day progresses, the majority become involved in
similar actions, as indicated by the variety of line
colors. Consequently, the dialogue topics become
repetitive and less believable. This example under-
scores the scale of the spreading and the associated
risks, emphasizing the need for a dynamic correc-
tion approach.

4 Method

To create a realistic conversation D; between two
agents at time ¢, we propose a framework to au-
tomatically examine each candidate utterance U,
when it is generated. Our framework is designed
to identify and correct any errors in U, as they oc-
cur, ensuring every utterance is accurate and timely.
This framework consists of three phases: Screen-
ing, Diagnosis, and Re-generation (SDR). We cate-
gorize potential errors into types such as repetition,
inconsistency, and instant facts. Each candidate
utterance U, undergoes scrutiny through three spe-

cialized pipelines, each dedicated to identifying
and diagnosing a specific type of error. In the final
stage, the insights gathered from these pipelines are
integrated to form an updated prompt, guiding the
re-creation of the utterance for enhanced diversity,
factualness, and coherence. Figure 4 illustrates the
system overview.

4.1 Screening

In this phase, we aim to detect the presence of a
specific issue and retrieve critical relevant evidence
from the previous content. Given model specs and
cost constraints, using all past content is impracti-
cal for simulation scalability.

(1) Repetition: Agents often display similar
speech patterns, reducing their character distinctive-
ness. As shown in Fig. 2, Eddy tends to replicate
phrases from other agents following their conversa-
tions.

We build a dialogue database that stores all ut-
terances prior to the candidate utterance U, which
includes utterances from previous dialogues and
the current dialogue context. For each U, we first
query the database to retrieve the top K g;p,, similar
utterances. We then apply a similarity threshold
Osim to identify those that are excessively repeti-
tive. The value of 0y, is adjusted based on specific
criteria: it is decreased if the similar utterance orig-
inates from the same agent A as U, and is in the
current dialogue D, which indicating repetition.
Conversely, a higher threshold is more acceptable
if the similar utterance is from A but a different
dialogue. This process is formalized as Eq.(1).

If more than one retrieved utterances surpass
Osim, all dialogues associated with these utterances
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Figure 4: Overview of proposed Screening, Diagnosis, Re-generation (SDR) framework, an instant error correction

method for multi-agent simulated dialogues.

will be marked as evidence for the next diagnose
step. A special case arises when U.. is nearly identi-
cal to a previous one, and we set a higher threshold
O force for it. Upon triggering 0 ¢,c., the process
directly bypasses all pipelines and proceeds to re-
generation.

0 + « if same A, different D
Osim = < § — v if same A, same D (D)
0 otherwise,

(2) Inconsistency: Factual or logical inconsis-
tencies are an issue across multiple dialogues. For
instance, Fig. 1 illustrates how John’s statement
contradicts Jennifer’s earlier words. Other exam-
ples include sudden shifts in opinions, forgetting
past statements, and invitations to conflict.

We propose a Natural Language Inference-
Graph (NLI-G) module for inconsistency screening.
NLI-G consists of three steps. First, we employ
the LLM to extract personal information as a list of
“[SUBJECT, RELATION, OBJECT]” triplets from
each previous dialogue of involved agents, as well
as from the candidate utterance U,.. After trans-
forming the triplets into text form, we adapt a NLI
model to predict potential contradictions by com-
paring those from previous utterances with those
from U,. Utilizing a graph format helps the NLI
model to focus on key information of agents and
reduce the negative impact of style discrepancies

between pretrained data and raw dialogue utter-
ances. Finally, the triplets with contradiction score
above threshold 6,,;;, are considered suspicious and
forwarded to the LLM to select top K4 corre-
sponding dialogues for the next Diagnose phase.

(3) Instant fact: Hallucination remains a chal-
lenge for advanced LLMs (OpenAl, 2023). Agents
may generate spurious information during a con-
versation, potentially related to the others. These
instantly produced “facts” can persist within the
simulated world through memories, and sometimes
they become truths over time, despite not aligning
with the involved person’s role. Given that agents
are considered distinct individuals, preventing the
synthesis of facts about others is crucial.

We detect third-party agent mentions via name
parsing. Upon identification, we prompt the LLM
to rate the utterance on a 1 to 10 scale, indicating
the likelihood of being an instant fact. The model
is explicitly guided to give a higher score if the fol-
lowing criteria are met: (a) Speaker-objectivity: if
it is an objective statement regarding another agent
from the speaker’s perspective. (b) Discernment
capability of the mentioned agent: if the referenced
agent can currently verify the statement’s truthful-
ness. (c) Impact: the statement, if fabricated but
later accepted as truth, significantly impacts the
agent. We flag U, if the score is greater than 0 ¢,
Two examples are shown in Fig. 5.



cases screening results

[case 1]
- . I'have some laundry to do and | was thinking of
RajlvoPatel. buying Abigail a gift for her birthday.
()
[case 2]

We were filming a scene in the kitchen, and
Ryan Park: Carlos accidentally spilled a whole bow!
(o) of spaghetti on himself.
()

Figure 5: Examples of instant fact screening. In Case 1,
Rajiv mentions Abigail, but his reference pertains only
to his personal plan, not to a fact about Abigail. In Case
2, Ryan objectively describes a past event involving
Carlos. However, this event could have been entirely
fabricated by Ryan, representing a potential instant fact.

4.2 Diagnosis

We utilize the LLM to further diagnose the authen-
ticity of U, if there are evidence dialogues pro-
vided from the previous Screening phase or if U,
is flagged.

Objective LLM: We concatenate the reference
and current dialogues as the main input material.
This approach ensures that the LLM focuses on
checking the relations between utterances from the
dialogues and pinpointing potential issues from an
objective standpoint. Depending on the pipeline,
the prompt will incorporate a specific task descrip-
tion, encouraging the LLM to focus on a particular
issue. For example, the task description for the
repetition check is: “Identify any redundancies or
repetitive statements made in the current utterance
when considering the context of the previous con-
versations.” Finally, the Objective LLM assigns
score from 1 to 10 representing the issue’s severity,
accompanied by a reason as comment.

Simulated Persona: To identify potentially fab-
ricated statements, we simulate a basic persona to
speak for the mentioned agent. For the LLM input
prompt, we collect the exposed agent’s information,
such as dialogue history and personal backgrounds,
and ask: “Would you, <agent name>, agree with
<the statement>?" This setup allows the model to
focus on content centered around the mentioned
agent, thereby distinguishing potential fabrications.
The final output delivers a binary agree/disagree
verdict and an explanatory comment.

In practice, we repeat Diagnose phase for Ny,
trials and select the one with the highest score.

4.3 Re-generation

We collect results from all pipelines and retain only
comments with a score above 0,.c4ep, or those in-

dicating disagreement. If no comments remain,
the correction process terminates, U, is saved to
the dialogue database, and the model continues to
generate the next utterance of the other agent. Oth-
erwise, the LLM is used to integrate all comments
and provide suggestions for improvement, alleviat-
ing the vagueness from a simple feedback (Liang
et al., 2023). The prompt for re-generation is en-
riched by appending comments and suggestions to
the original prompt that was used to generate U..

Our SDR procedure continues until either of the
conditions is met: completes R rounds of iteration,
or reaches a point where no further comments are
provided, indicating the resolution of identified
issues.

4.4 Prompt Design

We develop multiple prompt variances to overcome
the repetitive problem when re-generating the re-
vised U,. Inspired by the finding that varied linguis-
tic prompts (Leidinger et al., 2023) induce output
variance. The LLM often re-generates an exactly
identical or very similar response given that most
of the prompt content is the same as the initial
response generation prompt, despite of providing
additional feedback to guide the generation and
setting the penalty for frequency and presence 2.

We design two types of utterance generation
prompts, a persona-based narrative prompt and
a structured task-oriented prompt. The former
prompt ask the model to play the role of the given
persona and engage in a conversation, which is
more narrative and immersive. The latter breaks
down all information into clear components, which
is less about storytelling and more about provid-
ing structured data for a specific task (in this case,
generating a response in a conversation).

For each prompt type, we randomly decide the
number of memory entries and the form of task de-
scription. To be more specific, the task description
can be simple and straightforward or instructive
with a few or a lot of instructions. These prompt
variances were used in both U, generation and re-
generation.

5 Experiment

5.1 Data and Settings

The data is from the log of ONEDAYLIFE. After
removing dialogues with only one utterance, there

2https: //platform.openai.com/docs/guides/
text-generation/parameter-details
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are total 290 dialogues between 25 agents. We
regenerate the whole dialogue ij between two
agents A; and A; at time point ¢. Each dialogue
is generated utterance by utterance. At each turn,
the LLM is provided with the speaker’s persona F;,
memories Mf, location and status Sf, S} at time
t, and dialogue histories between the two agents
Dy kel,2,.. K™

We use gpt-3.5-turbo-0613 (GPT-3.5) as the
backbone LLM throughout the entire framework.
The same multi-dialogue generation framework
(Park et al., 2023) without our SDR mechanism is
served as Baseline. To enhance the quality of base-
line, we generate three candidates for each U, and
selected the best one judged by the LLM. We also
compare our SDR framework (Ours) with the origi-
nal log from ONEDAYLIFEas Origin. Note that Ori-
gin was generated by GPT-3.5-turbo before April,
2023. In the Origin framework, each generated
dialogue at time ¢ can potentially alter the memory,
location, and status of the agents subsequently. To
ensure a fair comparison with Origin, we opted not
to regenerate new memories, locations, or statuses
for agents following their conversations. Instead,
we treated each dialogue generation as a distinct,
standalone example.

5.2 Evaluation Metrics

The evaluation is designed to assess three key as-
pects: diversity, factualness, and coherence. These
aspects directly correspond to the targeted error
types our system aims to address: repetition, in-
stance fact errors, and inconsistencies.

Our evaluation operates on a corpus-level, en-
compassing multiple dialogues simultaneously.
This approach stems from the observation that
while individual dialogues may appear satisfactory
when assessed in isolation, issues often become
evident only when evaluating multiple dialogues
collectively.

Diversity We employ Distinct-N (Li et al., 2016),
Semantic Distance (Distance) (Dziri et al., 2019),
and proposed a novel agent-based metric, Agent
Diversity (Agent Div), for diversity evaluation.
Distinct-N calculates the ratio of unique N-
grams in a given text. However, it may not fully
capture the corpus-level dialogue diversity, partic-
ularly when each dialogue has longer utterances,
since individual dialogues typically revolve around
a single topic. To address this, we apply Distinct-
N to summaries of dialogues, generated by a pre-

trained dialogue summarization model. This ap-
proach allows us to more effectively gauge the
thematic diversity of dialogues at the corpus level
across multiple conversations.

To complement the word-based Distinct-N met-
ric, we measure the Semantic Distance on embed-
ding space. Specifically, we calculate the cosine
similarity between dialogue embeddings. Semantic
Distance is then determined as 1 — simzalarity.

Furthermore, we propose a novel evaluation met-
ric, Agent Diversity (Agent Div), specifically de-
signed to assess the variety in an agent’s utter-
ances across various conversations within a multi-
agent simulation environment. The rationale be-
hind Agent Div is grounded in the idea that an
agent should exhibit varied speaking patterns when
interacting with different individuals. Agent Div is
calculated as the average of the individual diversity
scores for each agent. These scores are derived
from the similarity between dialogues that involve
the same agent, reflecting the agent’s adaptability
in conversation. More details in Algorithm 1.

Algorithm 1: Agent Diversity (Agent Div)
Data :Agents A; fori € {1,2,...,N},
Dialogues Df; for j # iand 0 < k < K;
// Calculate AgentDiv; for each agent A;;
targets < {j | K;; # 0};
sims < 0; pairs < 0;
for each unique pair (p, q) in targets do
EP — {Emb(Dfp) ‘ k S {17 27 e aKiP}};
E, « {Emb(qu)Ilk € {K1,2, oo Kigths
Spq$— m Dt 2opi CosSim(Eyp, , Eq,);
8 Sims <— sims + Spq;
9 end
10 AgentDiv; + 1 - 3ims
pairs
1 // Averaging AgentDiv; for all agents
12 AgentDiv; < % vazl AgentDiv; ;

A B W N -

N

pairs<— pairs + 1;

Factualness and Coherence The assessment of
both factualness and coherence is conducted us-
ing GPT-4, in a manner akin to the Screening and
Diagnosis phases outlined in Sections 4.1 and 4.2.
Initially, we employ an NLI model to identify po-
tentially erroneous dialogues from past conversa-
tions, based on triples extracted by the LLM. Sub-
sequently, GPT-4 is utilized to evaluate the factu-
alness and coherence of the current dialogue on a
scale from 1 to 10. The error rate represents the
ratio of dialogues receiving a score below 8, which
are considered to contain factual errors or inconsis-
tencies. This threshold is established based on our
empirical observations.



Diversity

Factualness

Coherence Fluency

Turns  Words

Distinct-1/2/3 Distance ~AgentDiv  Score Error () Score Error(}) PPL ()
Origin 0.117/0.473 /0.726 0.234 0.454 8.58 24.5% 8.17 37.2% 20.37 9.6 25.4
Baseline 0.124/0.469/0.718 0.274 0.475 8.77 25.5% 8.10 39.7% 20.18 15.5 29.3
Ours 0.132/0.521/0.773 0.311 0.502 8.89 19.0% 8.27 32.4% 19.73 10.3 42.5

Table 1: Corpus-level (multi-dialogues) evaluation. Avg Turns and Avg Words refer to the average number of turns

per dialogue and words per turn.
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Figure 6: The number of dialogues containing the 6
most frequent keywords.

Fluency For assessing fluency, we utilize the per-
plexity derived from GPT-2. We have not stressed
on fluency evaluation, as our observations indicate
that all generated dialogues are highly fluent and
grammatically correct.

6 Result and Discussion

Ours Achieves the Best Diversity, Factualness,
Coherence, and Fluency in Multi-dialogue Con-
texts As illustrated in Table 1, our framework
(Ours) excels in achieving superior corpus-level
dialogue diversity, factuality, coherence, and flu-
ency. Ours maintain an average number of turns
similar to Origin, contrasting with the Baseline that
tend to extend until reaching a predetermined max-
imum turn count (16). While Ours does not have
lengthy number of turns, each utterance conveys
more comprehensive information, evidenced by a
higher word count per turn in Ours.

Ours Significantly Reduces Keyword Repeti-
tion Figure 6 demonstrates how our approach
effectively reduces the repetition of the most fre-
quently used keywords. To delve deeper into the
occurrence of repetition across all dialogues, we
conducted an analysis focusing on keyword fre-
quency. Specifically, we determined the keywords
by TF-IDF scores, and counted the number of di-
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Figure 7: Comparison of Agent Diversity and the num-
ber of dialogues each agent involved.

alogues consists with the top 6 noun keywords. 3
Figure 6 showcases that our method substantially
decreases the frequency of dialogues mentioning
key terms, particularly for “creativity” and “col-
laboration.” Compared to the Origin, the number
of dialogues featuring these keywords has been
reduced by up to 47% and 44 %, respectively.

Agent Div Negatively Correlated to the Number
of Involved Dialogues We analyze the relation
between Agent Diversity and dialogue volume in
Fig. 7. We found that, despite of a few exceptions,
the Agent Div have negative correlation with the
number of dialogues the agent involved. Although
there are a few exceptions, the figure generally
shows that the more the agent talks, the lower di-
versity they have.

Ours Maintains a Lower Error Rate Over Time
Figure 8 shows how the error rate changes across
different percentiles. We observed that the errors
gradually increase toward higher percentile, espe-
cially in the last one, suggesting that inconsisten-
cies or contradictions become more frequent at
higher percentiles. The analysis of error rate trends
shows that Ours generally exhibits lower error rates

3Since “collaboration” and “election,” have multiple varia-
tions, we use the root forms of these words, “collabora” and
“elect,” to ensure a more accurate representation of their usage
across all dialogues.



Prompt Prompt Diversity Factualness Coherence Fluency T Word

Info Type . - urns oras
Distinct-1/2/3 Distance  Score  Error (}) Score Error(]) PPL({)

Origin 0.445/0.724/0.886 0212 834  31.0% 741  552% 222 8.1 244

Baseline 0.323/0.709 / 0.869 0.238 8.07 44.8% 7.72 41.4% 20.1 15.0 31.2

All Task 0.278/0.742/0918 0306 845  31.0% 821  34.5% 213 106 36.0

All Persona  0.286/0.751/0.917 0288 852  27.6% 779  41.4% 20.3 99 439

All Mixed — 0.292/0.744/0.919 0303 866  27.6% 821  44.8% 19.0 1.0 418

-background Mixed  0.303/0.751/0.921 0338 879  32.1%  8.14  321% 204 94 337

- memory Mixed  0.349/0.778/0.931 0305 896 17.9% 818  357% 19.2 106 44.1

- history Mixed  0.319/0.774/0.926 0292 838  31.0% 869 31.0% 20.2 99 428

- status Mixed ~ 0.271/0.717/0.898 0257 839  250% 821  357% 19.6 99 490

Table 2: Ablation study on the last 10% conversations in ONEDAYLIFE.

= origin - factualness Ours - factualness that the utterance U, can be consistent with pre-
—— B.60E-04%x + 0.212 ---- B.05E-04%x + 0.154 : : L

s otigin. cohecenes e e vious dialogues and free from critical factual er-
—— 1.BGE-031x+0283 -—- 124£-03% +0.256 rors. This approach allows us to strike a balance

8. between diversity and faithfulness in multi-agent
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L” NLI-G Study We assess NLI-G’s effectiveness
on original dialogues. We compare the factual-
ness and coherence scores using NLI-G retrieved
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Figure 8: Error rate trends across percentiles.

than Origin in both factualness and coherence. Ad-
ditionally, the error rate slope for Origin is 1.5
times that of ours. This disparity indicates a more
pronounced error propagation in Origin, highlight-
ing the effectiveness of our method in maintaining
dialogue integrity over time.

Ours can Balance Diversity and Faithfulness
Table 2 shows the ablation study for various
prompt design. The ablation study is conducted
on the last percentile of conversations, where the
origin got the worst factualness and coherence
scores. We first identify the benefit of using diverse
prompt types. Randomly pick from structured task-
oriented prompt or persona-based narrative prompt
yields better or comparable results than using either
of them. We also investigate whether all informa-
tion in the original prompt is necessary. Surpris-
ingly, we found that prompts excluding memory
often outperformed others in most aspects. This
outcome seems counterintuitive, as memory is gen-
erally considered crucial for preventing hallucina-
tions and ensuring consistency. However, memory
can impose a strong constraint that may reduce con-
versational diversity. By opting for a no-memory
prompt, we open the door to more diverse con-
versational content. Our SDR framework ensures

dialogues against the agent’s previous dialogues
(Prev). Fig. 9 shows that scores with NLI-G are
generally lower than Prev, indicating NLI-G’s su-
perior ability to capture crucial evidence for GPT4
to identify issues. Additionally, we examine NLI-
G’s retrieval variance by evaluating the last 10%
of dialogues five times and counting reference fre-
quencies. The right figure displays each dialogue’s
reference count, with colored parts showing pro-
portions of top five references (average colored
area: 61.8% of the bar), and gray representing oth-
ers. This demonstrates NLI-G’s consistency in re-
trieving similar dialogues over different trials, even
when available references exceed 50 or more.

-=- facturalness (NLI-G)
—— facturalness (prev)

-=- coherence (NLI-G) st 3rd sth
—— coherence (prev) - 2nd 4th  mmm Others

|!,|l|iii“||||l..|.'|'l'|l||,

Dialogue
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Figure 9: NLI-G performance: (Left) Score differ-
ence between NLI-G and prev-K for reference retrieval.
(Right) NLI-G retrieved dialogue frequencies.

7 Conclusion

We investigate the problems in multi-session multi-
agent dialogues and propose SDR to correct factual
errors and inconsistencies in realtime and enhance
the diversity across multi dialogues.



Limitations The primary limitation of our
method is the cost, as we utilize GPT-3.5-turbo
as our LLM backbone. Another limitation is the ex-
clusion of memory modification in our experiment
settings—we rely on memories from the original
data, which is less costly than a modified approach.
As a result, some potential errors might be unde-
tected and remain uncorrected. This aspect will be
addressed in future studies.

Additionally, our work entails a potential risk
as it does not include a study on the effects of
malicious intervene by human users.
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A Hyper-Parameters

At the Screening phase, we set K, to 5 and
threshold 6 to 0.85, a to 0.05 for repetition de-
tection. For inconsistency detection, we adapt the
DeBERTa-based NLI model, pretrained on multi-
ple NLI datasets (Laurer et al., 2023). The 0,4
is as high as 0.98 as there are a lot of false posi-
tive, and we select top K,,;;4 = 3 dialogues as the
potential contradictory dialogue evidences. The
threshold for instance fact 67, is set to 6. The
number of diagnose trails Ng;q4 is 3, and we se-
lected the LLM feedback with the highest score.
If there are more than one feedback that have the
same highest score, we chose the longer one. The
regeneration threshold 0;.¢gep, is 8. Our SDR proce-
dure will terminated if no comments are found or
until reaching R = 2 rounds.

For GPT-4 evaluation, 0,,;, is set to 0.99 and
Knlig is 5.
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B GPT4 Score and Dialogue Length

We investigate if there are biases between the di-
alogue length and the score given by GPT-4. We
use Pearson Correlation Coefficient (Rodgers and
Nicewander, 1988) and the Spearman Rank-Order
Correlation Coefficient (Spearman, 1961) to exam-
ine the correlation between scores (factualness and
coherency) and the dialogue stats (number of utter-
ances and words). The results are shown in Table 3,
and it shows no or low correlations between them.

Pearson coef. Spearman coef.

#rounds #words #rounds # words
Factualness 0.054 0.086 0.026 0.039
Coherence -0.025 -0.021 -0.024 -0.014

Table 3: The correlation coefficients between GPT-4
scores and dialogue stats. We use the origin dialogues.

C The Extracted Graphs in NLI-G

We demonstrate an example of the personal infor-
mation graph extracted from a dialogue. Below is
a pair of dialogue and the extracted graph.

The raw dialogue:

"Giorgio Rossi: Excuse me, are you John Lin?",

"John Lin: Yes, that’s me. How may I help
you?",

"Giorgio Rossi: I noticed that you’re very knowl-
edgeable about medications and treatments. I’ve
been curious about some of the latest developments
in that field. Would you mind sharing some of your
insights with me?",

"John Lin: Of course, I'm happy to share what I
know. What specifically are you interested in?",

"Giorgio Rossi: Well, I'm particularly intrigued
by how some medications are being developed
based on mathematical patterns found in nature.
Do you have any knowledge about that?",

"John Lin: Hmm, that’s not really my area of
expertise. But I do know that Jennifer Moore, the
artist who’s running for local mayor, is also a sci-
entist who incorporates mathematical patterns into
her work. Maybe she would have more information
on that."

The extracted personal information graph:

[

["Giorgio Rossi", "
and treatments"],

["John Lin", "is", "John Lin"],

["Giorgio Rossi", "discusses interests with",
"John Lin"],

is interested in", "medications



"non

["John Lin", "is knowledgeable about", "medica-
tions and treatments"],

["Giorgio Rossi", "is interested in", "mathemati-
cal patterns found in nature"],

["John Lin", "does not have expertise in", "medi-
cations developed based on mathematical patterns
found in nature"],

["Jennifer Moore", "is mentioned by", "John
Lin"],

["Jennifer Moore", "has role", "artist"],

["Jennifer Moore", "is running for", "local
mayor"],

["Jennifer Moore", "has profession", "scientist"],

["Jennifer Moore", "incorporates", "mathemati-

cal patterns into work"]

]
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