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Abstract

Recently, numerous studies have explored the001
idea of assemblies of autonomous agents driven002
by large language models as a society or collec-003
tive group, where the agents interact with each004
other through text conversations. While individ-005
ual dialogues appeared contextually appropri-006
ate when viewed in isolation, a wider examina-007
tion of multiple interactions revealed a notable008
level of unnatural repetition and inconsisten-009
cies. This was particularly evident in recurring010
topics across dialogues, regardless of the dis-011
tinct backgrounds and personas of the interact-012
ing agents. To address this problem, we pro-013
pose a framework to automatically detect and014
rectify these unnatural dialogues and utterances.015
The proposed framework not only identifies in-016
consistencies and repetitive patterns but also017
corrects them to ensure a more coherent flow018
of conversations. Evaluations demonstrate the019
efficacy of our approach, as the post-correction020
dialogues exhibit a marked improvement in nat-021
uralness and variety. Through our study, we022
highlight the importance of viewing agent con-023
versations holistically and present a solution024
that enhances the realism of multi-agent simu-025
lated interactions.026

1 Introduction027

With the astonishing advancements in Large Lan-028

guage Models (LLMs) (OpenAI, 2023; Touvron029

et al., 2023), the development of intelligent entities030

powered by LLMs has emerged as a highlighted031

topic. Applications like highly automated task032

solvers (Wang et al., 2023b; Richards and et al.,033

2023) and user prototypes (Park et al., 2022) al-034

ready showcase strong capabilities. Recently, Gen-035

erative Agents (Park et al., 2023), utilizing LLMs036

with text interfaces, have successfully emulated a037

wide range of cognitive functions for human-like038

agents. This enables these agents to inhabit a vir-039

tual town and interact as naturally as humans. For040

applications requiring the deployment of such hu-041

08:07 [...] have you been following the local politics?John:
Jennifer: Actually, I’m not really interested in politics. I 

prefer to focus on my art and my relationships 
with the people I care about.

09: 16 Well, I'm particularly intrigued by how some 
medications are being developed based on 
mathematical patterns found in nature. Do 
you have any knowledge about that?

Giorgio:

John: Hmm, that's not really my area of expertise. 
But I do know that Jennifer Moore, the artist 
who's running for local mayor, is also a 
scientist who incorporates mathematical 
patterns into her work. Maybe she would 
have more information on that.

Ours
John: I honestly don't have much knowledge about 

that. It sounds very fascinating though. Can 
you tell me more about that?

Origin

Figure 1: An example of inconsistent statements discov-
ered across multiple dialogues between different agents.
Our error correction method can detect such issue and
make the agent John to revise his words.

man agents without user intervention, maintaining 042

the persistence of agent realism is a challenge. 043

Dialogue, as the primary form of interaction 044

among human agents, necessitates authenticity to 045

ensure the realism of simulations. We analyzed 046

dialogues and memory records (referred to as ONE- 047

DAYLIFE1) released by Generative Agents, deriv- 048

ing several findings. Firstly, in isolated dialogue 049

sessions, most agent utterances are grammatically 050

correct and fluent. However, when we examined 051

dialogues over various time points, we identified 052

errors such as inconsistencies and repetitive state- 053

ments. Figure 1 presents a specific example of 054

these discrepancies, which significantly compro- 055

mise an agent’s authenticity. 056

In this study, we conceptualize the challenge as 057

ensuring both diversity and consistency in multi- 058

conversations among multiple agents. To iden- 059

tify potential issues, it is crucial to focus not only 060

on utterances in the current dialogue but also on 061

1https://reverie.herokuapp.com/arXiv_Demo/
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10:20 [...] What kind of music do you compose? Carlos: 
Eddy: Right now, I'm working on a new piece that combines hip hop 

beats with classical instruments. It's sBll a work in progress, 
but I'm excited about it. 

1 1: 14 I'm actually researching for my senior thesis on the use of 
language in Shakespeare's plays. Do you like Shakespeare? 

Ayesha: 

Eddy: I haven't read much Shakespeare but it sounds interes<ng. 
Would you mind telling me more about it? 

1 1:20 […] I'm actually really passionate about job creaBon and 
economic growth. […] 

Isabella: 

Eddy: That's great to hear. [...] I'm researching a senior thesis on the 
use of language in Shakespeare's plays, but I hope to be able 
to use my knowledge to make a posiBve impact in the 
community. 

1 1:29 I'm actually researching mathema<cal pa@erns in nature [...] Giorgio: 
Eddy: Wow, that's interesBng. I'm actually researching language 

pa@erns in Shakespeare's plays for my senior thesis. Maybe 
we could find some interesBng parallels? 

Hey there! I couldn't help but noBce you studying music 
theory. [...] 

Maria: 

Eddy: Oh, hi! [...] I've actually been working on a project exploring the 
mathema<cal pa@erns in music and nature. […] 

13:27 

Figure 2: Eddy is a music-major student. He mirrors
other’s research interests after conversing with them.

past content within the simulated world. Previous062

studies on multi-session dialogues often limit their063

evaluations to sessions involving the same pair of064

speakers (Xu et al., 2022; Bae et al., 2022; Jang065

et al., 2023), which prevents the discovery of issues066

across multiple dialogues involving different speak-067

ers. To the best of our knowledge, this is one of the068

first investigations into this particular problem.069

We propose an automated framework for a070

detect-and-correct mechanism to address errors071

in utterances emitted on-the-fly by agents. This072

framework comprises three main phases: Screen-073

ing, Diagnosis, and Regeneration. In the first phase,074

we identify potential issues of three pre-defined075

types and retrieve relevant evidence from past con-076

tent. Then, an LLM is used for further diagnosis,077

yielding comprehensive comments and suggestions.078

Finally, these comments and suggestions are sum-079

marized and utilized to regenerate a revised utter-080

ance. Note that although (Madaan et al., 2023;081

Skreta et al., 2023) also use self-feedback to en-082

hance LLM performance and task success rates,083

our method emphasizes thorough examination and084

precise analysis of relationships between multiple085

dialogues. We choose GPT-3.5-turbo as LLM back-086

bone and conduct a series of experiments, includ-087

ing a new metric, to study our framework’s efficacy.088

The results show a clear enhancement in overall089

conversation authenticity: less repetitive and more090

consist.091

In summary, our contributions include: (1) High-092

lighting the importance of the multi-agent, multi-093

dialogue problem setting. (2) Proposing a frame- 094

work for instant utterance error correction. (3) Con- 095

ducting comprehensive evaluations to assess dia- 096

logues authenticity from various perspectives. 097

2 Related Work 098

LLM-powered Agents Beyond the basic one-on- 099

one conversation scenario, numerous studies have 100

designed various mechanisms to extract the im- 101

plicit knowledge and capabilities of LLM. A typi- 102

cal LLM-powered agent (Zhao et al., 2023) encom- 103

passes predefined or dynamically generated prompt 104

templates to utilize LLM’s capabilities and achieve 105

specific functionalities. (Wang et al., 2023a) can au- 106

tonomously navigate the game world, maintaining 107

a skill library to expand its problem-solving scope. 108

(Richards and et al., 2023; Nakajima, 2023) employ 109

a chain-of-thought (Wei et al., 2022) approach to 110

provide automated solutions for designated tasks. 111

(Bran et al., 2023) has adeptly interpreted exter- 112

nal tools to handle chemistry-related tasks. Never- 113

theless, a singular agent undeniably has its limita- 114

tions. The collective intelligence formed by mul- 115

tiple agents can yield results greater than the sum 116

of its parts. (Hong et al., 2023) has integrated spe- 117

cialized human SOP expertise, successfully accom- 118

plishing intricate software development. (Chen 119

et al., 2023) focusing on designing communication 120

mechanisms among agents to enhance decision- 121

making efficacy. 122

3 Human-Like Multi-Agents 123

3.1 From General LLM to Individual Persona 124

Generative Agents (Park et al., 2023) introduces a 125

two-component architecture for creating personal- 126

ized, dynamic human-like agents: a string-based 127

memory base and an LLM-driven cognitive func- 128

tion set. The memory base stores memories over 129

time, aiding in the development of diverse agents, 130

while the LLM-centric cognitive functions simulate 131

human capabilities like reflection, planning, and 132

reaction. Combining these, the LLM uses memory- 133

derived context to tailor knowledge extraction and 134

response formulation, ensuring agent-specific be- 135

haviors. 136

In a scenario where two agents initiate a di- 137

alogue, each iteratively produces utterances in- 138

formed by context like location, observations, and 139

memories. The dialogue function uses a specific 140

prompts like: "Based on the [...] information, what 141

will [name] say next?" For more on Generative 142
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Figure 3: The spread of the keyword "collaboration" usage in ONEDAYLIFE. (Left) The number of conversations
and the ratio that includes the keyword in each time span. (Middle) The propagator-receiver relationship diagram for
the first 20% of time from the initial spread of the keyword to the last. (Right) The complete relationship diagram
for key word propagation. The line color indicates the identity of the propagator.

Agents and the simulation of 25 agents in a village,143

please see the original paper.144

3.2 Conversations and Transmission145

The memory capabilities enable the transmission of146

information to both agents involved in a dialogue147

section. However, this also means that undesirable148

dialogue content could spread in the same manner.149

Figure 3 illustrates this using keyword spreading150

as an example. The bar chart shows the proportion151

of dialogues containing the keyword (in red) com-152

pared to the total number of conversations (in blue),153

highlighting a swift escalation, sometimes reaching154

100%. Chord diagrams further reveal that initially,155

only a few agents act as propagators, but as the156

day progresses, the majority become involved in157

similar actions, as indicated by the variety of line158

colors. Consequently, the dialogue topics become159

repetitive and less believable. This example under-160

scores the scale of the spreading and the associated161

risks, emphasizing the need for a dynamic correc-162

tion approach.163

4 Method164

To create a realistic conversation Dt between two165

agents at time t, we propose a framework to au-166

tomatically examine each candidate utterance Uc167

when it is generated. Our framework is designed168

to identify and correct any errors in Uc as they oc-169

cur, ensuring every utterance is accurate and timely.170

This framework consists of three phases: Screen-171

ing, Diagnosis, and Re-generation (SDR). We cate-172

gorize potential errors into types such as repetition,173

inconsistency, and instant facts. Each candidate174

utterance Uc undergoes scrutiny through three spe-175

cialized pipelines, each dedicated to identifying 176

and diagnosing a specific type of error. In the final 177

stage, the insights gathered from these pipelines are 178

integrated to form an updated prompt, guiding the 179

re-creation of the utterance for enhanced diversity, 180

factualness, and coherence. Figure 4 illustrates the 181

system overview. 182

4.1 Screening 183

In this phase, we aim to detect the presence of a 184

specific issue and retrieve critical relevant evidence 185

from the previous content. Given model specs and 186

cost constraints, using all past content is impracti- 187

cal for simulation scalability. 188

(1) Repetition: Agents often display similar 189

speech patterns, reducing their character distinctive- 190

ness. As shown in Fig. 2, Eddy tends to replicate 191

phrases from other agents following their conversa- 192

tions. 193

We build a dialogue database that stores all ut- 194

terances prior to the candidate utterance Uc, which 195

includes utterances from previous dialogues and 196

the current dialogue context. For each Uc, we first 197

query the database to retrieve the top Ksim similar 198

utterances. We then apply a similarity threshold 199

θsim to identify those that are excessively repeti- 200

tive. The value of θsim is adjusted based on specific 201

criteria: it is decreased if the similar utterance orig- 202

inates from the same agent A as Uc and is in the 203

current dialogue Dt, which indicating repetition. 204

Conversely, a higher threshold is more acceptable 205

if the similar utterance is from A but a different 206

dialogue. This process is formalized as Eq.(1). 207

If more than one retrieved utterances surpass 208

θsim, all dialogues associated with these utterances 209
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Figure 4: Overview of proposed Screening, Diagnosis, Re-generation (SDR) framework, an instant error correction
method for multi-agent simulated dialogues.

will be marked as evidence for the next diagnose210

step. A special case arises when Uc is nearly identi-211

cal to a previous one, and we set a higher threshold212

θforce for it. Upon triggering θforce, the process213

directly bypasses all pipelines and proceeds to re-214

generation.215

θsim =


θ + α if same A, different D
θ − α if same A, same D
θ otherwise,

(1)216

(2) Inconsistency: Factual or logical inconsis-217

tencies are an issue across multiple dialogues. For218

instance, Fig. 1 illustrates how John’s statement219

contradicts Jennifer’s earlier words. Other exam-220

ples include sudden shifts in opinions, forgetting221

past statements, and invitations to conflict.222

We propose a Natural Language Inference-223

Graph (NLI-G) module for inconsistency screening.224

NLI-G consists of three steps. First, we employ225

the LLM to extract personal information as a list of226

“[SUBJECT, RELATION, OBJECT]” triplets from227

each previous dialogue of involved agents, as well228

as from the candidate utterance Uc. After trans-229

forming the triplets into text form, we adapt a NLI230

model to predict potential contradictions by com-231

paring those from previous utterances with those232

from Uc. Utilizing a graph format helps the NLI233

model to focus on key information of agents and234

reduce the negative impact of style discrepancies235

between pretrained data and raw dialogue utter- 236

ances. Finally, the triplets with contradiction score 237

above threshold θnlig are considered suspicious and 238

forwarded to the LLM to select top Knlig corre- 239

sponding dialogues for the next Diagnose phase. 240

(3) Instant fact: Hallucination remains a chal- 241

lenge for advanced LLMs (OpenAI, 2023). Agents 242

may generate spurious information during a con- 243

versation, potentially related to the others. These 244

instantly produced “facts” can persist within the 245

simulated world through memories, and sometimes 246

they become truths over time, despite not aligning 247

with the involved person’s role. Given that agents 248

are considered distinct individuals, preventing the 249

synthesis of facts about others is crucial. 250

We detect third-party agent mentions via name 251

parsing. Upon identification, we prompt the LLM 252

to rate the utterance on a 1 to 10 scale, indicating 253

the likelihood of being an instant fact. The model 254

is explicitly guided to give a higher score if the fol- 255

lowing criteria are met: (a) Speaker-objectivity: if 256

it is an objective statement regarding another agent 257

from the speaker’s perspective. (b) Discernment 258

capability of the mentioned agent: if the referenced 259

agent can currently verify the statement’s truthful- 260

ness. (c) Impact: the statement, if fabricated but 261

later accepted as truth, significantly impacts the 262

agent. We flag Uc if the score is greater than θfact. 263

Two examples are shown in Fig. 5. 264
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Figure 5: Examples of instant fact screening. In Case 1,
Rajiv mentions Abigail, but his reference pertains only
to his personal plan, not to a fact about Abigail. In Case
2, Ryan objectively describes a past event involving
Carlos. However, this event could have been entirely
fabricated by Ryan, representing a potential instant fact.

4.2 Diagnosis265

We utilize the LLM to further diagnose the authen-266

ticity of Uc if there are evidence dialogues pro-267

vided from the previous Screening phase or if Uc268

is flagged.269

Objective LLM: We concatenate the reference270

and current dialogues as the main input material.271

This approach ensures that the LLM focuses on272

checking the relations between utterances from the273

dialogues and pinpointing potential issues from an274

objective standpoint. Depending on the pipeline,275

the prompt will incorporate a specific task descrip-276

tion, encouraging the LLM to focus on a particular277

issue. For example, the task description for the278

repetition check is: “Identify any redundancies or279

repetitive statements made in the current utterance280

when considering the context of the previous con-281

versations.” Finally, the Objective LLM assigns282

score from 1 to 10 representing the issue’s severity,283

accompanied by a reason as comment.284

Simulated Persona: To identify potentially fab-285

ricated statements, we simulate a basic persona to286

speak for the mentioned agent. For the LLM input287

prompt, we collect the exposed agent’s information,288

such as dialogue history and personal backgrounds,289

and ask: “Would you, <agent name>, agree with290

<the statement>?” This setup allows the model to291

focus on content centered around the mentioned292

agent, thereby distinguishing potential fabrications.293

The final output delivers a binary agree/disagree294

verdict and an explanatory comment.295

In practice, we repeat Diagnose phase for Ndiag296

trials and select the one with the highest score.297

4.3 Re-generation298

We collect results from all pipelines and retain only299

comments with a score above θregen or those in-300

dicating disagreement. If no comments remain, 301

the correction process terminates, Uc is saved to 302

the dialogue database, and the model continues to 303

generate the next utterance of the other agent. Oth- 304

erwise, the LLM is used to integrate all comments 305

and provide suggestions for improvement, alleviat- 306

ing the vagueness from a simple feedback (Liang 307

et al., 2023). The prompt for re-generation is en- 308

riched by appending comments and suggestions to 309

the original prompt that was used to generate Uc. 310

Our SDR procedure continues until either of the 311

conditions is met: completes R rounds of iteration, 312

or reaches a point where no further comments are 313

provided, indicating the resolution of identified 314

issues. 315

4.4 Prompt Design 316

We develop multiple prompt variances to overcome 317

the repetitive problem when re-generating the re- 318

vised Uc. Inspired by the finding that varied linguis- 319

tic prompts (Leidinger et al., 2023) induce output 320

variance. The LLM often re-generates an exactly 321

identical or very similar response given that most 322

of the prompt content is the same as the initial 323

response generation prompt, despite of providing 324

additional feedback to guide the generation and 325

setting the penalty for frequency and presence 2. 326

We design two types of utterance generation 327

prompts, a persona-based narrative prompt and 328

a structured task-oriented prompt. The former 329

prompt ask the model to play the role of the given 330

persona and engage in a conversation, which is 331

more narrative and immersive. The latter breaks 332

down all information into clear components, which 333

is less about storytelling and more about provid- 334

ing structured data for a specific task (in this case, 335

generating a response in a conversation). 336

For each prompt type, we randomly decide the 337

number of memory entries and the form of task de- 338

scription. To be more specific, the task description 339

can be simple and straightforward or instructive 340

with a few or a lot of instructions. These prompt 341

variances were used in both Uc generation and re- 342

generation. 343

5 Experiment 344

5.1 Data and Settings 345

The data is from the log of ONEDAYLIFE. After 346

removing dialogues with only one utterance, there 347

2https://platform.openai.com/docs/guides/
text-generation/parameter-details
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are total 290 dialogues between 25 agents. We348

regenerate the whole dialogue Dt
ij between two349

agents Ai and Aj at time point t. Each dialogue350

is generated utterance by utterance. At each turn,351

the LLM is provided with the speaker’s persona Pi,352

memories M t
i , location and status St

i , S
t
j at time353

t, and dialogue histories between the two agents354

Dk
ij , k ∈ 1, 2, ...,Kt−1.355

We use gpt-3.5-turbo-0613 (GPT-3.5) as the356

backbone LLM throughout the entire framework.357

The same multi-dialogue generation framework358

(Park et al., 2023) without our SDR mechanism is359

served as Baseline. To enhance the quality of base-360

line, we generate three candidates for each Uc and361

selected the best one judged by the LLM. We also362

compare our SDR framework (Ours) with the origi-363

nal log from ONEDAYLIFEas Origin. Note that Ori-364

gin was generated by GPT-3.5-turbo before April,365

2023. In the Origin framework, each generated366

dialogue at time t can potentially alter the memory,367

location, and status of the agents subsequently. To368

ensure a fair comparison with Origin, we opted not369

to regenerate new memories, locations, or statuses370

for agents following their conversations. Instead,371

we treated each dialogue generation as a distinct,372

standalone example.373

5.2 Evaluation Metrics374

The evaluation is designed to assess three key as-375

pects: diversity, factualness, and coherence. These376

aspects directly correspond to the targeted error377

types our system aims to address: repetition, in-378

stance fact errors, and inconsistencies.379

Our evaluation operates on a corpus-level, en-380

compassing multiple dialogues simultaneously.381

This approach stems from the observation that382

while individual dialogues may appear satisfactory383

when assessed in isolation, issues often become384

evident only when evaluating multiple dialogues385

collectively.386

Diversity We employ Distinct-N (Li et al., 2016),387

Semantic Distance (Distance) (Dziri et al., 2019),388

and proposed a novel agent-based metric, Agent389

Diversity (Agent Div), for diversity evaluation.390

Distinct-N calculates the ratio of unique N-391

grams in a given text. However, it may not fully392

capture the corpus-level dialogue diversity, partic-393

ularly when each dialogue has longer utterances,394

since individual dialogues typically revolve around395

a single topic. To address this, we apply Distinct-396

N to summaries of dialogues, generated by a pre-397

trained dialogue summarization model. This ap- 398

proach allows us to more effectively gauge the 399

thematic diversity of dialogues at the corpus level 400

across multiple conversations. 401

To complement the word-based Distinct-N met- 402

ric, we measure the Semantic Distance on embed- 403

ding space. Specifically, we calculate the cosine 404

similarity between dialogue embeddings. Semantic 405

Distance is then determined as 1− similarity. 406

Furthermore, we propose a novel evaluation met- 407

ric, Agent Diversity (Agent Div), specifically de- 408

signed to assess the variety in an agent’s utter- 409

ances across various conversations within a multi- 410

agent simulation environment. The rationale be- 411

hind Agent Div is grounded in the idea that an 412

agent should exhibit varied speaking patterns when 413

interacting with different individuals. Agent Div is 414

calculated as the average of the individual diversity 415

scores for each agent. These scores are derived 416

from the similarity between dialogues that involve 417

the same agent, reflecting the agent’s adaptability 418

in conversation. More details in Algorithm 1.

Algorithm 1: Agent Diversity (Agent Div)
Data :Agents Ai for i ∈ {1, 2, ..., N},

Dialogues Dk
ij for j ̸= i and 0 < k ≤ Kij

1 // Calculate AgentDivi for each agent Ai;
2 targets← {j | Kij ̸= 0};
3 sims← 0; pairs← 0;
4 for each unique pair (p, q) in targets do
5 Ep ← {Emb(Dk

ip) | k ∈ {1, 2, . . . ,Kip}};
6 Eq ← {Emb(Dk

iq) | k ∈ {1, 2, . . . ,Kiq}};
7 spq← 1

KipKiq

∑Kip

a=1

∑Kiq

b=1 CosSim(Epa , Eqb);
8 sims← sims + spq; pairs← pairs + 1;
9 end

10 AgentDivi← 1 - sims
pairs

11 // Averaging AgentDivi for all agents
12 AgentDivi← 1

N

∑N
i=1 AgentDivi ;

419

Factualness and Coherence The assessment of 420

both factualness and coherence is conducted us- 421

ing GPT-4, in a manner akin to the Screening and 422

Diagnosis phases outlined in Sections 4.1 and 4.2. 423

Initially, we employ an NLI model to identify po- 424

tentially erroneous dialogues from past conversa- 425

tions, based on triples extracted by the LLM. Sub- 426

sequently, GPT-4 is utilized to evaluate the factu- 427

alness and coherence of the current dialogue on a 428

scale from 1 to 10. The error rate represents the 429

ratio of dialogues receiving a score below 8, which 430

are considered to contain factual errors or inconsis- 431

tencies. This threshold is established based on our 432

empirical observations. 433

6



Diversity Factualness Coherence Fluency Turns Words
Distinct - 1 / 2 / 3 Distance Agent Div Score Error (↓) Score Error (↓) PPL (↓)

Origin 0.117 / 0.473 / 0.726 0.234 0.454 8.58 24.5% 8.17 37.2% 20.37 9.6 25.4
Baseline 0.124 / 0.469 / 0.718 0.274 0.475 8.77 25.5% 8.10 39.7% 20.18 15.5 29.3
Ours 0.132 / 0.521 / 0.773 0.311 0.502 8.89 19.0% 8.27 32.4% 19.73 10.3 42.5

Table 1: Corpus-level (multi-dialogues) evaluation. Avg Turns and Avg Words refer to the average number of turns
per dialogue and words per turn.

Figure 6: The number of dialogues containing the 6
most frequent keywords.

Fluency For assessing fluency, we utilize the per-434

plexity derived from GPT-2. We have not stressed435

on fluency evaluation, as our observations indicate436

that all generated dialogues are highly fluent and437

grammatically correct.438

6 Result and Discussion439

Ours Achieves the Best Diversity, Factualness,440

Coherence, and Fluency in Multi-dialogue Con-441

texts As illustrated in Table 1, our framework442

(Ours) excels in achieving superior corpus-level443

dialogue diversity, factuality, coherence, and flu-444

ency. Ours maintain an average number of turns445

similar to Origin, contrasting with the Baseline that446

tend to extend until reaching a predetermined max-447

imum turn count (16). While Ours does not have448

lengthy number of turns, each utterance conveys449

more comprehensive information, evidenced by a450

higher word count per turn in Ours.451

Ours Significantly Reduces Keyword Repeti-452

tion Figure 6 demonstrates how our approach453

effectively reduces the repetition of the most fre-454

quently used keywords. To delve deeper into the455

occurrence of repetition across all dialogues, we456

conducted an analysis focusing on keyword fre-457

quency. Specifically, we determined the keywords458

by TF-IDF scores, and counted the number of di-459

Figure 7: Comparison of Agent Diversity and the num-
ber of dialogues each agent involved.

alogues consists with the top 6 noun keywords. 3 460

Figure 6 showcases that our method substantially 461

decreases the frequency of dialogues mentioning 462

key terms, particularly for “creativity” and “col- 463

laboration.” Compared to the Origin, the number 464

of dialogues featuring these keywords has been 465

reduced by up to 47% and 44%, respectively. 466

Agent Div Negatively Correlated to the Number 467

of Involved Dialogues We analyze the relation 468

between Agent Diversity and dialogue volume in 469

Fig. 7. We found that, despite of a few exceptions, 470

the Agent Div have negative correlation with the 471

number of dialogues the agent involved. Although 472

there are a few exceptions, the figure generally 473

shows that the more the agent talks, the lower di- 474

versity they have. 475

Ours Maintains a Lower Error Rate Over Time 476

Figure 8 shows how the error rate changes across 477

different percentiles. We observed that the errors 478

gradually increase toward higher percentile, espe- 479

cially in the last one, suggesting that inconsisten- 480

cies or contradictions become more frequent at 481

higher percentiles. The analysis of error rate trends 482

shows that Ours generally exhibits lower error rates 483

3Since “collaboration” and “election,” have multiple varia-
tions, we use the root forms of these words, “collabora” and
“elect,” to ensure a more accurate representation of their usage
across all dialogues.
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Prompt
Info

Prompt
Type

Diversity Factualness Coherence Fluency Turns Words
Distinct - 1 / 2 / 3 Distance Score Error (↓) Score Error (↓) PPL (↓)

Origin 0.445 / 0.724 / 0.886 0.212 8.34 31.0% 7.41 55.2% 22.2 8.1 24.4
Baseline 0.323 / 0.709 / 0.869 0.238 8.07 44.8% 7.72 41.4% 20.1 15.0 31.2

All Task 0.278 / 0.742 / 0.918 0.306 8.45 31.0% 8.21 34.5% 21.3 10.6 36.0
All Persona 0.286 / 0.751 / 0.917 0.288 8.52 27.6% 7.79 41.4% 20.3 9.9 43.9
All Mixed 0.292 / 0.744 / 0.919 0.303 8.66 27.6% 8.21 44.8% 19.0 11.0 41.8

- background Mixed 0.303 / 0.751 / 0.921 0.338 8.79 32.1% 8.14 32.1% 20.4 9.4 33.7
- memory Mixed 0.349 / 0.778 / 0.931 0.305 8.96 17.9% 8.18 35.7% 19.2 10.6 44.1
- history Mixed 0.319 / 0.774 / 0.926 0.292 8.38 31.0% 8.69 31.0% 20.2 9.9 42.8
- status Mixed 0.271 / 0.717 / 0.898 0.257 8.39 25.0% 8.21 35.7% 19.6 9.9 49.0

Table 2: Ablation study on the last 10% conversations in ONEDAYLIFE.

Figure 8: Error rate trends across percentiles.

than Origin in both factualness and coherence. Ad-484

ditionally, the error rate slope for Origin is 1.5485

times that of ours. This disparity indicates a more486

pronounced error propagation in Origin, highlight-487

ing the effectiveness of our method in maintaining488

dialogue integrity over time.489

Ours can Balance Diversity and Faithfulness490

Table 2 shows the ablation study for various491

prompt design. The ablation study is conducted492

on the last percentile of conversations, where the493

origin got the worst factualness and coherence494

scores. We first identify the benefit of using diverse495

prompt types. Randomly pick from structured task-496

oriented prompt or persona-based narrative prompt497

yields better or comparable results than using either498

of them. We also investigate whether all informa-499

tion in the original prompt is necessary. Surpris-500

ingly, we found that prompts excluding memory501

often outperformed others in most aspects. This502

outcome seems counterintuitive, as memory is gen-503

erally considered crucial for preventing hallucina-504

tions and ensuring consistency. However, memory505

can impose a strong constraint that may reduce con-506

versational diversity. By opting for a no-memory507

prompt, we open the door to more diverse con-508

versational content. Our SDR framework ensures509

that the utterance Uc can be consistent with pre- 510

vious dialogues and free from critical factual er- 511

rors. This approach allows us to strike a balance 512

between diversity and faithfulness in multi-agent 513

multi-dialogue generation. 514

NLI-G Study We assess NLI-G’s effectiveness 515

on original dialogues. We compare the factual- 516

ness and coherence scores using NLI-G retrieved 517

dialogues against the agent’s previous dialogues 518

(Prev). Fig. 9 shows that scores with NLI-G are 519

generally lower than Prev, indicating NLI-G’s su- 520

perior ability to capture crucial evidence for GPT4 521

to identify issues. Additionally, we examine NLI- 522

G’s retrieval variance by evaluating the last 10% 523

of dialogues five times and counting reference fre- 524

quencies. The right figure displays each dialogue’s 525

reference count, with colored parts showing pro- 526

portions of top five references (average colored 527

area: 61.8% of the bar), and gray representing oth- 528

ers. This demonstrates NLI-G’s consistency in re- 529

trieving similar dialogues over different trials, even 530

when available references exceed 50 or more. 531
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Figure 9: NLI-G performance: (Left) Score differ-
ence between NLI-G and prev-K for reference retrieval.
(Right) NLI-G retrieved dialogue frequencies.

7 Conclusion 532

We investigate the problems in multi-session multi- 533

agent dialogues and propose SDR to correct factual 534

errors and inconsistencies in realtime and enhance 535

the diversity across multi dialogues. 536
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Limitations The primary limitation of our537

method is the cost, as we utilize GPT-3.5-turbo538

as our LLM backbone. Another limitation is the ex-539

clusion of memory modification in our experiment540

settings—we rely on memories from the original541

data, which is less costly than a modified approach.542

As a result, some potential errors might be unde-543

tected and remain uncorrected. This aspect will be544

addressed in future studies.545

Additionally, our work entails a potential risk546

as it does not include a study on the effects of547

malicious intervene by human users.548
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A Hyper-Parameters675

At the Screening phase, we set Ksim to 5 and676

threshold θ to 0.85, α to 0.05 for repetition de-677

tection. For inconsistency detection, we adapt the678

DeBERTa-based NLI model, pretrained on multi-679

ple NLI datasets (Laurer et al., 2023). The θnlig680

is as high as 0.98 as there are a lot of false posi-681

tive, and we select top Knlig = 3 dialogues as the682

potential contradictory dialogue evidences. The683

threshold for instance fact θfact is set to 6. The684

number of diagnose trails Ndiag is 3, and we se-685

lected the LLM feedback with the highest score.686

If there are more than one feedback that have the687

same highest score, we chose the longer one. The688

regeneration threshold θregen is 8. Our SDR proce-689

dure will terminated if no comments are found or690

until reaching R = 2 rounds.691

For GPT-4 evaluation, θnlig is set to 0.99 and692

Knlig is 5.693

B GPT4 Score and Dialogue Length 694

We investigate if there are biases between the di- 695

alogue length and the score given by GPT-4. We 696

use Pearson Correlation Coefficient (Rodgers and 697

Nicewander, 1988) and the Spearman Rank-Order 698

Correlation Coefficient (Spearman, 1961) to exam- 699

ine the correlation between scores (factualness and 700

coherency) and the dialogue stats (number of utter- 701

ances and words). The results are shown in Table 3, 702

and it shows no or low correlations between them. 703

Pearson coef. Spearman coef.

# rounds # words # rounds # words

Factualness 0.054 0.086 0.026 0.039
Coherence -0.025 -0.021 -0.024 -0.014

Table 3: The correlation coefficients between GPT-4
scores and dialogue stats. We use the origin dialogues.

C The Extracted Graphs in NLI-G 704

We demonstrate an example of the personal infor- 705

mation graph extracted from a dialogue. Below is 706

a pair of dialogue and the extracted graph. 707

The raw dialogue: 708

"Giorgio Rossi: Excuse me, are you John Lin?", 709

"John Lin: Yes, that’s me. How may I help 710

you?", 711

"Giorgio Rossi: I noticed that you’re very knowl- 712

edgeable about medications and treatments. I’ve 713

been curious about some of the latest developments 714

in that field. Would you mind sharing some of your 715

insights with me?", 716

"John Lin: Of course, I’m happy to share what I 717

know. What specifically are you interested in?", 718

"Giorgio Rossi: Well, I’m particularly intrigued 719

by how some medications are being developed 720

based on mathematical patterns found in nature. 721

Do you have any knowledge about that?", 722

"John Lin: Hmm, that’s not really my area of 723

expertise. But I do know that Jennifer Moore, the 724

artist who’s running for local mayor, is also a sci- 725

entist who incorporates mathematical patterns into 726

her work. Maybe she would have more information 727

on that." 728

The extracted personal information graph: 729

[ 730

["Giorgio Rossi", "is interested in", "medications 731

and treatments"], 732

["John Lin", "is", "John Lin"], 733

["Giorgio Rossi", "discusses interests with", 734

"John Lin"], 735
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["John Lin", "is knowledgeable about", "medica-736

tions and treatments"],737

["Giorgio Rossi", "is interested in", "mathemati-738

cal patterns found in nature"],739

["John Lin", "does not have expertise in", "medi-740

cations developed based on mathematical patterns741

found in nature"],742

["Jennifer Moore", "is mentioned by", "John743

Lin"],744

["Jennifer Moore", "has role", "artist"],745

["Jennifer Moore", "is running for", "local746

mayor"],747

["Jennifer Moore", "has profession", "scientist"],748

["Jennifer Moore", "incorporates", "mathemati-749

cal patterns into work"]750

]751

11


	Introduction
	Related Work
	Human-Like Multi-Agents
	From General LLM to Individual Persona
	Conversations and Transmission

	Method
	Screening
	Diagnosis
	Re-generation
	Prompt Design

	Experiment
	Data and Settings
	Evaluation Metrics

	Result and Discussion
	Conclusion
	Hyper-Parameters
	GPT4 Score and Dialogue Length
	The Extracted Graphs in NLI-G

