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Abstract

Investigating the behaviour of pre-trained Ma-001
chine Reading Comprehension (MRC) mod-002
els under various types of test-time perturba-003
tions can shed light on the enhancement of004
their robustness and generalisation capability,005
despite the superhuman performance they have006
achieved on existing benchmark datasets. In007
this paper, we study the robustness of con-008
temporary MRC systems to context paraphras-009
ing, i.e., whether these models are still able to010
correctly answer the questions once the read-011
ing passages have been paraphrased. To this012
end, we systematically design a pipeline to013
semi-automatically generate perturbed MRC014
instances which ultimately lead to the creation015
of a paraphrased test set. We conduct experi-016
ments on this dataset with six state-of-the-art017
neural MRC models and we find that even the018
minimum performance drop of all these mod-019
els exceeds 45%, whereas human performance020
remains high. These results demonstrate that021
the existing high-performing MRC systems are022
still far away from real language understanding.023

1 Introduction024

Machine reading comprehension (MRC), the task025

of automatically reading a passage of text and an-026

swering related questions, serves as an important027

testbed for evaluating various Natural Language028

Understanding (NLU) capabilities of computer sys-029

tems (Chen, 2018). While neural MRC systems030

approach or even surpass human performance on031

benchmark datasets (Devlin et al., 2019; Lan et al.,032

2020; He et al., 2021), it remains uncertain whether033

they can indeed solve the MRC task (Schlegel et al.,034

2020; Wu et al., 2021b; Sugawara et al., 2022; Shin-035

oda et al., 2023). In particular, recent studies have036

shown that instead of performing consistently well,037

contemporary models are brittle under various test-038

time perturbations (Ribeiro et al., 2020; Si et al.,039

2021; Wu et al., 2021a; Schlegel et al., 2021; Yan040

et al., 2022). This raises the question of the suitabil-041

Question: How much did Edison offer Tesla to
redesign a motor and generators?
Original Context: [. . . ] In 1885, he said that
he could redesign Edison’s inefficient motor
and generators, making an improvement in both
service and economy. According to Tesla,
Edison remarked, "There’s fifty thousand
dollars in it for you—if you can do it." [. . . ]
Prediction: fifty thousand dollars
Paraphrased Context: [. . . ] In 1885 he said
that he could redesign Edison’s inefficient
motors and generators, making progress in both
the ministry and the economy. According to
Tesla, Edison commented, "There’s fifty
thousand dollars in it for you if you can do it.
[. . . ]
Prediction: US$10 a week
Prediction by a human: fifty thousand dollars

Figure 1: A perturbed test example in which Indonesian
was used to back-translate (i.e., paraphrase) the context.
The RoBERTa-large model originally provides the cor-
rect answer, but is confused by the paraphrased context.

ity of existing gold standard datasets to establish a 042

model’s robustness and the need to improve the re- 043

liability of these MRC systems (Wang et al., 2022). 044

Paraphrase understanding plays a role in mea- 045

suring the robustness and generalisation ability of 046

MRC models. Intuitively, a trustworthy MRC sys- 047

tem should demonstrate robust generalisation on 048

paraphrased contexts and/or questions, i.e., those 049

that convey the same semantic meaning using dif- 050

ferent surface forms. Previous studies have at- 051

tempted to paraphrase the questions (Gan and Ng, 052

2019) and strategically modify portions of the read- 053

ing passage, e.g., paraphrase only the answer sen- 054

tence using the back-translation (Lai et al., 2021) or 055

generate paraphrases that exclude the top five im- 056

portant words in the context (Wu et al., 2021a). By 057

assessing model performance on the paraphrased 058
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test sets, they concluded that MRC models might059

be vulnerable to paraphrasing-oriented attacks.060

The reading comprehension task assesses a061

model’s real understanding of a given context, i.e.,062

a passage. Though the findings in the work of Lai063

et al. (2021) and Wu et al. (2021a) provide insights064

into the weaknesses of MRC datasets to benchmark065

partial-context paraphrasing understanding, their066

designed strategic paraphrasing approach may hin-067

der the generated perturbed examples from accu-068

rately simulating real-world text disruptions, which069

can pervade any part of a passage, not just spe-070

cific words or answer sentences. Furthermore, it is071

not clear whether the modifications introduced as072

part of the perturbations changed the meaning of073

the original context. Therefore, to precisely reveal074

the capability of existing gold standard datasets075

to benchmark paraphrase understanding, we argue076

that it is crucial to examine the robustness of MRC077

systems to paraphrasing the whole context as well.078

In this paper, our aim is to evaluate how well079

current reading comprehension systems generalise080

to a modified benchmark in which all contexts081

were paraphrased while preserving the same mean-082

ing and thus keeping the same gold standard an-083

swer. Different from prior robustness assessment084

research (Gan and Ng, 2019; Wu et al., 2021a;085

Yan et al., 2022), we design a pipeline to gener-086

ate and identify perturbations of MRC examples087

that demonstrate the lack of robustness of MRC088

systems to context paraphrasing (see Figure 1 for089

an example). This proposed evaluation framework090

leads to the construction of a paraphrased test set091

drawn from the original SQuAD 1.1 benchmark092

(Rajpurkar et al., 2016). Results of our experiments093

show that the performance of six state-of-the-art094

MRC models on our created dataset is substan-095

tially lower, indicating that the SQuAD 1.1 might096

insufficiently benchmark context paraphrasing un-097

derstanding. We also present the unsatisfactory098

performance of a GPT-3.5 model when subjected099

to the context paraphrasing perturbation. These100

suggest that there is a need to create gold standard101

datasets in which context paraphrasing challenges102

are sufficiently represented.103

2 Experiment Setup104

MRC Dataset. In this paper, we investigated an105

extractive English MRC dataset SQuAD 1.1 (Ra-106

jpurkar et al., 2016) (License: CC-BY 4.0) due to107

its simplicity and the fact that it is the dataset on108

which current MRC models have already achieved 109

superhuman performance, hence allowing us to 110

focus on analysing the robustness of models to con- 111

text paraphrasing. The statistics for the dataset are 112

reported in Appendix A. 113

Models. We chose the following models for the 114

task of machine translation and reading compre- 115

hension, respectively. 116

Machine translation: We used the neural trans- 117

lation models provided by OPUS-MT (Tiedemann 118

and Thottingal, 2020) which are based on the popu- 119

lar Marian-Neural Machine Translation framework 120

(Junczys-Dowmunt et al., 2018) pre-trained on the 121

OPUS (Tiedemann, 2012) multilingual corpus. 122

Reading comprehension: We selected the 123

RoBERTa-large model (Liu et al., 2019) to gen- 124

erate the paraphrased test set mainly due to its im- 125

pressive performance (93.1% F1) on the original 126

development set of SQuAD 1.1 (Rajpurkar et al., 127

2016). In the final evaluation stage, we used multi- 128

ple strong MRC models including BERT (Devlin 129

et al., 2019), DistilBERT (Sanh et al., 2019), AL- 130

BERT (Lan et al., 2020), SpanBERT (Joshi et al., 131

2020) and DeBERTa (He et al., 2021), to compre- 132

hensively demonstrate the challenge posed by our 133

created dataset. We fine-tuned these pre-trained 134

language models on the training set of SQuAD 1.1 135

(Rajpurkar et al., 2016) and evaluated them on each 136

of the original and perturbed test sets by making use 137

of HuggingFace’s Transformers library (Wolf et al., 138

2020). Model details and the hyperparameters used 139

in model fine-tuning are shown in Appendix B. 140

3 Context Paraphrasing-Oriented 141

Challenge Set Generation 142

In this section, we describe our methodology 143

for generating a semantics-preserving context- 144

paraphrased dataset. Four steps are involved in 145

the perturbation pipeline, which are detailed below. 146

3.1 Automatic Context Paraphrasing 147

We explored paraphrasing the reading passages in 148

the development set of an MRC dataset using a 149

back-translation approach, by which each sentence 150

in the context is translated from a source language 151

(English) to a pivot language and then back to the 152

source language. We identified a total of twelve lan- 153

guages across five language families as the pivot 154

language, informed by their number of speakers 155

(Eberhard et al., 2022) and the performance of their 156

associated pre-trained neural translation models 157

2



Language Performance
(EM/F1)

Original Paraphrased

Chinese 91.07/94.38 80.60/86.05−8.83

Hindi 92.50/95.29 70.89/76.11−20.13

Spanish 89.80/93.99 87.75/92.51−1.57

French 90.26/94.24 87.20/92.02−2.36

Russian 90.69/94.38 85.29/90.27−4.35

German 89.95/94.22 87.51/92.29−2.05

Italian 90.07/94.13 86.85/91.99−2.27

Dutch 89.43/93.98 86.98/92.08−2.02

Swedish 89.70/94.04 87.26/92.16−2.0

Indonesian 91.07/94.53 84.39/89.54−5.28

Vietnamese 91.73/95.06 77.14/82.89−12.8

Finnish 91.20/94.62 85.15/90.22−4.65

Table 1: The performance (%) of RoBERTa-large (Liu
et al., 2019) on the original and paraphrased test sets
generated using 12 pivot languages across five language
families. Values in smaller font are changes in F1 (%)
relative to the original performance of the model.

(Tiedemann and Thottingal, 2020). After obtaining158

the paraphrases, we kept only those where all anno-159

tated answers can still be found in the paraphrased160

context. The original contexts of those paraphrases161

were then extracted from the development set, to162

keep it aligned with the modified test set and the163

performance comparable.164

3.2 Preliminary Evaluation165

As presented in Section 3.1, we generated per-166

turbed test subsets (one for each of the 12 pivot167

languages) in which contexts were paraphrased168

using back-translation, and their corresponding169

original versions. Then, we examined the perfor-170

mance of a strong MRC model, RoBERTa-large171

(Liu et al., 2019), on these datasets, as demon-172

strated in Table 1. It can be seen from Table 1 that173

paraphrasing the contexts using different pivot lan-174

guages caused various degrees of degradation in175

terms of the performance of the RoBERTa-large176

model. Nonetheless, we cannot simply conclude177

that this indicates the vulnerability of MRC models178

to the context paraphrasing attack as it is unclear179

whether these context paragraphs were indeed para-180

phrased, i.e., remain semantically equivalent while181

lexical/syntactic features were changed. Therefore,182

we manually verified the validity of the perturbed183

MRC instances in the next step. 184

3.3 Human Evaluation 185

With the aim of studying the lack of robustness of 186

MRC models to context paraphrasing, from each 187

generated perturbed test set, we identified MRC 188

examples on which the RoBERTa-large model (Liu 189

et al., 2019) predicts a wrong answer span whereas 190

it provides the correct answer given the original 191

passage. Afterwards, we randomly sampled 10% 192

examples from each filtered perturbed test set; this 193

resulted in a total of 247 candidate examples, based 194

on which human performance was assessed. A can- 195

didate perturbed MRC example has the ability to 196

demonstrate the vulnerability of a model to context 197

paraphrasing, if the model makes a wrong predic- 198

tion on the paraphrased context paragraph, but a 199

human can answer the question correctly. We refer 200

to such candidates as suitable examples. Out of 201

247 examples, we identified 53 as suitable. The 202

identification process is detailed in Appendix C. 203

Further, we measured the language contribution of 204

suitable examples within the annotated dataset, as 205

shown in Appendix D. 206

3.4 Paraphrased Test Set Generation 207

While human evaluation enables us to identify suit- 208

able paraphrased MRC instances precisely, it re- 209

quires significant human annotation effort. Hence, 210

we explored the viability of two different ap- 211

proaches to automatically determine whether a per- 212

turbed MRC example is suitable: one based on 213

Machine Learning (ML) techniques and the other 214

employing a Generative Pre-trained Transformer 215

(GPT) (Brown et al., 2020) series model. The 216

process and outcomes derived from experimenting 217

with these two methods are detailed in Appendix E 218

and Appendix F. The best-performing model, GPT- 219

3.5-turbo under zero-shot scenario (0.69 precision 220

in predicting suitable example), was then applied 221

on the filtered perturbed instances generated using 222

Finnish, Spanish, Vietnamese, Italian and Swedish, 223

182 of which were classified as suitable (from 150 224

original contexts). For multiple paraphrased con- 225

texts that correspond to the same original passage, 226

we only kept the perturbed one with the most ques- 227

tions preserved, or in case of a tie, the one with 228

the lowest average question–context lexical over- 229

lap (Shinoda et al., 2021). Our final paraphrased 230

test set contains 150 contexts and 158 questions in 231

total. For the purposes of comparison, we also cre- 232

ated an Original version of the test set keeping only 233
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Model Original Paraphrased
(EM/F1) (EM/F1)

RoBERTa-large 100/100 0/14.93−85.07

DistilBERT-base 67.72/75.3 23.42/35.33−53.08

BERT-large 77.22/82.73 30.38/39.61−52.12

SpanBERT-large 79.75/85.27 31.01/42.97−49.61

ALBERT-xxlarge-v1 88.61/93.16 41.14/49.29−47.09

DeBERTa-large 89.87/94.46 42.41/51.81−45.15

Table 2: The performance (%) of the fine-tuned MRC
models on the original and the paraphrased test set.

the original passages and questions corresponding234

to those that were included in the Paraphrased ver-235

sion.236

4 Results and Discussion237

4.1 Evaluation238

We assessed the performance of six state-of-the-239

art MRC models on the newly created challenge240

set, as shown in Table 2. The table shows that241

all the evaluated neural language models demon-242

strated poor generalisation to our generated test243

set. RoBERTa-large suffered the largest perfor-244

mance drop of 85.07%—this is within our expec-245

tation since its errors were used to identify suit-246

able examples. For the other five model architec-247

tures, the relative changes were smaller than that of248

RoBERTa-large, but still very noticeable with over249

45% performance decrease. This demonstrates250

the poor capability of these reading comprehen-251

sion systems to properly deal with the paraphrased252

contexts. Apart from RoBERTa-large, the perfor-253

mance of all five MRC models remained consistent254

across both original and paraphrased test set, with255

DeBERTa-large achieving the highest EM and F1256

score, followed by ALBERT, SpanBERT, BERT257

and DistilBERT. We also found that the consis-258

tency in model performance rankings might apply259

to their robustness to context paraphrasing, with the260

DistilBERT-base model demonstrating the greatest261

F1 decrease (53.08) and the DeBERTa-large ex-262

hibiting the smallest performance decline (45.15).263

4.2 Error Analysis264

To explore the source of model inaccuracies in para-265

phrased contexts, we evaluated the frequency with266

which each model’s erroneous answer span was lo-267

cated within the rephrased sentence containing the268

correct span. The results and analysis are presented269

in Appendix G. Then, we manually checked 50 per-270

turbed examples on which the examined MRC mod- 271

els failed and identified three potential sources of 272

model errors. We observed that the paraphrasing of 273

keywords in the sentence that is required to answer 274

the question, along with some other lexical changes, 275

might lead models to provide an incorrect answer 276

(Figure 10). Moreover, another source of errors 277

might be the change in the answer sentence struc- 278

ture (see Figure 11 as an example). Paraphrasing 279

other contextual sentences could also inadvertently 280

mislead MRC models into providing incorrect re- 281

sponses, particularly when such paraphrases result 282

in keyword overlap with the question (Figure 12). 283

Indeed, this highlights the necessity of studying 284

full-context paraphrasing perturbation, instead of 285

concentrating exclusively on the answer sentence. 286

Our findings suggest that these high-performing 287

systems might mostly rely on certain words match- 288

ing between the question and the context to gener- 289

ate the answer, rather than truly understanding the 290

passage. However, we also observed in a small pro- 291

portion of examples that a mismatch between the 292

answer provided by a model and the gold standard 293

answer, does not necessarily mean that the model’s 294

answer is erroneous: in some cases, the semantic 295

meaning of the paraphrased context has changed 296

or the model’s answer is arguably correct. This 297

indicates that this work might be underestimating 298

the robustness of the investigated models. 299

4.3 Robustness Improvement 300

We explored using a training data augmentation 301

approach to improve the robustness of the MRC 302

models to context paraphrasing. More details are 303

shown in Appendix I. 304

5 Conclusion 305

In this paper, we reveal the weaknesses of con- 306

temporary transformer-based reading comprehen- 307

sion systems to context paraphrasing. With the 308

proposed perturbation framework, we generated 309

a paraphrased challenge set, to which six high- 310

performing MRC models generalise poorly. This 311

informs us that to equip models with context para- 312

phrasing understanding ability, there is a need to 313

create benchmarks in which this reasoning chal- 314

lenge is precisely represented. Future work will 315

include the design of better techniques to remove 316

the noise existing in the challenge set and the opti- 317

mise of the perturbation pipeline so that it can be 318

generalisable to more challenging datasets. 319
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Limitations320

In this work, our annotated gold dataset might321

contain potentially debatable instances of suitable322

MRC examples. To address this concern, there is a323

pressing need for the establishment of theoretical324

foundations which clearly define human answer-325

able under the context-paraphrasing oriented per-326

turbations and other types of perturbations. Build-327

ing upon this, research efforts are needed to eval-328

uate and enhance the precision of automatic ap-329

proaches for identifying suitable examples, en-330

abling precise assessment of models robustness331

against test-time perturbations. Further, there is po-332

tential to design better document-level paraphras-333

ing methods and expand this study to include other334

sophisticated MRC datasets and diverse NLU tasks.335
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Training Development

Context 18,896 2,067
Question 87,599 10,570

Table 3: Number of contexts and questions in the
SQuAD 1.1 training and development sets (Rajpurkar
et al., 2016).

utilised 2 16GB Nvidia v100 GPUs to fine-tune539

and evaluate each model.540

Modelparameters(M) d b lr ep

RoBERTa-large(355) 384 16 3e-5 2.0

DistilBERT-base(65) 384 8 3e-5 3.0
BERT-large(340) 384 8 3e-5 2.0

SpanBERT-large(340) 512 4 2e-5 4.0
ALBERT-xxlarge-v1(223) 384 4 3e-5 2.0

DeBERTa-large(350) 384 4 3e-6 3.0

Table 4: The hyperparameters used to fine-tune each
pre-trained MRC model (with its number of parameters).
d is the size of the token sequence fed into the model, b
is the training batch size, lr is the learning rate, and ep
is the number of training epochs. We used stride = 128
for documents longer than d tokens.

C Human Annotation541

This Appendix details the process of manually iden-542

tifying the perturbed MRC examples that are suit-543

able for context paraphrasing oriented robustness544

assessment. A total of three human annotators were545

involved in this task, including the first author of546

this paper. Prior to starting the annotation task, we547

asked all annotators to check a few examples and548

report the average time they spent for annotating549

each example. Based on this, we paid the annota-550

tors for their work by offering them coupons with a551

value of 20 pence for each example they annotate.552

For the randomly sampled 247 candidate in-553

stances, we first asked two annotators to answer554

each question based on the corresponding para-555

phrased context, respectively. The annotators were556

required to select the shortest continuous span in557

the paraphrased context that answered the question558

only if they are confident that the paraphrased con-559

text still makes it possible to answer the associated560

question and were allowed to leave the answer as561

blank if the question is not answerable anymore.562

Full text of instruction given to the annotators can563

be seen in Figure 2. Afterwards, for each exam- 564

ple, we measured the correctness of the answer 565

span provided by each annotator through compar- 566

ing it with the ground truth answers, respectively1, 567

and labelled the example as suitable or unsuitable 568

based on the criteria described in Section 3.3. We 569

then measured the inter-annotator agreement by 570

computing the Cohen’s kappa coefficient (Cohen, 571

1960), which is around 0.48. This might indicate 572

that there exists moderate discrepancies between 573

the two annotators concerning the answerability 574

of the questions predicated on the contexts that 575

have been paraphrased. Finally, we presented the 576

examples on which the two annotators share a dis- 577

agreement to the third annotator and provided them 578

the label that agreed by the majority of annotators. 579

This yielded a total of 66 suitable examples. From 580

the identified 66 examples, we further manually 581

eliminated 13 wherein the prediction of RoBERTa- 582

large (Liu et al., 2019) could be reasonably deemed 583

accurate, thus rendering them unsuitable for the 584

robustness assessment (see Figure 4 as an exam- 585

ple). Our final annotated dataset contains 53 (out 586

of 247) suitable examples. In an effort to curtail 587

potential bias, all annotators were solely provided 588

with the paraphrased context and the corresponding 589

question for their examination. 590

D Language Contribution to Suitable 591

Examples 592

Figure 5 visualises in our annotated dataset, the 593

percentage of suitable MRC examples within the 594

candidate instances generated by using each pivot 595

language, respectively. 596

E Automated Identification of Suitable 597

MRC Instances 598

To circumvent the substantial effort required for 599

manual annotation, we attempted to automatically 600

classify whether a perturbed reading comprehen- 601

sion example is qualified to demonstrate the lack 602

of robustness of MRC models to context paraphras- 603

ing. In the following, we elaborate on the two 604

approaches undertaken and present the empirical 605

results derived from these experiments. 606

1To conduct a precise analysis, we manually checked all
examples with the answer span given by the annotator(s) does
not exact match any of the ground truth answers and decided
the correctness of the answer by taking into account the corre-
sponding context and the question as well. Figure 3 demon-
strates one such example.
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Thanks for contributing to this project! Your task is to read each given context and answer a question
about it. We will compare the answer you provide with the ground truth answers to determine the
human answerability of the question, and then screen out the examples that are suitable for the
robustness assessment of reading comprehension systems. When you are answering the questions:
(1) If you meet a question that you truly think you can answer it based on the given context, then select
the shortest continuous span in the context as the answer.
(2) If you meet a question that is completely unanswerable, leave the answer as blank.

Figure 2: Instructions for the annotation task.

Context: Agriculture is the second largest contributor to Kenya’s gross domestic product (GDP), after
the service sector. In 2005 agriculture, including forestry and fishing, accounted for 24% of GDP, as
well as for 18% of wage employment and 50% of revenue from exports. The principal cash crops are
tea, horticultural produce, and coffee. Horticultural produce and tea are the main growth sectors and
the two most valuable of all of Kenya’s exports. The production of major food staples such as corn is
subject to sharp weather-related fluctuations. Production downturns periodically necessitate food
aid—for example, in 2004 aid for 1.8 million people because of one of Kenya’s intermittent
droughts.[citation needed]
Paraphrased Context: Agriculture is Kenya’s second largest contributor to GDP, after the service
sector. In 2005, agriculture, including forestry and fisheries, accounted for 24 per cent of GDP, 18 per
cent of wage employment and 50 per cent of export earnings. The main cash crops are tea,
horticultural products and coffee. horticultural products and tea are the main growth sectors. The
production of staple foods, such as maize, is affected by severe weather-related fluctuations. The
decline in production requires food aid on a regular basis — in 2004, for example, 1.8 million people
as a result of one of the intermittent droughts in Kenya.
Question: What can cause fluctuations in the production of corn?
Ground Truth Answers:
weather-related fluctuations, weather-related, weather
Prediction Under Context Paraphrasing:
Human Annotator 1: severe weather
Human Annotator 2: severe weather-related

Figure 3: An instance requiring human effort for the validation of answer accuracy. Both answer spans provided by
the two annotators are considered correct, despite yielding an EM score of 0.

ML-based Approach: We trained and evaluated607

multiple classifiers on our 247 annotated exam-608

ples with 129 input features that were calculated by609

TAACO (Crossley et al., 2019), a tool that measures610

various linguistic features of the passage such as611

lexical density and adjacent sentence overlap. The612

designed classification pipeline involves data stan-613

dardisation, features selection and random oversam-614

pling. Hyperparameter tuning was carried out to615

determine the optimal configuration. The obtained616

best-performing model, Random Forest (with 40617

selected features), only achieved 0.39 precision618

in predicting suitable example, which implies that619

those extracted features might not sufficient to rep-620

resent this challenging task. Therefore, we shifted621

our attention to the GPT series models, given their622

exceptional efficacy in transforming many tasks623

into generative tasks. 624

GPT Series Models: Compared to traditional 625

ML methods, GPT series models offer the advan- 626

tage of not requiring the construction of linguistic 627

features, thereby simplifying the approach to auto- 628

matically classify suitable MRC examples. Draw- 629

ing upon the human annotation process described 630

in Appendix C, we first manually constructed the 631

zero-shot prompt encompassing the paraphrased 632

context, question, ground truth answers, the an- 633

swer span given by the RoBERTa-large (Liu et al., 634

2019), and tasked the model to generate binary 635

output (0 or 1) to indicate whether an example is 636

suitable for robustness assessment, adhering to a 637

predefined set of decision rules. We also experi- 638

mented with the few-shot prompt by adding three 639
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Context: Kenya (/knj/; locally [ka] ( listen)), officially the Republic of Kenya, is a country in Africa
and a founding member of the East African Community (EAC). Its capital and largest city is Nairobi.
Kenya’s territory lies on the equator and overlies the East African Rift covering a diverse and expansive
terrain that extends roughly from Lake Victoria to Lake Turkana (formerly called Lake Rudolf) and
further south-east to the Indian Ocean. It is bordered by Tanzania to the south, Uganda to the west,
South Sudan to the north-west, Ethiopia to the north and Somalia to the north-east. Kenya covers
581,309 km2 (224,445 sq mi), and had a population of approximately 45 million people in July 2014.
Paraphrased Context: Kenya (Kenya: "Kenya") is a country in Africa and one of the founding
members of the East African Community (EAC). The capital and largest city is Nairobi. The area of
Kenya lies on the equator and survives the East African Rift which covers a diverse and vast area that
stretches roughly from Lake Victoria to Lake Turkana (formerly Lake Rudolf) and further
south-eastern to the Indian Ocean. It borders Tanzania to the south, Uganda to the west, South Sudan
to the northwest, Ethiopia to the north and Somalia to the northeast. ==Geography==Kenya has a
population of 581.309 km2 and a population of 45 million in July 2014.
Question: Where is Kenya located?
Ground Truth Answers:
Africa, in Africa
RoBERTa-large’s Prediction Under Context Paraphrasing: on the equator

Figure 4: A perturbed example that is not suitable for the robustness assessment since the answer span offered by
the RoBERTa-large model is reasonably accurate, albeit not an exact match for any of the ground truth answers.

Figure 5: Percentage of suitable MRC examples iden-
tified from each candidate perturbed test set generated
using the 12 pivot languages.

randomly selected in-context exemplars of input-640

label pairs (demonstrations) (Brown et al., 2020)641

in the zero-shot prompt. Under both zero-shot and642

few-shot scenarios, we further investigated the use643

of the Chain-of-Thought (CoT) (Wei et al., 2022)644

by adding “let’s think step by step” and CoT demon-645

strations in the corresponding prompt, respectively.646

The templates for the four prompting strategies are647

shown in Figure 6. We conducted the experiments648

using the API of the GPT-3.5-turbo model. In order649

to mitigate the influence of prior dialogues, each650

request was sent individually to procure the corre-651

sponding response. When processing the responses, 652

especially under the zero-shot CoT and few-shot 653

CoT scenarios, we only consider an example as 654

suitable if its response includes a solid explanation 655

and judgement. Labels generated by the model 656

under the four distinct test configurations were sub- 657

sequently compared with the gold standard labels 658

annotated by human evaluators, respectively. The 659

results are shown in Table 5. 660

Prompting Method Precision

Zero-shot 0.41
Zero-shot CoT 0.23

Few-shot 0.26
Few-shot CoT 0.28

Table 5: Precision of the GPT-3.5-turbo model in pre-
dicting suitable examples using four different prompting
methods.

It can be seen from Table 5 that on the preci- 661

sion of predicting suitable MRC example, prompt- 662

ing under the zero-shot scenario provides the best 663

result, which is 0.41. Surprisingly, the incorpo- 664

ration of demonstrations and the adoption of the 665

CoT prompting considerably attenuate model per- 666

formance, a finding that deviates from existing 667

literature asserting enhancements in performance 668

across many NLU tasks with the inclusion of in- 669
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context demonstrations (Brown et al., 2020) and670

the CoT method (Wei et al., 2022). The observed671

unsatisfactory performance could potentially be672

attributed to two factors: (1) The ambiguity in-673

herent to the task of automated identification of674

suitable MRC example, as viewed from the dataset675

annotation perspective. As indicated in Appendix676

C, a moderate level of disagreement was even ob-677

served between two human annotators in determin-678

ing whether a question is indeed answerable based679

on the paraphrased context, with an inter-annotator680

agreement score of 0.48. This suggests that our681

annotated set of 247 examples might contain con-682

tentious cases, thereby rendering the task notably683

challenging for the model. (2) From the model’s684

perspective, we investigated potential reasons for685

performance degradation following the adoption686

of in-context examples and CoT by manually scru-687

tinizing some responses under these testing con-688

ditions. Our findings reveal that despite guidance689

from demonstrations and CoT, the model frequently690

produces reasoning that contradicts the predicted691

label or even generates hallucinations. For instance,692

under the zero-shot CoT scenario, model produces693

response like “This example is suitable for robust-694

ness assessment. The ground truth answers (GTAs)695

and RoBERTa’s answer A are different, indicating696

that there is potential for the model to make mis-697

takes. Therefore, it is important to test the model’s698

robustness by presenting it with similar but slightly699

different contexts and questions to ensure that it can700

generalize well and provide accurate answers.”,701

which even not relevant to the task. While we ac-702

knowledge that there exists scope to improve the703

prompts used in this work, it remains evident that704

the GPT-3.5-turbo model, despite its significant ac-705

complishments in some NLU tasks, still falls short706

of attaining human-level language comprehension.707

Though the obtained best model, i.e., GPT-3.5-708

turbo model under the zero-shot scenario, is not709

satisfactory, we attempted to measure its precision710

in predicting suitable example from the candidate711

perturbed instances generated by using each pivot712

language, respectively, as shown in Table 6. From713

Table 6, we can see that in classifying perturbed714

examples paraphrased using Finnish, the model715

exhibits flawless performance, achieving a preci-716

sion score of 1.0. In contrast, for other languages,717

such as Russian, Chinese and Indonesian, the pre-718

cision score is notably low or even zero. Therefore,719

to generate our paraphrased challenge set, we re-720

stricted the model’s application to candidate per- 721

turbed examples produced using Finnish, Spanish, 722

Vietnamese, Italian and Swedish (with precision 723

greater than 0.5), which yielded a final precision 724

score of 0.69, while excluding other languages. 725

Pivot Language(s) Precision

Finnish 1.0
Spanish 0.8

Vietnamese 0.67
Italian, Swedish 0.5

German 0.33
Dutch, Russian 0.25

Chinese 0.16
Hindi, Indonesian, French 0

Table 6: Precision of the GPT-3.5-turbo model in pre-
dicting suitable example from the candidate perturbed
instances generated using each of the 12 pivot lan-
guages.

F GPT-3.5: Analysis and Failure Cases 726

The zero-shot prompt, as designed in Appendix E, 727

directly solicits a binary response from the GPT- 728

3.5-turbo model concerning the suitability of a per- 729

turbed example for robustness assessment. To vali- 730

date the stability of the obtained performance (0.41 731

precision) and also analyse the robustness of the 732

GPT-3.5-turbo model to context paraphrasing, we 733

conducted further experiment by directly asking 734

the model to extract the shortest span as the answer 735

given the paraphrased context and the question. We 736

utilized the prompt based on both instruction and 737

opinion (Zhou et al., 2023) to improve the faithful- 738

ness of the model to the paraphrased context when 739

formulating responses, thereby precluding the use 740

of its parametric knowledge to a great extent. Addi- 741

tionally, an “I do not know” option was allowed to 742

encourage the model to abstain from providing the 743

answer if the paraphrased context does not make it 744

possible to answer the question anymore. Figure 7 745

demonstrates the used prompt template. 746

Afterwards, we compared the responses from the 747

GPT-3.5-turbo model with the annotated dataset 748

version containing 66 suitable examples (see Ap- 749

pendix C), as our provided prompt does not require 750

the model to consider the correctness of the pre- 751

diction made by the RoBERTa-large. Experimen- 752

tal results revealed that the GPT-3.5-turbo model 753

maintained a consistent 0.41 precision score in pre- 754
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dicting suitable MRC example, thereby suggesting755

its stability on this task to some extent. Figure756

8 and Figure 9 demonstrate a failure case of the757

GPT-3.5-turbo model on the suitable example clas-758

sification, respectively. In Figure 8, the model is759

still able to extract the correct answer span from760

the paraphrased context, though both human anno-761

tators deem that the question is not answerable. On762

the contrary, as can be seen from Figure 9, while763

human annotators can get the answer correct, the764

model abstains from answering the question and765

generates “I do not know”. These findings indicate766

that the GPT-3.5-turbo model is still substantially767

distant from achieving human-level NLU capabil-768

ity.769

G Error Analysis770

Table 7 presents for the examined models, the fre-771

quency of erroneous answer spans within the an-772

swer sentence, i.e., the sentence in the paraphrased773

context that contains the correct answer span. We774

can see from Table 7 that over 55% of the time, all775

investigated models extract the erroneous answer776

span from the answer sentence, indicating that the777

answer sentence rephrasing might mislead the mod-778

els, a conclusion corroborated by prior research779

(Lai et al., 2021). However, the models also incor-780

rectly generate the answer span outside the answer781

sentence at least 37.2% of the time, suggesting the782

potential contribution of perturbations in other con-783

textual components to model errors. Unraveling784

the sources of these errors amidst full-context para-785

phrasing perturbations remains an intricate problem786

warranting further investigation.787

Model Frequency (%)

RoBERTa-large 62.7
DistilBERT-base 61

BERT-large 55.1
SpanBERT-large 60.8

ALBERT-xxlarge-v1 62.8
DeBERTa-large 55.8

Table 7: Frequency of incorrect answer spans found
within the answer sentence for each examined model on
perturbed MRC examples.

H Suitable Examples Demonstration788

We present three perturbed examples from the con-789

structed challenge set on which the MRC mod-790

els demonstrated unsatisfactory generalisation, as 791

shown in Figure 10, Figure 11 and Figure 12, re- 792

spectively. 793

I Robustness Improvement Using 794

Training Data Augmentation 795

An intuitive strategy to enhance the models’ ro- 796

bustness to context paraphrasing involves exposing 797

them to suitable examples. To this end, we selected 798

2694 MRC contexts (comprising 12723 questions) 799

from the SQuAD 1.1 original training set (Ra- 800

jpurkar et al., 2016) and paraphrased them using 801

Finnish2. We then curated the perturbed examples 802

where the answer span still contained within the 803

corresponding paraphrased context, yielding 2459 804

paraphrased contexts across a total of 8075 ques- 805

tions. All investigated models were then re-trained 806

on the SQuAD 1.1 training set, augmented with 807

these perturbed instances. Table 8 shows their per- 808

formance on both the original and the paraphrased 809

test sets. 810

Model Original Paraphrased
(EM/F1) (EM/F1)

DistilBERT-base 67.72/75.46 26.58/37.68−50.01

BERT-large 77.22/83.15 31/40.56−51.22

SpanBERT-large 79.11/85.81 35.44/46.77−45.5

ALBERT-xxlarge-v1 86.71/91.99 37.34/48.1−47.71

DeBERTa-large 88.61/93.29 40.50/50.83−45.51

Table 8: The performance (%) of the fine-tuned MRC
models on the original and the paraphrased test set, after
re-training on the perturbed MRC examples.

Compared Table 8 with Table 2, we can see 811

that on the original test set, each retrained model 812

demonstrates almost the same performance as the 813

one trained on the original SQuAD 1.1 training 814

set (Rajpurkar et al., 2016), though the augmented 815

context-paraphrased set contains noises, i.e., those 816

are not suitable examples. Re-training only causes 817

1.25% and 1.23% F1 drop for the ALBERT-xxlarge- 818

v1 and the DeBERTa-large model, respectively, 819

while even slightly improves the performance of 820

the other three model architectures. On the para- 821

phrased test set, for all models expect the ALBERT- 822

xxlarge-v1 and the DeBERTa-large, re-training 823

with the additional perturbed examples improves 824

the performance and thus their robustness to con- 825

text paraphrasing. However, for the ALBERT- 826

2As can be seen from Figure 5, using Finnish to perform
back-translation/paraphrasing generates the most suitable ex-
amples.
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xxlarge-v1 and the DeBERTa-large model, expos-827

ing them to the paraphrased examples even results828

in a minor performance drop, instead of improv-829

ing their robustness to context paraphrasing. This830

might due to the negative examples included in the831

augmented training set, but also demonstrate the832

challenging nature of the whole-context paraphras-833

ing perturbation compared with e.g., the question834

paraphrasing (Gan and Ng, 2019). As data augmen-835

tation does not always lead to the enhancement of836

models robustness, there is a need to explore other837

approaches to effectively improve the capability838

of the models to defend the context paraphrasing839

attack.840
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Instructions: Given an example which contains a context, question, ground truth answers (GTAs) and
RoBERTa’s answer A, decide whether it is suitable for robustness assessment by choosing one of the
following options: ’0’: A is reasonably correct or A is wrong and you cannot correctly answer the
question purely relying on the context as well. ’1’: A is wrong but you can correctly answer the
question purely relying on the context.
zero-shot:
[Instructions] Generate either ’0’ or ’1’, do not include the explanation.
Context: [context] Question: [question] GTAs: [GTAs] A: A
zero-shot CoT:
[Instructions]
Context: [context] Question: [question] GTAs: [GTAs] A: A
Let’s think step by step and then generate the response ([0] or [1]):
few-shot:
[Instructions] Generate either ’0’ or ’1’, do not include the explanation.

Example:
Context: Model schools in Sudbury argue that popular authority can maintain order more effectively
than dictatorial authority for governments and schools. [. . . ]
Question: In addition to schools, where else is popularly based authority effective?
GTAs: [’governments’]
A: governments and schools. They also claim that, in these schools, the preservation of public order is
easier and more effective than anywhere else.
Response: 1

Example:
Context: [context]
Question: [question]
GTAs: [GTAs]
A: A
few-shot CoT:
[Instructions]

Example:
Context: Model schools in Sudbury argue that popular authority can maintain order more effectively
than dictatorial authority for governments and schools. [. . . ]
Question: In addition to schools, where else is popularly based authority effective?
GTAs: [’governments’]
A: governments and schools. They also claim that, in these schools, the preservation of public order is
easier and more effective than anywhere else.
Response: Firstly, compare RoBERTa’s answer A with GTAs. Since governments and schools. They
also claim that, in these schools, the preservation of public order is easier and more effective than
anywhere else. is wrong, then there is a need to thoroughly check the context and question. Since the
context provides sufficient information to enable us to get the answer correct, the response is 1.

Example:
Context: [context]
Question: [question]
GTAs: [GTAs]
A: A

Figure 6: Prompt templates provided to the GPT-3.5-turbo model. Due to space limitations, we only show one
in-context input-label pair in the few-shot and few-shot CoT template.
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Instruction: read the given information and
answer the corresponding question. The output
should only be the shortest continuous span
from the context and should not include any
explanation. Output "I do not know" if the
context makes it impossible to answer the
corresponding question.
Bob said, “context”
Q: question in Bob’s opinion based on the given
text?

Figure 7: An instruction-opinion based prompt template
(Zhou et al., 2023).
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Context: On December 28, 2015, ESPN Deportes announced that they had reached an agreement with
CBS and the NFL to be the exclusive Spanish-language broadcaster of the game, marking the third
dedicated Spanish-language broadcast of the Super Bowl. Unlike NBC and Fox, CBS does not have a
Spanish-language outlet of its own that could broadcast the game (though per league policy, a separate
Spanish play-by-play call was carried on CBS’s second audio program channel for over-the-air
viewers). The game was called by ESPN Deportes’ Monday Night Football commentary crew of
Alvaro Martin and Raul Allegre, and sideline reporter John Sutcliffe. ESPN Deportes broadcast
pre-game and post-game coverage, while Martin, Allegre, and Sutcliffe contributed English-language
reports for ESPN’s SportsCenter and Mike & Mike.
Paraphrased Context: On December 28, 2015, ESPN Deportes announced that they had reached an
agreement with CBS and NFL to be the exclusive Spanish-speaking broadcaster in the game, marking
the third dedicated Spanish-language broadcast of the Super Bowl. Unlike NBC and Fox, CBS does
not have a Spanish language outlet of its own that could broadcast the game (although per league
policy, a separate Spanish play-by-play call was carried on CBS’s second audio program channel for
over-air viewers). The game was called by ESPN Deportes’ Monday Night Football comment crew
Alvaro Martin and Raul Allegre, and side EPOR John Sutcliffe. ESPN Deportes broadcasts pre-game
and post-game coverage, while Martin, Allegre, and Sutcliffe contributed English-speaking reports for
ESPN SportsCenter and Mike & Mike.
Question: Who was the ESPN Deportes sideline commentator for Super Bowl 50?
Prediction Under Context Paraphrasing:
Human Annotators: Unanswerable
GPT-3.5-turbo: John Sutcliffe

Figure 8: Demonstration of a failure case of the GPT-3.5-turbo model in predicting suitable example. While both
human annotators deem that the question is not answerable over the paraphrased context, the model still provides
the correct answer span.
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Context: Sudbury model democratic schools claim that popularly based authority can maintain order
more effectively than dictatorial authority for governments and schools alike. They also claim that in
these schools the preservation of public order is easier and more efficient than anywhere else.
Primarily because rules and regulations are made by the community as a whole, thence the school
atmosphere is one of persuasion and negotiation, rather than confrontation since there is no one to
confront. Sudbury model democratic schools’ proponents argue that a school that has good, clear laws,
fairly and democratically passed by the entire school community, and a good judicial system for
enforcing these laws, is a school in which community discipline prevails, and in which an increasingly
sophisticated concept of law and order develops, against other schools today, where rules are arbitrary,
authority is absolute, punishment is capricious, and due process of law is unknown.
Paraphrased Context: Model schools in Sudbury argue that popular authority can maintain order
more effectively than dictatorial authority for governments and schools. They also claim that, in these
schools, the preservation of public order is easier and more effective than anywhere else. First of all
because the rules and regulations are established by the community as a whole, hence the school
atmosphere is persuasion and negotiation, rather than confrontation since there is no one to confront.
Supporters of Sudbury’s model democratic schools argue that a school that has good, clear, fair and
democratic laws adopted by the entire school community, and a good judicial system for the
enforcement of these laws, is a school in which community discipline prevails, and in which an
increasingly sophisticated concept of law and order develops, against other schools today, where rules
are arbitrary, authority is absolute, punishment is capricious and due process is unknown.
Question: In addition to schools, where else is popularly based authority effective?
Prediction Under Context Paraphrasing:
Human Annotators: governments
GPT-3.5-turbo: I do not know

Figure 9: Illustration of the robustness deficiency of the GPT-3.5-turbo model to context paraphrasing. The model
was unable to generate the correct answer span, despite both human annotators supplying the accurate response.

Paragraph: The Panthers used the San Jose State practice facility and stayed at the San Jose Marriott.
The Broncos practiced at Stanford University and stayed at the Santa Clara Marriott.
Paraphrased Paragraph: Panthers use the San Jose State practice facility and remain in San Jose
Marriott. Broncos trained at Stanford University and stayed at Santa Clara Marriott.
Question: Where did the Broncos practice for the Super Bowl?
Original Prediction:
Stanford University
Prediction Under Context Paraphrasing: Santa Clara Marriott

Figure 10: An example of RoBERTa-large, DistilBERT-base and SpanBERT-large fail to get the answer correct
under the context paraphrasing perturbation.
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Paragraph: Throughout the 18th century, Enlightenment ideas of the power of reason and free will
became widespread among Congregationalist ministers, putting those ministers and their
congregations in tension with more traditionalist, Calvinist parties.:1–4 When the Hollis Professor of
Divinity David Tappan died in 1803 and the president of Harvard Joseph Willard died a year later, in
1804, a struggle broke out over their replacements. Henry Ware was elected to the chair in 1805, and
the liberal Samuel Webber was appointed to the presidency of Harvard two years later, which signaled
the changing of the tide from the dominance of traditional ideas at Harvard to the dominance of liberal,
Arminian ideas (defined by traditionalists as Unitarian ideas).:4–5:24
Paraphrased Paragraph: During the 18th century, the congregation ministers spread ideas about the
power of reason and free will and put these ministers and their communities in tension with traditional
Calvinist parties.:1.4 When the Hollis professor of divinity David Tappan died in 1803, the President
of Harvard Joseph Willard died a year later, a battle broke out in 1804 for their successors. Henry Ware
was elected president in 1805, and the liberal Samuel Webber was appointed president of the Harvard
presidency two years later, which changed the tide of dominance of traditional ideas at Harvard to the
dominance of liberal, Arminian ideas (defined by traditionalists as unitary ideas).:4
Question: In what year did Harvard President Joseph Willard die?
Original Prediction:
1804
Prediction Under Context Paraphrasing: 1803

Figure 11: Illustration of the brittleness of MRC systems when dealing with a syntactic form changed context.
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Paragraph: The concept of legal certainty is recognised one of the general principles of European
Union law by the European Court of Justice since the 1960s. It is an important general principle of
international law and public law, which predates European Union law. As a general principle in
European Union law it means that the law must be certain, in that it is clear and precise, and its legal
implications foreseeable, specially when applied to financial obligations. The adoption of laws which
will have legal effect in the European Union must have a proper legal basis. Legislation in member
states which implements European Union law must be worded so that it is clearly understandable by
those who are subject to the law. In European Union law the general principle of legal certainty
prohibits Ex post facto laws, i.e. laws should not take effect before they are published. The doctrine of
legitimate expectation, which has its roots in the principles of legal certainty and good faith, is also a
central element of the general principle of legal certainty in European Union law. The legitimate
expectation doctrine holds that and that "those who act in good faith on the basis of law as it is or
seems to be should not be frustrated in their expectations".
Paraphrased Paragraph: The concept of legal certainty is recognised as one of the general principles
of European Union law by the European Court of Justice since the 1960s. This is an important general
principle of international law and public law, which precedes European Union law. As a general
principle of European Union law, this means that law must be certain, as it is clear and precise, and its
foreseeable legal implications, in particular if applied to financial obligations. The adoption of laws
that will have legal effect in the European Union must have an appropriate legal basis. The legislation
of the Member States applying European Union law must be formulated in such a way that it is clearly
understandable to those who are subject to the law. In EU law, the general principle of legal certainty
prohibits ex-post facto laws, i.e. laws should not enter into force before their publication. The doctrine
of legitimate expectations, rooted in the principles of legal certainty and good faith, is also a central
element of the general principle of legal certainty in European Union law. The legitimate doctrine of
expectation states that "those who act in good faith on the basis of law as it is or seems to be should not
be frustrated in their expectations."
Question: Which laws mentioned predate EU law?
Original Prediction:
international law and public law
Prediction Under Context Paraphrasing: ex-post facto laws,

Figure 12: An example of potentially misleading MRC models through paraphrasing other sentences rather than the
answer sentence.
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