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A B S T R A C T

Semantic segmentation requires a lot of training data, which necessitates costly annotation. There have been
many studies on unsupervised domain adaptation (UDA) from one domain to another, e.g., from computer
graphics to real images. However, there is still a gap in accuracy between UDA and supervised training on
native domain data. It is arguably attributable to the class-level misalignment between the source and target
domain data. To cope with this, we propose a method that applies adversarial training to align two feature
distributions in the target domain. It uses a self-training framework to split the image into two regions (i.e., trusted
and untrusted), which form two distributions to align in the feature space. We term this approach cross-region
adaptation (CRA) to distinguish it from the previous methods of aligning different domain distributions, which
we call cross-domain adaptation (CDA). CRA can be applied after any CDA method. Experimental results show
that this always improves the accuracy of the combined CDA method.
. Introduction

Semantic image segmentation is one of the fundamental problems of
omputer vision (Minaee et al., 2021). Methods employing neural net-
orks have achieved great success for the problem, which presume the
vailability of a large amount of labeled data. As manual annotation is
ostly, researchers have considered using synthetic images generated by
omputer graphics, for which precise pixel-level annotation is readily
vailable (Richter et al., 2016; Ros et al., 2016; Wrenninge and Unger,
018).

However, it is generally hard to apply neural networks trained with
ynthetic data to real images because of the distributional difference
etween synthetic and real images. Many studies have been conducted
n domain adaptation (Long et al., 2015a; Sun and Saenko, 2016)
o cope with the difference known as domain shift. Among several
roblem settings, the one that attracts researchers’ most interest is
nsupervised domain adaptation (UDA) (Saito et al., 2018; Zhou et al.,
022; Pasqualino et al., 2022). It is to train a model using labeled data
n a domain (called the source domain) so that it will work well on data
n a different domain (called a target domain) for which labels are not
vailable.

There are currently two approaches to UDA for semantic segmenta-
ion. One is adversarial training (Tsai et al., 2018; Vu et al., 2019a,b;

ang et al., 2020; Bucher et al., 2021), which attempts to obtain
omain-invariant features by aligning the data distributions of the

∗ Corresponding author at: Graduate School of Information Sciences, Tohoku University, Japan.
E-mail address: okatani@vision.is.tohoku.ac.jp (T. Okatani).

1 The code used for our experiments is found in https://github.com/zhijiew/CRA.

source and target domains. An issue with this approach is that while
it may be easy to align the two distributions as a whole, it is hard to
attain class-level alignment, leading to suboptimal results. The other
approach is self-training, in which a teacher model trained with the
labeled data in the source domain is used to generate pseudo labels of
the target domain data and use them for training a student model (Zou
et al., 2018, 2019; Li et al., 2019). An issue with this approach is that
pseudo labels could be inaccurate, which will lead to unsatisfactory
performance.

A promising direction for further improvements is to integrate adver-
sarial training and self-training, as is attempted by recent studies (Mei
et al., 2020). This paper proposes a new approach in the same direction,
which applies adversarial training to align two feature distributions
in the target domain. Using a self-training framework, it splits tar-
get domain images into two regions, thereby specifying the feature
distributions to align.

We refer to this approach as cross-region adaptation (CRA) to differ-
entiate it from the conventional method of aligning distributions across
different domains, which we will call cross-domain adaptation (CDA).
The objective of CRA is to address class-level misalignment between
the source and target domain data, as illustrated in Fig. 1. CRA is
intended to be used as an add-on to an existing UDA method. Our
experimental results on three benchmark tasks, GTA5 → Cityscapes,
SYNTHIA → Cityscapes, and Synscapes → Cityscapes, demonstrate that
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Fig. 1. Illustration of our method. Conventional cross-domain adaptation (CDA) aims to align the feature distributions of different domains, but it may not address differences
in their classes. Our proposed cross-region adaptation (CRA) uses a confidence map to divide an image into trusted and untrusted regions. The feature distributions of these two
regions are then aligned using adversarial training.
Table 1
The proposed method, called cross-region adaptation (CRA), is applied after any existing
UDA method and consistently leads to improved performance. Results for UDA from
GTA5 → Cityscapes are shown.

Method Baseline +CRA 𝛥

ASN (Tsai et al., 2018) 42.4 43.4 +1.0
ADVENT (Vu et al., 2019a) 43.8 46.7 +2.9
IntraDA (Pan et al., 2020) 46.3 47.0 +0.7
FADA (Wang et al., 2020) 50.1 52.2 +2.1
IAST (Mei et al., 2020) 52.2 54.1 +1.9
ProDA (Zhang et al., 2021) 57.5 58.6 +1.1
DAFormer (Hoyer et al., 2022a) 54.7 55.5 +0.8
MIC (Hoyer et al., 2023) 58.2 59.2 +1.0

CRA consistently enhances the accuracy of the base UDA method.1 We
summarize our findings in Table 1.

2. Related work

2.1. Semantic segmentation

Methods based on convolutional neural networks (CNNs) have been
the most successful for semantic segmentation. FCN is the first fully
convolutional network for the pixel-level classification task proposed in
a pioneering work (Long et al., 2015b). Later, UNet (Ronneberger et al.,
2015) and SegNet (Badrinarayanan et al., 2017) were proposed, which
are networks consisting of an encoder and a decoder, leading to better
performance. Architectural designs have been extensively studied since
then such as DeepLab (Chen et al., 2017), PSPNet (Zhao et al., 2017),
UperNet (Xiao et al., 2018), ICTNet (Chatterjee and Poullis, 2021), and
RFCNet (Zhang and Aliaga, 2022), to name a few.

2.2. Unsupervised domain adaptation

There are two approaches to unsupervised domain adaptation (UDA)
for semantic segmentation, i.e., adversarial training and self-training.
The former mainly attempts to decrease a domain gap by performing
adversarial training in the feature space (Dong et al., 2020; Wang et al.,
2020), in the input space (Gong et al., 2019; Lee et al., 2018), or in
the output space (Tsai et al., 2018). The core idea of self-training is
to generate pseudo labels for target domain samples and use them
for training the model (Chen et al., 2019). CBST (Zou et al., 2018)
and CRST (Zou et al., 2019) conduct class-balanced self-training and
confidence-regularized self-training, respectively, to generate better
pseudo labels.
2

Several attempts have also been made to combine adversarial train-
ing and self-training for improving performance (Li et al., 2019; Zheng
and Yang, 2020; Mei et al., 2020). BLF (Li et al., 2019) uses pseudo-
labels without filtering, which can result in label errors. AdaptMR
(Zheng and Yang, 2020) filters pseudo-labels but disregards the filtered-
out pixels, which may contain valuable information. IAST (Mei et al.,
2020) utilizes filtered pseudo-labels for supervised training and ap-
plies entropy minimization, a semi-supervised learning method, to
the filtered-out pixels. In contrast, our method splits target-domain
images into trusted and untrusted regions based on an entropy-based
confidence map and applies adversarial training to the features of these
two regions. This approach aims to achieve finer alignment of the
source- and target-domain distributions. Consequently, our method is
distinct from the aforementioned methods, and experimental results
demonstrate its superior performance.

Further studies in orthogonal directions to the above have been
conducted, improving the performance of UDA. DPL (Cheng et al.,
2021) proposes dual path learning framework consisting of two com-
plementary and interactive single-domain adaptation pipelines aligned
in the source and target domain, respectively, to promote each other in
an interactive manner. DAFormer (Hoyer et al., 2022a) generates the
target pseudo labels by a dynamically updated teacher model, whose
weights are set as the exponentially moving average (EMA) of the
student model. DAFormer stabilizes training and avoids overfitting to
the source domain via the rare class sampling, thing-class ImageNet fea-
ture distance, and learning rate warmup. HRDA (Hoyer et al., 2022b)
presents a multi-resolution training approach for the UDA in semantic
segmentation, combining high-resolution and low-resolution images to
capture both fine segmentation details and long-range context depen-
dencies, respectively. DecoupleNet (Lai et al., 2022) decouples the
feature distribution alignment task and the segmentation task to focus
more on the segmentation task. It introduces self-discrimination (SD)
and online enhanced self-training (OEST) components to improve the
quality of pseudo labels and target domain feature learning. MIC (Hoyer
et al., 2023) proposes a masked image consistency module to en-
force the consistency between predictions of masked target images and
pseudo-labels generated by an EMA teacher, the network learns to infer
the predictions of the masked regions from their context. The proposed
CRA is designed to be used in conjunction with a base UDA method. It
is agnostic to the choice of base method, as demonstrated in Table 1.

2.3. Use of predictive uncertainty for segmentation

Many methods utilize the entropy of predicted class probabilities to

measure the uncertainty of the model’s prediction for better training.
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ADVENT (Vu et al., 2019a) proposes to use entropy for adversarial
training and also for unsupervised training on target domain data
(i.e., entropy-minimization). DADA (Vu et al., 2019b) estimates the
scene depth from the same input images at training time. It aligns
the source and target distributions in the standard feature space and
jointly in the depth space, aiming for a more accurate alignment.
ESL (Saporta et al., 2020) uses the entropy to assess the confidence
of the prediction better and filter pseudo labels for self-training while
ignoring unselected pixels. IntraDA (Pan et al., 2020) splits target
domain data into easy and hard samples based on the entropy and
performs intra-domain adversarial training. Although our method is
similar in using adversarial training within the target domain, ours con-
sider aligning features from different image regions; more importantly,
its performance is much higher.

3. Proposed method

3.1. Revisiting adversarial domain adaptation

Before explaining our method, we revisit the adversarial training
for conventional cross-domain adaptation (CDA). The problem is stated
as follows. We are given labeled data 𝑋𝑠 = {(𝑥(𝑠), 𝑦(𝑠))} of the source
domain and unlabeled data 𝑋𝑡 = {𝑥(𝑡)} of the target domain. We assume
here the two domains share the same 𝐾 semantic classes to predict. We
wish to train a segmentation network 𝐺 = 𝐶◦𝐹 , where 𝐶 is a classifier
and 𝐹 is a feature extractor. We first train 𝐺 on 𝑋𝑠 by minimizing the
cross-entropy loss:

𝑐𝑑𝑎
𝑠𝑒𝑔 = −

𝐻×𝑊
∑

𝑖=1

𝐾
∑

𝑘=1
𝑦(𝑠)𝑖𝑘 log 𝑝(𝑠)𝑖𝑘 , (1)

where 𝑝(𝑠)𝑖𝑘 = 𝐺(𝑥(𝑠)) is the softmax probability of pixel 𝑖 belonging to
class 𝑘 and 𝑦(𝑠)𝑖𝑘 is the ground-truth one-hot label.

To make 𝐺 work well also with the target domain images, we
consider a discriminator 𝐷 that distinguishes the domain (i.e., source
or target) from an input feature 𝑓 = 𝐹 (𝑥). Freezing 𝐶, we then train 𝐹
and 𝐷 in an adversarial fashion, aiming at aligning the distributions of
the two domains in the feature space.

3.2. Cross region adaptation (CRA)

Successful cross-domain adaptation (CDA) should result in well-
aligned source and target distributions. However, this does not guar-
antee class-level alignment between the domains, as recognized by the
community (Wang et al., 2020). This can be the case even for UDA
methods that do not rely on adversarial training. Therefore, our goal is
to address any remaining class-level misalignment that may exist after
applying a base UDA method.

3.2.1. Outline of the method
After applying a base UDA method and obtaining the segmentation

network 𝐺, inaccuracies in class-level alignment can result in errors
near class boundaries in the feature space, as demonstrated in Fig. 1.
Our objective is to decrease the number of misclassified pixels, or in
other words, to reposition the pixels currently situated on the wrong
side of the class boundary to the correct side within the feature space.

Erroneous pixels can be identified by analyzing the uncertainty of
the class prediction. In this study, we use the entropy of the predicted
class probability for this purpose. To be more precise, we initially
classify each image pixel into two categories, namely, trusted and
untrusted, by setting a threshold for the entropy. Further information
on this process can be found in Section 3.3.

Next, we align the feature distributions of the trusted and untrusted
pixels by conducting adversarial training on these distributions within
the target domain. Unlike CDA that aligns feature distributions of
source- and target-domain images, CRA aligns the distributions of
trusted and untrusted pixels specifically within the target domain.
Alongside this adversarial training, we use standard self-training by
training the network with pseudo-labels on trusted pixels, which were

provided by the model’s earlier version.

3

3.2.2. Assumptions and analysis (why CRA works?)
If the two following conditions are met, the aforementioned proce-

dure should successfully decrease the number of misclassified pixels:

• All trusted pixels are classified correctly, and some of the un-
trusted pixels are misclassified.

• The number of untrusted pixels is relatively small, as illustrated
in Fig. 3.

If the first condition is satisfied, CRA endeavors to align untrusted
pixels, which may be misclassified, with the trusted pixels that are
classified correctly in the feature space, thus achieving the desired
outcome. However, in practice, aligning these two distributions may
produce a suboptimal result. For instance, it may alter the class bound-
ary, which can result in more misclassifications. However, this is not
the case when the second condition is met. With a limited number
of untrusted pixels, their alignment with the trusted ones will have
minimal impact on the class boundary, which is strongly supported by
many trusted pixels.

While we cannot guarantee that the above assumptions hold pre-
cisely, it is reasonable to assume that they mostly hold after applying
a base UDA method with reasonably good performance. Then, experi-
mental validation is necessary to determine the degree to which these
assumptions must hold for CRA to be effective. We will present the
results of extensive experiments conducted to investigate this.

3.3. Details of the method

3.3.1. Overall procedure
The model (𝐺) that performs well on the target domain is ob-

tained through four steps using the labeled source domain data 𝑋𝑠
and unlabeled target domain data 𝑋𝑡. Firstly, 𝐺 is trained on 𝑋𝑠 in
a standard supervised fashion. Secondly, UDA is performed with any
existing method to fine-tune 𝐺 and train 𝐷 as shown in Step 1 of Fig. 2.
Next, pseudo labels and confidence maps are generated for the images
in 𝑋𝑡, and they are divided into trusted and untrusted regions based on
he confidence maps, as described in Section 3.3. This is shown in Step
of Fig. 2. Finally, CRA is applied between the trusted and untrusted

egions to fine-tune 𝐺 and 𝐷, as explained above, shown in Step 3 of
Fig. 2.

3.3.2. Choosing trusted and untrusted image regions
As outlined above, in the second step, a segmentation network 𝐺

s obtained after the application of an existing UDA method. Next, we
lassify each pixel of the image into either trusted or untrusted using
he entropy of the predicted class probability. Specifically, we first
pply 𝐺 to each image 𝑥(𝑡) of the target domain, obtaining the softmax
robability 𝑝(𝑡) = [𝑝(𝑡)𝑖1 ,… , 𝑝(𝑡)𝑖𝐾 ] at pixel 𝑖 of 𝑥(𝑡). We calculate the entropy
f the class probability as

𝑖 = − 1
𝐾 log𝐾

𝐾
∑

𝑘′=1
𝑝(𝑡)𝑖𝑘′ log(𝑝

(𝑡)
𝑖𝑘′ ). (2)

We then classify each image pixel (𝑖) by thresholding 𝑒𝑖 with a constant
𝜆 into trusted or untrusted. Let 𝑚𝑖 be a pixel-wise mask indicating the
pixel being trusted, which is given by:

𝑚𝑖 =

{

1 if 𝑒𝑖 < 𝜆
0 otherwise.

(3)

The mask for untrusted pixels is obtained as 𝑚𝑖 = 1 − 𝑚𝑖.
The choice of the hyperparameter 𝜆 is crucial. If validation data

are available, we should select 𝜆 using them, as assumed in previous
studies. Alternatively, we can use a simple method to calculate a good
value for 𝜆. The minimum value for the entropy is obtained when
a single class has a probability of 1, and the theoretical maximum
is obtained when all class probabilities are equal, i.e., 𝑝𝑘 = 1∕𝐾
(𝑘 = 1,… , 𝐾), where 𝐾 is the number of classes. In the case where
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Fig. 2. Overall procedure of training a model (𝐺) using labeled source domain data {(𝑥(𝑠) , 𝑦(𝑠))} and unlabeled target domain data {𝑥(𝑡)}. After training 𝐺 on the source domain
ata, we first apply a CDA method to align the feature distributions of the two domains, yielding updated 𝐺 and 𝐷 (Step 1). Next, for the target domain data, we generate
seudo labels �̂�(𝑡) and split each image into trusted and untrusted regions based on a confidence map 𝑒(𝑡) (Step 2). We finally apply the proposed CRA training to align the feature
istributions of the two regions within the target domain data, resulting in updated 𝐺 (and 𝐷).
Fig. 3. Examples of the results on GTA5 → Cityscapes. From left to right, target images, results of a base method, FADA (Wang et al., 2020), trusted and untrusted regions (in
urple and yellow, respectively), results of CRA, and ground truths. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
f this article.)
𝐷
𝐺
p
s



he prediction is evenly split among multiple classes and we cannot
hoose a particular class, the minimum entropy is obtained when two
lasses have a probability of 1∕2 and the others have zero. This value is
og 2∕(𝐾 log𝐾). For the Cityscapes dataset (Cordts et al., 2016), which
as 𝐾 = 19 classes, it is 0.012. The threshold 𝜆 should be lower than
his value, and we choose 𝜆 = 0.01 in our experiments. We will discuss
he effectiveness of this approach in Section 4.9 again.

In segmentation data, class imbalance is always present. Classes that
ccount for less than a few percent of the data tend to produce high
ntropy, and their pixels are usually classified as untrusted. To prevent
his, it is necessary to adaptively adjust the threshold 𝜆 for these classes.
owever, we found a simple alternative that works well: multiplying

he entropy of rare classes by a constant 𝐹𝑠. We identify the rare classes
by counting the number of pseudo labels �̂�(𝑡) (explained below) and
thresholding it with 1/100 of all pixels. In Section 4.7, we will discuss
the effect of the entropy scaling factor 𝐹 .
𝑠 t

4

We will also use a pseudo label for each pixel of a target domain
image 𝑥(𝑡). We define this as

�̂�(𝑡)𝑖𝑘 =

{

1 if 𝑘 = arg max𝑘′ 𝑝
(𝑡)
𝑖𝑘′

0 otherwise.
(4)

3.3.3. Training of the network
We train the segmentation network 𝐺 = 𝐶◦𝐹 and the discriminator

by fine-tuning the model trained in the previous step. We first train
with the trusted pixels of the target domain images using the above

seudo label �̂�(𝑡)𝑖𝑘 . We ignore the untrusted pixels here. We use the
tandard cross-entropy loss:

𝑐𝑟𝑎
𝑠𝑒𝑔 = −

𝐻×𝑊
∑

𝑖=1

𝐾
∑

𝑘=1
𝑚𝑖�̂�

(𝑡)
𝑖𝑘 log 𝑝(𝑡)𝑖𝑘 . (5)

The insertion of the mask 𝑚𝑖 ensures the loss is computed over only the
rusted pixels.
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After this, we train 𝐺 and 𝐷 in an adversarial fashion, where 𝐺
and 𝐷 are updated alternately as follows. We first train 𝐺 so that 𝐷
will misclassify untrusted pixels as trusted pixels. We employ the fine-
grained adversarial approach (Wang et al., 2020) for the training of 𝐺
and 𝐷, in which we first generate a domain encoding label containing
class probabilities, i.e., [𝑎; 𝟎] for source domain and [𝟎; 𝑎] for target
domain, where 𝑎 is a 𝐾-vector containing the class probabilities and
𝟎 is a zero vector of size 𝐾. These are computed from the outputs of
the segmentation network 𝐺. To be specific, 𝑎 is defined for pixel 𝑖 as
follows:

𝑎𝑖𝑘 =
exp( 𝑧𝑖𝑘𝑇 )

∑𝐾
𝑗=1 exp(

𝑧𝑖𝑗
𝑇 )

, (6)

where 𝑧𝑖𝑘 is the logit for class 𝑘 from 𝐺 and 𝑇 is a hyperparameter (tem-
perature). We denote the label by [𝑎(𝑠); 𝑎(𝑡)] below. Then, we minimize
the following with respect to 𝐺 while freezing 𝐷.

𝑐𝑟𝑎
𝑎𝑑𝑣 = −

𝐻×𝑊
∑

𝑖=1

𝐾
∑

𝑘=1
𝑎(𝑡)𝑖𝑘𝑚𝑖 log𝑃 (𝑑 = 0, 𝑐 = 𝑘 ∣ 𝑓𝑖). (7)

The mask 𝑚𝑖 ensures the sum is taken over the untrusted pixels.
e then train 𝐷 to classify the input feature 𝑓𝑖 as trusted or untrusted

egions as accurately as possible. This is done by minimizing

𝑐𝑟𝑎
𝐷 = −

𝐻×𝑊
∑

𝑖=1

𝐾
∑

𝑘=1
𝑎(𝑠)𝑖𝑘 𝑚𝑖 log𝑃 (𝑑 = 0, 𝑐 = 𝑘 ∣ 𝑓𝑖)

−
𝐻×𝑊
∑

𝑖=1

𝐾
∑

𝑘=1
𝑎(𝑡)𝑖𝑘𝑚𝑖 log𝑃 (𝑑 = 1, 𝑐 = 𝑘 ∣ 𝑓𝑖).

(8)

As above, 𝑚𝑖 and 𝑚𝑖 ensure the two sums taken over trusted and
ntrusted pixels, respectively.

In summary, after obtaining the trusted and untrusted regions we
erform the following with a single minibatch and repeat it for a certain
umber of iterations:

1. Update 𝐺 using 𝑐𝑟𝑎
𝑠𝑒𝑔 of (5) with the pseudo labels (4) on the

trusted regions.
2. Compute the domain encoding label with class probabilities by

(6) and obtain [0; 𝑎(𝑡)] for the untrusted region data and [𝑎(𝑠); 0]
for the trusted region data.

3. Update 𝐺 using 𝑐𝑟𝑎
𝑎𝑑𝑣 of (7).

4. Update 𝐷 using 𝑐𝑟𝑎
𝐷 of (8).

4. Experiments

4.1. Datasets

We evaluate our method on three scenarios of domain adaptation
from a synthetic to a real dataset. For the source domain dataset, we
consider either of GTA5 (Richter et al., 2016), SYNTHIA (Ros et al.,
2016), and Synscapes (Wrenninge and Unger, 2018). For the target
domain dataset, we consider Cityscapes (Cordts et al., 2016).

Cityscapes (Cordts et al., 2016) This is an urban scene dataset
consisting of data collected from the real world, which contains 19
categories. It provides 2975 images for training, 500 images for valida-
tion, and 1525 images for testing. For the use of these data, we follow
previous studies (Vu et al., 2019a; Tsai et al., 2018; Wang et al., 2020).
We report the performance on the validation set below unless otherwise
noted. We also report the results on the test set in Section 4.10.

GTA5 (Richter et al., 2016) This is a synthetic dataset generated
from a video game. It contains 24,966 images with segmentation labels
and shares the same 19 classes as Cityscapes. We use all the images as
the source training data.

SYNTHIA (Ros et al., 2016) This is a synthetic dataset that
mainly contains urban scene samples. In our experiments, we use the
SYNTHIA-RAND-CITYSCAPES subset as our source domain training
5

data, which shares 16 classes with Cityscapes and has 9400 images with
segmentation labels.

Synscapes (Wrenninge and Unger, 2018) This is a photorealistic
synthetic dataset for street scene parsing. It shares the same 19 classes
as Cityscapes and contains 25,000 images with segmentation labels.

4.2. Experimental configuration

For the design of the segmentation network 𝐺 and the discriminator
𝐷, we followed previous studies. Specifically, we use DeepLabv2 (Chen
et al., 2017) with two different backbones (i.e., feature extraction net-
works): VGG-16 (Simonyan and Zisserman, 2015) and ResNet101 (He
et al., 2016) for 𝐺. Both backbones are pretrained on ImageNet (Deng
et al., 2009). For 𝐷, we use a network consisting of three convolution
ayers. We train 𝐺 and 𝐷 as explained in Section 3.3. First, we train 𝐺
n the source domain and then apply a base UDA method, following the
xperimental setting of the base method. Finally, we apply the proposed
RA for 40k iterations.

We select existing methods for the base UDA method, including the
urrent state-of-the-art methods: ASN (Tsai et al., 2018), ADVENT (Vu
t al., 2019a), IntraDA (Pan et al., 2020), FADA (Wang et al., 2020),
AST (Mei et al., 2020), ProDA (Zhang et al., 2021), DAFormer (Hoyer
t al., 2022a), and MIC (Hoyer et al., 2023). The results of combin-
ng a base method with the proposed CRA will be denoted as ‘‘(the
ase)+CRA’’. For instance, ProDA+CRA refers to the combination of
roDA with the proposed CRA.

We use the SGD optimizer for the training of 𝐺 with momentum
0.9 and weight decay = 10−4. The learning rate follows polynomial

ecay from 2.5 × 10−4 with power of 0.9. We use the Adam optimizer
or the training of 𝐷; the initial learning rate is set to 10−4, and 𝛽1 = 0.9
nd 𝛽2 = 0.99. We use the polynomial decay of learning rate.

For evaluation, we follow the standard method for semantic seg-
entation (Chen et al., 2017); we use the intersection-over-union

IoU) (Everingham et al., 2015) as our metric. We report per-class IoU
nd mean IoU over all classes.

.3. Main results on different UDA scenarios

.3.1. GTA5 → Cityscapes
Table 2 shows the results for the GTA5 → Cityscapes adaptation. It is

irst observed that combining CRA with any of the base methods tested
ed to an enhancement in the performance. The extent of improvement
aries for each base method, ranging from 0.7pp to 3.4pp. The stronger
aselines tend to show smaller improvements, which is reasonable
s they may be closer to the maximum achievable accuracy under
he given conditions. However, it is noteworthy that CRA improves
ven the state-of-the-art method, MIC (Hoyer et al., 2023); MIC+CRA
chieves 59.2 mean IoU, which is an improvement of 1.0pp over MIC.
hese results confirm the effectiveness of the proposed approach.

Fig. 3 shows a few examples of the results of FADA+CRA. It is
bserved that while the base method (i.e., FADA) fails in most of the
mage regions classified as untrusted based on entropy, the application
f CRA consistently leads to improved segmentation results.

Table 2 displays the results obtained from the same baselines (ASN,
DVENT, and FADA) but with different backbone networks (VGG16
nd ResNet101). It can be observed that the improvements tend to be
ore significant for VGG16 compared to ResNet101, i.e., ASN (3.1pp

s. 1.0pp), ADVENT (3.2pp vs. 2.9p), and FADA (3.4pp vs. 2.1pp).

.3.2. SYNTHIA → Cityscapes
Table 3 presents the results for the SYNTHIA → Cityscapes adap-

ation. Similar to the GTA5 → Cityscapes, combining CRA with any
aseline results in performance improvement, ranging from 1.2pp to
.3pp in the mIoU13 metric. Additionally, MIC+CRA achieves mIoU16

and mIoU13 scores of 57.2 and 64.7, respectively, representing im-
rovements of 1.3pp and 1.2pp over MIC.
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Table 2
Results of GTA5 → Cityscapes. ‘*+CRA’ in the ‘method’ column represents the combination of a CDA method and the proposed CRA. The column ‘B’ indicates backbones; V and R means VGG-16 and ResNet101, respectively.
‘(𝛥)’ in the last column indicates the improvement from the base CDA. The best result is highlighted for each class.

Method B ro
ad

sid
ew

al
k

bu
ild

in
g

w
al

l

fe
nc

e

po
le

lig
ht

sig
n

ve
g

te
rr

ai
n

sk
y

pe
rs

on

rid
er

ca
r

tr
uc

k

bu
s

tr
ai

n

m
bi

ke

bi
ke

mIoU (𝛥)

Source Only V 35.4 13.2 72.1 16.7 11.6 20.7 22.5 13.1 76.0 7.6 66.1 41.1 19.0 69.8 15.2 16.3 0.0 16.2 4.7 28.3
ASN (Tsai et al., 2018) V 87.3 29.8 78.6 21.1 18.2 22.5 21.5 11.0 79.7 29.6 71.3 46.8 6.5 80.1 23.0 26.9 0.0 10.6 0.3 35.0
ASN+CRA V 91.0 47.9 80.2 28.9 12.0 30.2 23.3 11.5 80.7 34.3 75.0 45.6 17.0 79.4 19.9 27.1 0.0 11.9 7.6 38.1 (+3.1)
ADVENT (Vu et al., 2019a) V 86.9 28.7 78.7 28.5 25.2 17.1 20.3 10.9 80.0 26.4 70.2 47.1 8.4 81.5 26.0 17.2 18.9 11.7 1.6 36.1
ADVENT+CRA V 92.8 55.9 80.6 23.4 18.4 31.1 23.3 4.5 82.7 37.1 80.3 48.2 17.8 81.6 19.4 21.0 0.0 9.4 18.7 39.3 (+3.2)
FADA (Wang et al., 2020) V 92.3 51.1 83.7 33.1 29.1 28.5 28.0 21.0 82.6 32.6 85.3 55.2 28.8 83.5 24.4 37.4 0.0 21.1 15.2 43.8
FADA+CRA V 93.3 59.3 84.6 24.8 26.1 36.2 33.5 30.2 84.2 38.4 85.6 60.4 29.6 85.0 24.7 39.0 20.4 24.3 17.5 47.2 (+3.4)

Source Only R 65.0 16.1 68.7 18.6 16.8 21.3 31.4 11.2 83.0 22.0 78.0 54.4 33.8 73.9 12.7 30.7 13.7 28.1 19.7 36.8
ASN (Tsai et al., 2018) R 86.5 36.0 79.9 23.4 23.3 23.9 35.2 14.8 83.4 33.3 75.6 58.5 27.6 73.7 32.5 35.4 3.9 30.1 28.1 42.4
ASN+CRA R 87.7 33.5 81.6 33.3 23.7 22.4 26.1 16.0 83.6 38.5 72.7 52.7 21.2 84.2 44.9 43.0 0.0 26.2 33.0 43.4 (+1.0)
ADVENT (Vu et al., 2019a) R 89.9 36.5 81.6 29.2 25.2 28.5 32.3 22.4 83.9 34.0 77.1 57.4 27.9 83.7 29.4 39.1 1.5 28.4 23.3 43.8
ADVENT+CRA R 90.0 39.9 83.5 33.3 27.5 28.7 35.0 27.6 85.2 37.2 80.0 57.9 29.4 85.1 39.3 44.2 0.0 26.4 37.6 46.7 (+2.9)
IntraDA (Pan et al., 2020) R 90.6 36.1 82.6 29.5 21.3 27.6 31.4 23.1 85.2 39.3 80.2 59.3 29.4 86.4 33.6 53.9 0.0 32.7 37.6 46.3
IntraDA+CRA R 90.7 38.7 83.4 30.8 23.7 27.0 32.2 28.9 85.2 38.8 81.8 59.0 28.9 86.0 32.7 49.8 0.0 37.2 39.1 47.0 (+0.7)
FADA (Wang et al., 2020) R 91.0 50.6 86.0 43.4 29.8 36.8 43.4 25.0 86.8 38.3 87.4 64.0 38.0 85.2 31.6 46.1 6.5 25.4 37.1 50.1
FADA+CRA R 91.6 53.6 85.5 42.6 18.7 34.8 36.3 18.9 87.8 45.0 89.0 66.2 39.0 87.6 42.3 51.3 14.9 42.0 44.6 52.2 (+2.1)
IAST (Mei et al., 2020) R 94.1 58.8 85.4 39.7 29.2 25.1 43.1 34.2 84.8 34.6 88.7 62.7 30.3 87.6 42.3 50.3 24.7 35.2 40.2 52.2
IAST+CRA R 93.3 57.8 87.2 42.1 29.6 40.9 50.8 51.0 86.0 28.2 87.7 67.8 34.4 87.5 29.8 46.3 14.2 40.8 52.7 54.1 (+1.9)
ProDA (Zhang et al., 2021) R 87.8 56.0 79.7 46.3 44.8 45.6 53.5 53.5 88.6 45.2 82.1 70.7 39.2 88.8 45.5 59.4 1.0 48.9 56.4 57.5
ProDA+CRA R 89.4 60.0 81.0 49.2 44.8 45.5 53.6 55.0 89.4 51.9 85.6 72.3 40.8 88.5 44.3 53.4 0.0 51.7 57.9 58.6 (+1.1)
DAFormer (Hoyer et al., 2022a) R 95.9 71.4 88.0 35.3 30.7 41.5 51.8 54.3 87.2 47.4 86.9 67.8 30.2 89.8 48.6 47.9 0.0 24.7 41.0 54.7
DAFormer+CRA R 96.2 73.5 88.7 36.9 29.0 44.2 54.4 61.9 88.1 48.2 87.2 70.0 27.5 90.3 43.3 46.4 0.0 28.0 41.5 55.5(+0.8)
MIC (Hoyer et al., 2023) R 95.2 67.9 88.7 39.7 37.6 39.3 51.7 56.5 88.5 47.5 89.5 70.3 46.4 88.8 50.2 61.8 6.6 28.1 51.3 58.2
MIC+CRA R 96.1 71.7 89.0 37.5 39.7 42.1 53.3 59.0 89.3 46.3 89.7 72.3 49.9 89.4 42.0 60.8 12.2 28.3 56.7 59.2 (+1.0)

6
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Table 3
Results of SYNTHIA → Cityscapes; mIoU16 and mIoU13 denote the mIoU scores across 16 and 13 classes respectively. ‘*+CRA’ in the ‘method’ column represents the combination of a CDA
method and the proposed CRA. The column ‘B’ indicates backbones; V and R means VGG-16 and ResNet101, respectively. ‘(𝛥)’ in the last column indicates the improvement from the base
CDA. The best result is highlighted for each class. For ASN, three categories are excluded following the original paper.
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mIoU16 (𝛥) mIoU13 (𝛥)

Source Only V 10.0 14.7 52.4 4.2 0.1 20.9 3.5 6.5 74.3 77.5 44.9 4.9 64.0 21.6 4.2 6.4 25.6 29.6
ASN (Tsai et al., 2018) V 78.9 29.2 75.5 - - - 0.1 4.8 72.6 76.7 43.4 8.8 71.1 16.0 3.6 8.4 - 37.6
ASN+CRA V 81.6 35.8 76.8 - - - 0.0 2.2 77.9 78.1 43.7 9.6 61.8 22.7 2.7 20.5 - 39.3 (+1.7)
ADVENT (Vu et al., 2019a) V 67.9 29.4 71.9 6.3 0.3 19.9 0.6 2.6 74.9 74.9 35.4 9.6 67.8 21.4 4.1 15.5 31.4 36.6
ADVENT+CRA V 75.7 33.8 74.7 5.5 0.0 21.9 0.0 2.4 78.7 78.4 42.8 10.4 61.4 22.9 3.2 14.3 32.9 (+1.5) 38.4 (+1.8)
FADA (Wang et al., 2020) V 80.4 35.9 80.9 2.5 0.3 30.4 7.9 22.3 81.8 83.6 48.9 16.8 77.7 31.1 13.5 17.9 39.5 46.0
FADA+CRA V 83.7 38.7 79.4 0.3 0.6 30.6 0.0 8.5 81.8 78.1 58.7 17.4 80.7 32.8 14.6 45.3 40.7 (+1.2) 47.7 (+1.7)

Source Only R 55.6 23.8 74.6 9.2 0.2 24.4 6.1 12.1 74.8 79.0 55.3 19.1 39.6 23.3 13.7 25.0 33.5 38.6
ASN (Tsai et al., 2018) R 84.3 42.7 77.5 - - - 4.7 7.0 77.9 82.5 54.3 21.0 72.3 32.2 18.9 32.3 - 46.7
ASN+CRA R 84.7 36.6 78.5 - - - 12.9 14.5 79.1 81.7 57.3 25.9 74.2 20.0 30.9 44.5 - 49.3 (+2.6)
ADVENT (Vu et al., 2019a) R 85.6 42.2 79.7 8.7 0.4 25.9 5.4 8.1 80.4 84.1 57.9 23.8 73.3 36.4 14.2 33.0 41.2 48.0
ADVENT+CRA R 89.6 47.3 80.9 10.6 0.1 32.0 9.7 15.5 82.2 82.8 60.7 25.9 76.9 28.3 16.0 50.3 44.3 (+3.1) 51.2 (+3.2)
IntraDA (Pan et al., 2020) R 84.3 37.7 79.5 5.3 0.4 24.9 9.2 8.4 80.0 84.1 57.2 23.0 78.0 38.1 20.3 36.5 41.7 48.9
IntraDA+CRA R 90.1 44.7 80.8 11.3 0.0 28.1 6.3 12.3 82.1 80.4 58.6 24.5 85.0 41.1 21.3 52.3 44.9 (+3.2) 52.2 (+3.3)
FADA (Wang et al., 2020) R 84.5 40.1 83.1 4.8 0.0 34.3 20.1 27.2 84.8 84.0 53.5 22.6 85.4 43.7 26.8 27.8 45.2 52.5
FADA+CRA R 88.8 48.3 83.4 12.6 0.4 36.4 8.1 22.2 86.6 80.9 64.8 22.4 87.7 45.5 29.9 46.4 47.8 (+2.6) 55.0 (+2.5)
IAST (Mei et al., 2020) R 81.9 41.5 83.3 17.7 4.6 32.3 30.9 28.8 83.4 85.0 65.5 30.8 86.5 38.2 33.1 52.7 49.8 57.0
IAST+CRA R 75.8 33.3 85.1 36.7 0.0 42.5 46.7 37.2 85.4 83.7 68.5 32.0 87.8 44.9 40.7 53.8 53.4 (+3.6) 59.6 (+2.6)
ProDA (Zhang et al., 2021) R 87.8 45.7 84.6 37.1 0.6 44.0 54.6 37.0 88.1 84.4 74.2 24.3 88.2 51.1 40.5 45.6 55.5 62.0
ProDA+CRA R 85.6 44.2 82.7 38.6 0.4 43.5 55.9 42.8 87.4 85.8 75.8 27.4 89.1 54.8 46.6 49.8 56.9 (+1.4) 63.7 (+1.7)
DAFormer (Hoyer et al., 2022a) R 60.8 16.9 84.3 15.2 3.5 37.1 46.0 47.0 85.0 85.7 70.7 42.9 87.0 44.3 43.7 57.4 51.7 59.4
DAFormer+CRA R 64.2 18.8 84.9 18.9 4.7 38.4 48.9 50.5 85.6 86.8 72.8 44.2 87.7 44.8 46.8 63.1 53.8 (+2.1) 61.4 (+2.0)
MIC (Hoyer et al., 2023) R 66.5 26.6 86.2 26.7 3.7 39.4 48.6 53.0 85.0 83.6 71.6 47.8 88.1 50.0 55.1 63.1 55.9 63.5
MIC+CRA R 72.4 30.2 86.8 26.7 4.8 41.8 49.9 54.7 84.9 84.4 73.3 48.0 88.6 50.6 51.3 66.2 57.2 (+1.3) 64.7 (+1.2)

7



Z. Wang, X. Liu, M. Suganuma et al. Computer Vision and Image Understanding 234 (2023) 103743

r
l
i
(

4

a
𝑃

Regarding the effects of the backbone networks, we have a different
esult here. The use of VGG16 as a backbone network tends to exhibit
ower improvements compared to ResNet101 for the same baselines,
.e., ASN (1.7pp vs. 2.6pp), ADVENT (1.8pp vs. 3.2pp), and FADA
1.7pp vs. 2.5pp).

.3.3. Synscapes → Cityscapes
Table 4 shows the results for the Synscapes → Cityscapes adaptation.

The main observation is the same; CRA improves all the baselines.
The improvement ranges from 0.7pp to 3.7pp. MIC+CRA yields 60.6
mIoU, which improves MIC by 2.1pp; this is larger than the above
two adaptation scenarios. These confirm the effectiveness of CRA once
again.

Regarding the effects of the backbone network, the results show a
similar tendency to GTA5 → Cityscapes; the improvements tend to be
larger for VGG16 than ResNet101.

4.4. Performance on different backbones

As shown in the above experiments (Tables 2–4), the combination
of CRA with the same base methods produces different degrees of
improvement with different backbone networks. So far, we have used
VGG16 and ResNet101 as backbones, rigorously, VGG16-based and
ResNet101-based DeepLabv2 models as the base segmentation network.
We consider ResNet101 as the primary one since it is commonly used
in existing studies, and we include VGG16 since it has been used in
some earlier studies in addition to ResNet101.

Recent studies on UDA for semantic segmentation (Hoyer et al.,
2022a, 2023) have shown that switching the base segmentation net-
work to SegFormer (Xie et al., 2021) (Transformer-based segmentation
network) improves performance. This raises the natural question of
whether CRA is also effective to the Transformer-based baselines.

To answer this question, we conducts additional experiments by
incorporating CRA into DAFormer (Hoyer et al., 2022a). Table 5 shows
the results, where DAFormer+CRA outperforms the original DAFormer
in all three domain adaptation scenarios, with performance improve-
ments of approximately 1.1pp. (Note that DAFormer (and MIC) re-
ported in Tables 2–3 employ ResNet101 as backbones.) This result
further confirms the versatility of CRA, as it can be combined with any
UDA method, leading to a certain degree of improvement.

4.5. Comparison with entropy minimization

CRA aligns the feature distributions of the untrusted (i.e., high-
entropy) regions and the trusted (low-entropy) regions. As it will
effectively reduce the areas of the untrusted regions, the closest ap-
proach is the traditional entropy minimization. To evaluate the effect of
our CRA, we conducts an experiment on the GTA5 → Cityscapes setting
and compare CRA with the entropy minimization and a few baseline
methods. For the base UDA method, we chose FADA without its two
optional steps (i.e., self-distillation and multi-scale testing) (Wang et al.,
2020). We first apply it to the target domain images, splitting the image
into the trusted and untrusted regions. We then apply two methods
instead of CRA. One is the entropy minimization, where we use a
loss function minimizing the entropy of untrusted regions along with
the standard cross entropy loss with the pseudo labels on the trusted
regions. The other is to retrain the base model using the pseudo labels
on the trusted regions (Zou et al., 2018, 2019). As seen in Table 6, CRA
works better than the baseline methods with a good margin.
8

4.6. Ablation test and effects of optional steps

We conduct an ablation test for the combination of FADA (Wang
et al., 2020) and the proposed CRA. As FADA employs two optional
steps, self-distillation (SD) and a multi-scale test (MST), we also ex-
amine their effectiveness. We use the trained FADA+CRA model to
generate pseudo labels for the target domain training data and fine-tune
𝐺 for additional 20k iterations for self-distillation. For the multi-scale
test, we scale each image by the factors of {0.7, 1.0, 1.3}, feed the scaled
images separately to 𝐺, and fuse the resulting score maps by averaging
at each position. Please note that we do not use these optional steps on
methods other than FADA to improve performance.

Table 7 shows the results. They indicate that CRA alone does
improve performance (36.8 → 41.7) but is inferior to CDA alone
(46.9); their combination leads to a large improvement (50.4) over CRA
alone. The employment of SD brings about a good amount of further
improvement. MST also helps, but its effect is small.

In the FADA (Wang et al., 2020), the training process (𝑃1) is as fol-
lows: training on the source domain → FADA training → self-distillation
on the target domain (SD). Among these steps, the second step is the
core method, while the third step, SD, is an optional step for further
performance improvement. Therefore, when combining our proposed
CRA with FADA, our training process (𝑃2) is: training on the source
domain → FADA training → CRA training → SD, with SD remaining
s an optional step placed at the end. We also tested another process
3, which is: training on the source domain → FADA training → SD →

CRA training. Compared to 𝑃2’s mIoU score of 52.0, 𝑃3’s performance is
lower at 51.0, but still 1.9pp higher than 𝑃1’s 49.2. This result further
demonstrates the effectiveness of our proposed method.

4.7. Ablation test of entropy scaling

As there is a class imbalance issue in segmentation data, some
classes that occupy a small percentage in the data are likely to yield
high entropy values of the prediction probability. This could hurt the
accuracy of the classes during CRA training. To avoid this issue, we
calculate the percentage of each class in the pseudo labels �̂�(𝑡), and
define the classes that account for less than 1% of all the pixels as rare
classes. We then adjust their entropy values by multiplying them by a
scalar 𝐹𝑠 during the CRA training. The weighting strategy is applied
only to the long-tail classes. Experiments are conducted on the GTA5
→ Cityscapes setting to verify the effect of the scaling. Table 8 shows
that the entropy scaling can make our method performs better, and we
can obtain the best performance with 𝐹𝑠 = 0.5.

For the three UDA tasks considered in the paper, their target domain
is Cityscapes, so we employed the same set of hyper-parameters for
all tasks, which is a common practice in previous research (Pan et al.,
2020; Wang et al., 2020; Zhang et al., 2021). We believe that a more
refined parameter tuning for each UDA task and specific UDA model
can further boost performance, yet this is rather tricky and brings
a significant workload. Therefore, we opted to follow the precedent,
applying the parameters of GTA5 → Cityscapes to all.

4.8. Visualization of feature spaces

To evaluate the effectiveness of our proposed approach from a
different perspective, we visualize the changes in the feature space at
each training stage. Following Zhang et al. (2021), we show a low-
dimensional mapping of the feature space using UMAP (McInnes et al.,
2018). Specifically, we plot the features of image pixels belonging to
the same-class regions at three stages: (i) the initial stage after training
the model on source-domain data in a supervised manner, (ii) after
applying a base UDA method, and (iii) after applying CRA. We choose
the scenario of GTA → Cityscapes and FADA as the base method; we
do not employ self-distillation or multi-scale training for simplicity.
Fig. 4 displays the results, where dots in a different color indicate pixels
belonging to the same ground-truth class. We observe that initially
non-separated features become separated after applying the base UDA
method and further separated after applying CRA.
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Table 4
Results of Synscapes → Cityscapes.‘*+CRA’ in the ‘method’ column represents the combination of a CDA method and the proposed CRA. The column ‘B’ indicates backbones; V and R means
VGG-16 and ResNet101, respectively. ‘(𝛥)’ in the last column indicates the improvement from the base CDA. The best result is highlighted for each class.
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mIoU (𝛥)

Source Only V 89.5 42.8 74.0 23.1 18.7 25.6 20.3 14.6 78.6 27.0 78.6 49.1 26.6 77.6 10.6 15.3 5.5 9.8 31.6 37.8
ASN (Tsai et al., 2018) V 89.9 45.9 78.5 16.2 22.7 25.3 24.0 18.9 81.2 30.4 81.4 46.2 29.2 79.9 7.6 14.6 11.3 20.1 35.4 39.9
ASN+CRA V 92.6 50.1 80.8 23.6 26.9 33.0 29.9 23.1 83.4 24.2 79.9 53.9 32.4 80.4 13.9 29.1 9.7 11.7 42.3 43.2 (+3.3)
ADVENT (Vu et al., 2019a) V 91.1 50.8 78.0 15.5 19.1 25.3 24.1 20.3 80.7 27.7 79.4 49.3 30.1 79.6 8.7 15.3 6.8 21.1 37.0 40.0
ADVENT+CRA V 92.7 50.8 80.6 20.7 24.7 34.2 28.9 26.9 83.2 24.8 80.7 57.3 34.0 78.9 17.6 27.9 9.8 11.4 45.5 43.7(+3.7)
FADA (Wang et al., 2020) V 91.6 45.7 77.4 28.4 19.8 27.5 22.9 21.5 80.7 15.8 81.8 47.0 28.7 78.7 12.0 17.4 11.8 13.8 39.2 40.1
FADA+CRA V 92.3 51.0 78.7 22.3 26.1 35.2 29.0 24.7 83.1 22.9 81.8 57.6 34.3 81.9 10.8 17.6 6.9 14.2 46.2 43.0 (+2.9)

Source Only R 81.8 40.6 76.1 23.3 16.8 36.9 36.8 40.1 83.0 34.8 84.9 59.9 37.7 78.4 20.4 20.5 7.8 27.3 52.5 45.3
ASN (Tsai et al., 2018) R 93.4 55.9 82.8 30.6 27.5 36.9 38.7 40.4 84.5 33.1 87.6 56.9 37.1 86.0 37.7 43.6 20.2 27.7 57.3 51.5
ASN+CRA R 92.6 54.4 83.7 30.4 27.4 38.7 34.6 44.1 85.1 37.4 87.8 63.7 39.9 86.4 38.5 42.7 15.8 31.3 57.4 52.2 (+0.7)
ADVENT (Vu et al., 2019a) R 93.4 57.6 83.7 29.4 27.4 37.1 40.3 42.4 85.6 30.2 88.0 58.4 35.7 86.7 34.5 45.8 21.5 24.2 55.7 51.5
ADVENT+CRA R 92.8 57.3 84.4 28.2 27.8 38.8 37.4 45.7 86.1 35.5 87.5 64.1 37.8 87.1 35.0 44.8 20.8 28.7 58.0 52.5 (+1.0)
IntraDA (Pan et al., 2020) R 93.3 57.7 84.7 23.5 29.8 36.8 41.0 41.3 86.1 34.9 88.3 60.0 36.8 87.2 40.9 48.4 15.0 33.7 58.8 52.5
IntraDA+CRA R 93.2 57.7 84.8 27.6 31.9 36.8 40.5 42.2 86.2 37.3 87.9 61.4 38.6 87.5 41.5 49.2 15.6 33.2 58.7 53.3 (+0.8)
FADA (Wang et al., 2020) R 94.1 58.4 84.4 33.7 34.7 38.4 44.0 43.2 84.7 40.6 89.2 62.9 38.8 87.0 29.3 40.2 18.2 33.1 55.8 53.2
FADA+CRA R 94.2 58.9 85.8 33.9 37.8 41.7 47.6 46.3 85.6 45.4 90.3 66.8 40.0 87.1 31.5 43.5 18.9 37.6 59.5 55.3 (+2.1)
IAST (Mei et al., 2020) R 94.0 64.4 85.7 34.2 35.2 47.4 51.0 61.1 88.1 42.0 90.5 70.4 35.3 86.7 28.3 37.0 23.1 32.8 52.5 55.8
IAST+CRA R 94.9 68.0 87.2 37.4 39.5 48.5 50.6 64.3 88.2 39.9 88.9 72.7 36.4 86.2 29.8 37.7 18.2 31.6 54.4 56.5 (+0.7)
ProDA (Zhang et al., 2021) R 90.7 43.1 85.3 29.5 32.8 50.1 61.8 64.5 89.4 48.6 89.1 76.3 47.0 88.9 36.5 54.4 34.8 44.4 61.0 59.4
ProDA+CRA R 90.1 42.9 85.0 33.4 36.7 52.2 63.7 64.0 90.1 48.5 89.6 77.6 49.4 89.3 36.1 56.6 32.9 44.3 61.3 60.2 (+0.8)
DAFormer (Hoyer et al., 2022a) R 79.4 37.5 71.8 26.0 17.9 46.5 57.0 58.4 81.6 45.7 91.3 71.4 45.7 90.1 18.7 44.6 3.5 38.2 68.9 52.3
DAFormer+CRA R 78.6 31.3 73.3 24.1 19.3 47.6 60.9 63.3 82.2 46.7 91.9 74.2 50.4 90.7 23.2 46.9 1.8 49.6 71.0 54.1 (+1.8)
MIC (Hoyer et al., 2023) R 91.2 73.0 82.3 18.8 37.4 47.1 58.9 54.5 89.0 50.9 91.0 72.5 48.5 89.3 20.4 41.3 25.5 51.4 68.8 58.5
MIC+CRA R 93.2 75.1 83.3 22.5 41.3 47.5 61.6 55.8 89.9 53.0 89.2 76.0 51.6 89.7 22.6 42.0 31.8 55.0 70.2 60.6 (+2.1)
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o

b

Fig. 4. Visualization of feature space at different stages of the training process. (a) The initial stage after the model is trained using supervised learning on the source-domain
data. (b) Results after applying the base method, i.e., FADA (Wang et al., 2020). (c) Results after applying CRA. The evaluation was performed on the GTA5 → Cityscapes dataset,
and to ensure clarity, we selected four categories: roads (red), sidewalks (orange), cars (green), and buses (purple). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
F

Table 5
Performance of CRA with DAFormer (Hoyer et al., 2022a). The mIoU score of SYNTHIA
→ Cityscapes is evaluated based on 16 classes.

Source Domain DAFormer DAFormer+CRA

GTA5 68.3 69.5 (+1.2)
SYNTHIA 60.9 62.0 (+1.1)
Synscapes 61.8 62.9 (+1.1)

Table 6
Comparison with entropy minimization on GTA5 → Cityscape.

Method mIoU

CDA (FADA w/o options) 46.9

Self training on trusted regions 47.5
Entropy minimization 48.4
CRA 50.4

Table 7
Ablation test results of FADA+CRA with optional steps, i.e., self-distillation (SD) and
multi-scale test (MST), on GTA5 → Cityscapes task. CDA indicates FADA without the
ptional steps.

Source Only CDA CRA SD MST mIoU

✓ 36.8
✓ ✓ 46.9
✓ ✓ 41.7
✓ ✓ ✓ 49.2
✓ ✓ ✓ ✓ 50.1
✓ ✓ ✓ 50.4
✓ ✓ ✓ ✓ 52.0
✓ ✓ ✓ ✓ ✓ 52.2

Table 8
Effects of the scaling factor 𝐹𝑠 for rare classes. Results on GTA5 → Cityscapes obtained
y FADA+CRA with ResNet101 backbone.

𝐹𝑠 0.25 0.5 0.75 1.0

mIoU 49.7 50.4 49.4 48.6

4.9. Selection of the entropy threshold 𝜆

In Section 3.3.2, we describe our method for classifying image pixels
into trusted and untrusted categories by comparing the entropy of
the predicted class probability with a threshold value, 𝜆. While we
have used a simple approach to choose a fixed value for 𝜆, there may
be a more effective approach that can improve the overall impact of
our method. To explore this possibility, we conduct an experimental
10
Table 9
Results of CRA with a scheduler of the entropy threshold 𝜆 on GTA → Cityscapes.
ADA without self-distillation and multi-scale test is used as the base method.

𝜆𝐼
𝜆𝐹 0.005 0.01 0.015 0.02 0.025

0.0005 48.2 49.7 49.0 49.2 48.0
0.001 49.0 49.1 49.7 50.0 49.1
0.0015 49.2 49.7 48.5 48.5 48.8
0.002 49.2 49.4 49.1 50.7 48.7
0.0025 48.9 50.4 49.7 48.8 49.7

evaluation of a more flexible method that increases 𝜆 linearly from
an initial value of 𝜆𝐼 to a final value of 𝜆𝐹 as the training progresses.
The rationale behind this approach is to be more cautious in the early
stages of training when the model is not yet well-trained, and gradually
increase the number of pixels that we can trust as training proceeds.

In the experiment, we choose FADA as the base method and test
its combination with CRA on GTA5 → Cityscapes. For the sake of
simplicity, we do not use self-distillation or multi-scale test; this cor-
responds to the sixth row, yielding 50.4 mIoU, in Table 7. The results
obtained by the new scheduling method with different combinations
of 𝜆𝐼 and 𝜆𝐹 are shown in Table 9. While the above new method
occasionally achieves better performance, the improvements are only
marginal. Thus, we conclude that our method explained in Section 3.3.2
is a good choice, given the cost of hyper-parameter tuning.

4.10. Evaluation with the Cityscapes test set

The Cityscapes dataset is primarily used as the target domain
dataset in existing studies. The dataset consists of training, validation,
and test subsets. The ground truth labels for the test subset are unavail-
able, and the evaluation of results on it needs to post them to the official
server (Chen et al., 2017; Fu et al., 2019; Zhang et al., 2018). Thus, a
common practice of the existing studies is to evaluate methods on the
validation subset. However, this may make the fair comparison very
hard, considering the necessity of choosing hyperparameters also on
the validation subset. To cope with this, we evaluate the results for the
test subset by the proposed method and the compared methods on the
official server with the models of GTA5 → Cityscapes task. Table 10
shows the results, which validate the effectiveness of the proposed
approach.
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Table 10
Performance evaluation of eight base methods and their CRA
extensions on Cityscapes test set. These results are calculated by
the official server by uploading predicted segmentation masks.
Method mIoU (𝛥)
ASN (Tsai et al., 2018) 43.6
ASN+CRA 45.9 (+2.3)
ADVENT (Vu et al., 2019a) 45.7
ADVENT+CRA 48.1 (+2.4)
IntraDA (Pan et al., 2020) 47.2
IntraDA+CRA 48.8 (+1.6)
FADA (Wang et al., 2020) 52.4
FADA+CRA 53.8 (+1.4)
IAST (Mei et al., 2020) 54.4
IAST+CRA 55.6 (+1.2)
ProDA (Zhang et al., 2021) 56.9
ProDA+CRA 58.9 (+2.0)
DAFormer (Hoyer et al., 2022a) 55.4
DAFormer+CRA 56.6 (+1.2)
MIC (Hoyer et al., 2023) 59.3
MIC+CRA 60.4 (+1.1)

5. Summary and conclusion

In this study, we have proposed a method called cross-region adap-
tation (CRA) for unsupervised domain adaptation in semantic segmen-
tation. The proposed method is designed to improve the performance
of any existing UDA approach by reducing residual class-level misalign-
ment of feature distributions between the source and target domains.
To achieve this, CRA utilizes a self-training framework to split each
target domain image into trusted and untrusted regions and performs
adversarial training within the target domain to align their feature
distributions.

We have shown the experimental results conducted on adapting
three different computer graphics (CG) datasets to Cityscapes. Our
approach was combined with existing UDA methods, and the results
showed that it consistently improves the performance of the combined
method. Furthermore, we compared major UDA methods using the
Cityscapes test dataset to ensure a fair comparison without any leakage
from training to test data. The results demonstrate that the proposed ap-
proach achieves the best performance. Overall, these findings confirm
the effectiveness of our proposed approach.
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