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ABSTRACT

Drawing inspiration from recent findings including surprisingly decent perfor-
mance of transformers without positional encoding (NoPE) in the domain of lan-
guage models and how registers (additional throwaway tokens not tied to input)
may improve the performance of large vision transformers (ViTs), we invent and
test a variant of ViT called fractal ViT that breaks permutation invariance among
the tokens by applying an attention mask between the regular tokens and “sum-
mary tokens” similar to registers, in isolation or in combination with various po-
sitional encodings. These models do not improve upon the baseline performance,
highlighting the fact that these findings may be scale, domain, or application-
specific.

1 INTRODUCTION

Vision Transformer (ViT, Dosovitskiy (2020)) has emerged as a strong alternative to CNNs (con-
volutional neural networks) for computer vision tasks. Based on the transformer (Vaswani, 2017)
architecture, it is nearly identical to transformer-based language models (LMs), except that the input
tokens are linear projections of pixel patches instead of token embeddings. Similar to encoder LMs,
ViT needs to break the permutation invariance of tokens with positional encoding, which has now
gone through countless iterations.

While it has always been known that generative LMs based on transformer decoder, transformer
with causal mask, do not exhibit permutation invariance, it was only reported recently that LMs
based on transformer decoder without any positional encoding perform surprisingly well. Known
as NoPos (Haviv et al., 2022) or NoPE, it was later shown that in the limit of infinite precision
positional info can be fully reconstructed with causal mask as an explanation for its performance
(Kazemnejad et al., 2023). We therefore wonder whether similar mask-based positional encoding
is possible for ViT. However, preliminary experiments show that applying attention mask to regular
tokens destroys performance.

Finally, it was shown recently that a small portion of tokens with a very high norm (outlier tokens)
emerge in large ViT after training, which can be mitigated with the addition of throwaway tokens
called registers (Darcet et al., 2024) not tied to the input or contributing to the output. This finding
inspires us to test whether we use similar tokens not tied to the input and apply attention mask to
them to provide positional info, without changing the all-pair attention of regular tokens.

2 BACKGROUND AND RELATED WORK

2.1 POSITIONAL ENCODING

There has been many variants of positional encoding for ViT. The original ViT uses learned posi-
tional encoding (Dosovitskiy, 2020), which may have contributed to its popularity among models
including OpenCLIP (Ilharco et al., 2021), DEIT-III (Touvron et al., 2022), and DINOv2 (Oquab
et al., 2024). Experiments reported in Darcet et al. (2024) that add registers to these three models
follow the same practice and use randomly initialized, learned positional encoding for the registers
(@TimDarcet, 2023). Chen et al. (2021b) proposes a 2D variant of sinusoidal positional encoding
of Vaswani (2017), sincos2d, which is found to improve the performance of the ImageNet-1k ViT-
S/16 baseline (Beyer et al., 2022). More recently, other positional encodings from the domain of
LMs have been ported and tested in ViT, including ALiBi (Attention with Linear Biases, Press et al.
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(2021)) and RoPE (Rotary Positional Embeddings, Su et al. (2021)), which give rise to 2D-ALiBi
used in CROMA (Fuller et al., 2024) and RoPE-ViT (Heo et al., 2025), respectively.

2.2 ATTENTION PATTERNS

While designed for the purpose of positional encoding, ALiBI can also be considered and imple-
mented as a soft attention mask that reduces attention scores of distant query-key pairs. Conversely,
while the causal mask for transformer decoder is originally designed to preserve causality of the
output (Vaswani, 2017), it is shown later that decoder LMs perform surprisingly well with just the
causal mask and without further positional encoding (Haviv et al., 2022; Kazemnejad et al., 2023).
Other modifications of the baseline all-pair attention pattern are usually for the purpose of repre-
sentation learning, improvement of the training or inference dynamics, or more compute-efficient
attention mechanism:

1. Representation learning: The practice of adding a special [CLS] token for representation
learning goes back to BERT (Bidirectional Encoder Representations from Transformers,
Devlin et al. (2019)). This is followed by the original ViT (Dosovitskiy, 2020) and vision-
language models such as CLIP (Radford et al., 2021).

2. Improvement of dynamics: Adding throwaway registers to large ViT to eliminate the arti-
facts of high-norm outlier tokens (Darcet et al., 2024) falls into this category. The discovery
of ”attention sink”: unusually high attention score of the initial token with no semantic rel-
evance and the mitigation of always keeping the initial token key and value for the sliding
window of StreamingLLM (Xiao et al., 2024) can be considered distant parallel in the
domain of LMs.

3. Compute-efficiency: Finally, efficiency of the transformer can be improved through spar-
sity of the attention mechanism, either with fixed attention pattern or context-dependent
token dropping. People have performed extensive experiments with ViT with a variety of
attention sparsity (Chen et al., 2021a; 2023), but to our best knowledge the sparse attention
pattern has always been applied to the input tokens only instead of additional tokens such
as registers.

3 METHODOLOGY

In fractal ViT, we add “summary tokens” not tied to the input just like registers, in addition to
global token [CLS]. We then assign k × k regular tokens to each summary token (“k-summary”
in our terminology) depending on the location of the tokens and apply an attention mask to break
permutation invariance with a self-similar pattern:

1. All n× n regular tokens attend each other.
2. All n

k × n
k summary tokens attend each other, but each summary tokens only attends the

k × k regular tokens assigned to it. The assigned regular tokens also attend back to their
shared summary token.

3. Finally, the global token still attends to all tokens and all tokens still attend back to the
global token.

The experiments presented in this paper exclusively focus on the simplest case where we have k2×k2

regular tokens, k×k summary tokens, and one global token, but this pattern can be extended to mul-
tiple levels of summary tokens. See Figure 1 for a diagram and Appendix A for an implementation.

4 RESULTS

Here we report top-1 validation set accuracy after training a ViT-S/16 for 90 epochs on ImageNet-
1k with input resolution 256 (Table 1). Except for the input resolution, positional encoding, and
the addition of register or summary/global tokens, we follow the setup of (Beyer et al., 2022). The
“variant” column consists of the positional encoding (sincos2d, learned, 2D-ALiBi, or none: see
Appendix B), additional tokens (17 registers with learned positional encoding as in (Darcet et al.,
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Figure 1: Fractal ViT architecture. Left: Attention diagram. For clarity, only the attention among
different types of tokens at the lower-right corner is drawn as arrows. The toy example shown here
uses 2-summary that assigns a summary token for every 2×2 regular tokens. Right: Regular tokens
created from linear projection of RGB values of patches are fed to the transformer encoder along
with zero-init summary tokens and global token, optionally after adding the positional encoding.

2024) or 4-summary that assigns a summary token for every 4 × 4 regular tokens), and whether
fractal mask is applied. Unlike registers, summary tokens always use the same positional encoding
as that of regular tokens (sincos2d, learned, 2D-ALiBi, or none). With 256 input resolution and
patch size 16, there are 4× 4 summary tokens and one global token, so the total number of tokens is
constant among the variants. We can see that sincos2d outperform both learned positional encoding
and 2D-ALiBi, while models without positional encoding perform the worst. Positional encoding
of the additional tokens turns out to be inconsequential and fractal mask doesn’t improve model
performance, even for models without positional encoding.

With fractal mask shown to be unhelpful, we decide to remove it and further test whether registers/-
summary tokens with different positional encodings are useful at all. Since we are no longer limited
to using powers of 4 as the number of regular tokens, we revert to the standard 224 input resolution
with the best-performing sincos2d positional encoding (Table 2). Here k-summary again means
adding a summary token for every k × k tokens. When k is small enough (k = 2), we create “sum-
mary of summary tokens” as long as doing so results in nonzero additional tokens. When km doesn’t
divide the input resolution, we take the floor. The number of additional tokens is again controlled as
we compare ViT with registers to ViT with summary tokens, e.g. ⌊ 14

2 ⌋2 + ⌊ 14
22 ⌋

2 + ⌊ 14
23 ⌋

2 = 59. As
we can see, additional tokens do not improve model performance.

Table 1: Top-1 validation set accuracy of variants of positional encoding, additional tokens, and
fractal mask.

Variant Top-1 val acc.
sincos2d + 17 registers 77.68
sincos2d + 4-summary 77.61
sincos2d + 4-summary + fractal mask 77.57
learned + 4-summary 76.63
learned + 4-summary + fractal mask 76.11
2D-ALiBi + 4-summary 76.16
2D-ALiBi + 4-summary + fractal mask 76.26
none + 17 registers 72.93
none + 4-summary + fractal mask 73.09
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Table 2: Top-1 validation set accuracy with different number of registers/summary tokens.

Variant Top-1 validation set accuracy
59 registers 77.06
17 registers 77.08
9 registers 77.12
4 registers 77.07
2-summary 77.10
3-summary 77.01
4-summary 77.05
5-summary 77.02

5 CONCLUSION

The ImageNet-1k ViT-S/16 baseline remains unbeaten: Adding registers or summary tokens do
not improve it and neither do fractal masks, in isolation or in combination with various positional
encodings. Perhaps it is imperative to reexamine the studies that inspired these experiments:

1. (Darcet et al., 2024) reports that outlier tokens with large norm only appear in larger mod-
els. Specifically for ViT, they are found to appear in models ”larger than and including
ViT-Large” for the common ViT sizes. Since registers are meant to mitigate outlier tokens,
perhaps it is not surprising that they do not help smaller models like ViT-S/16.

2. Transformers without positional encoding (NoPE, Kazemnejad et al. (2023)) that fully re-
lies on the causal mask for breaking permutation invariance and inspired the fractal mask
were only tested in the domain of language models. Furthermore, the mask for NoPE ap-
plies to tokens directly tied to the input (token embeddings) instead of dedicated attention
sink (Xiao et al., 2024) or additional tokens like registers.

3. CROMA (Fuller et al., 2024) uses 2D-ALiBi and shows that it outperforms sincos2d in
ablation but we do not find it advantageous for the ImageNet-1k ViT-S/16 baseline. Overall
CROMA is a distantly-related model for a different purpose (multimodal representation
learning for satellite images) so the qestion on what makes the difference remains open.
However, perhaps the reasons for 2D-ALiBi’s performance in CROMA offered in (Fuller
et al., 2024) still hold true:

(a) Satellite imagery is rotation-invariant so it is a better match for 2D-ALiBi, which
at least exhibits symmetry of dihedral group D4. In contrast, ImageNet is at most
symmetric with respect to horizontal flip.

(b) 2D-ALiBi limits attention weights of distant tokens and helps avoid representational
collapse due to contrastive objectives, which is not applicable for the ImageNet-1k
ViT-S/16 baseline.

Based on these comparisons, we believe that the following future directions may be worth pursuing:

1. It may be worth testing fractal masks and summary tokens with different positional encod-
ings again at the scale when outlier tokens become a problem and registers start to help.

2. Especially in light of the phenomenon of attention sink in Large Language Models (LLMs),
it may be worth bringing the idea of fractal masks and summary tokens back to the domain
of language models and see if they improve the performance of decoder models or masked
encoder models.

3. Positional encodings may need to be customized to respect the underlying symmetries of
the input for better performance. In fact, for the application of satellite imagery, it may
be worth trying architectures that fully respect E(2) symmetry such as (Xu et al., 2023)
instead of 2D-ALiBi that merely exhibits symmetry of D4.
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A 4-SUMMARY MASK SNIPPET

Here is a working function for creating a 4-summary mask in Python and PyTorch. The implemen-
tation we use in production is more general but more complicated.

1 def create_fractal_attention_mask(n_h, n_w):
2 # Create mask for regular tokens, summary tokens, and global token
3 mask_16x16, mask_4x4, mask_global = torch.ones(n_h * n_w, n_h * n_w),

torch.ones(n_h * n_w // 16, n_h * n_w // 16), torch.ones(1, 1)
4

5 # Combine masks
6 mask = torch.block_diag(mask_16x16, mask_4x4, mask_global)
7

8 # Allow 4x4 summary tokens to attend to their corresponding 4x4
regions and vice versa

9 for i in range(n_h // 4):
10 for j in range(n_w // 4):
11 index = n_h * n_w + i * 4 + j
12 for row in range(i * 4, i * 4 + 4):
13 start = row * n_w + j * 4
14 mask[start:start + 4, index] = mask[index, start:start +

4] = 1
15

16 # Allow global token to attend to everything
17 mask[-1, :] = mask[:, -1] = 1
18 return mask

Listing 1: 4-summary mask snippet
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B POSITIONAL ENCODING

Let us define the following notations:

• ei ∈ Rd denotes the patch embedding for position i

• d ∈ N represents the embedding dimension

• πi ∈ Rd represents the learned position embedding for position i

• ti ∈ Rd denotes the final token representation at position i

The positional encoding mechanism maintains spatial information within the transformer architec-
ture. Traditional Vision Transformers employ learned position embeddings πi ∈ Rd, which are
added to the patch embeddings to form tokens:

ti = ei + πi (1)

B.1 ALIBI: POSITION-AWARE ATTENTION MECHANISM

Let us define:

• qi ∈ Rd denotes the query vector at position i

• kj ∈ Rd denotes the key vector at position j

• h ∈ {0, 1, ..., n−1} represents the attention head index, assuming that we have n attention
heads

• m(h) ∈ R+ is a head-specific slope parameter

• ahij ∈ R represents the attention score between positions i and j for head h

The ALiBi mechanism modifies attention computation through position-dependent biases. For at-
tention head h, the attention score between positions i and j is defined as:

ahij =
q⊤
i kj√
d

−m(h) · |i− j| (2)

where m(h) follows the geometric sequence:

m(h) = 2−
8(h+1)

n , h ∈ {0, 1, ..., n− 1} (3)

B.1.1 2D ALIBI EXTENSION

For the 2D variant, we define:

• (i, j), (k, l) ∈ N2 represent spatial coordinates in the 2D grid

• q(i,j) ∈ Rd denotes the query vector at position (i, j)

• k(k,l) ∈ Rd denotes the key vector at position (k, l)

The attention score is computed as follows:

ah(i,j),(k,l) =
q⊤
(i,j)k(k,l)√

d
−m(h) ·

√
(i− k)2 + (j − l)2 (4)
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B.2 SINUSOIDAL 2D POSITIONAL EMBEDDINGS

Let us define:

• h,w ∈ N represent the height and width of the feature map
• PE(y,x,i) ∈ R denotes the positional encoding at spatial position (y, x) for dimension i

• ωi ∈ R+ represents the frequency for dimension i

• temperature τ ∈ R+ is a hyperparameter controlling the frequency spectrum

For a feature map of dimensions h× w, the position encoding is computed as:

PE(y,x,2i) = sin(yωi), PE(y,x,2i+1) = cos(yωi) (5)

PE(y,x,2i+d/2) = sin(xωi), PE(y,x,2i+d/2+1) = cos(xωi) (6)

where ωi = τ−4i/d determines the frequency for dimension i.

These formulations ensure unique spatial position encoding while maintaining relative positional
relationships across scales.
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