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Abstract

Recent machine translation (MT) agents rely001
on large language models (LLMs) as judges,002
typically using coarse prompts that jointly as-003
sess all types of error. We propose a framework004
that decomposes the evaluation into multiple005
expert evaluators, each specializing in a spe-006
cific error dimension with detailed criteria, ex-007
amples, and external knowledge. Based on a008
set of dimension-specific feedbacks, we tested009
and analyzed translation refinement using se-010
quential, parallel, and comprehensive strate-011
gies. Experiments with both small and large012
models show that combining specialized eval-013
uators outperforms a single holistic judge by014
more effectively capturing fine-grained errors.015
Our findings highlight the benefits of decom-016
posing complex evaluation for more effective017
self-refinement of LLM. Furthermore, by us-018
ing smaller, open-source LLMs, our approach019
achieves strong performance with significantly020
reduced computational cost, making robust021
translation evaluation more accessible. This022
work opens new avenues for scalable, modular023
quality control in automated translation sys-024
tems.025

1 Introduction026

Machine translation (MT) output often exhibits027

ambiguities and diverse variations, making post-028

editing a long-standing research interest—from tra-029

ditional manual approaches (Specia et al., 2017)030

to recent agent-based methods (Yao et al., 2023).031

Most of these approaches rely on holistic evaluation032

guided by single-score metrics such as BLEU (Pa-033

pineni et al., 2002) and COMET (Rei et al., 2020),034

which offer limited interpretability and diagnostic035

value.036

To address this, the Multidimensional Qual-037

ity Metrics (MQM) framework (Arle Lommel038

and Uszkoreit, 2014) categorizes translation er-039

rors into fine-grained dimensions such as addition,040

omission, mistranslation, grammar, and spelling.041

GEMBA-MQM output
1. **Accuracy - Omission:**
   - **Type:** Omission
   - **Category:** Minor
   - **Explanation:** The Chinese phrase ""擦拭本产品"" (wipe this product) is missing 
from the English translation. While the meaning is still conveyed, it's incomplete.
2. **Fluency - Grammar:**
   - **Type:** Grammar
   - **Category:** Minor
   - **Explanation:** The word order in the English sentence could be slightly improved 
for better readability. A more natural way would be ""Please do not use alcohol or 
other volatile liquids to wipe this product."" However, the current phrasing is still 
understandable.
3. **Style - Awkward:**
   - **Type:** Style
   - **Category:** Minor
   - **Explanation:** The phrase ""to wipe this product"" sounds a bit awkward 
compared to a more natural phrasing like ""to clean this product."" This does not 
significantly impact understanding but can be improved for better style.

Source: 5 请勿使用酒精或其他挥发性液体擦拭本产品; 
Reference: 5 Avoid wiping the product with alcohol or other flammable liquids;
Target: Please do not use alcohol or other volatile liquids to wipe this product. 

Figure 1: Example of output of Gemba MQM. This
example shows that single-prompt evaluations can mis-
classify correct translations as errors, revealing their
inherent limitations. This highlights the need for our
proposed multi-evaluator approach.

While MQM provides a more transparent evalua- 042

tion scheme, its reliance on expert human annota- 043

tion makes it costly, subjective, and hard to scale. 044

Large language models (LLMs), with their 045

impressive linguistic and reasoning capabilities, 046

present a promising foundation for addressing these 047

limitations. Their ability to understand nuanced 048

language patterns makes them suitable candidates 049

for identifying translation errors across a variety 050

of dimensions. However, prior efforts to lever- 051

age LLMs for MQM-style evaluation have pre- 052

dominantly relied on single-shot, holistic prompts 053

that ask the model to assess multiple error types 054

simultaneously (Kocmi and Federmann, 2023). 055

While such approaches can detect major errors, 056

they often lack the granularity, structure, and in- 057

terpretability needed for targeted and actionable 058

feedback—particularly in cases requiring subtle re- 059

visions. As shown in Figure 1, these single-prompt 060

evaluations sometimes misclassify correct transla- 061

tions as erroneous, likely due to the prompt’s con- 062

flation of distinct criteria and the model’s inability 063

to focus on specific dimensions in isolation. This 064
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leads to noisy feedback and undermines trust in065

automated evaluation, further motivating the need066

for decomposed, dimension-specific assessment.067

In this work, we propose a structured, multi-068

agent pipeline that moves beyond passive, one-off069

evaluation and introduces active, criterion-aware070

correction. Our framework is grounded in the071

MQM taxonomy but reimagines its application072

through automation. It consists of three special-073

ized LLM-driven agents—Translate, Evaluate, and074

Refine—that together simulate the iterative review075

process typically followed by human translators076

and editors. Unlike prior work, we explicitly077

decompose the Evaluate stage into multiple sub-078

agents, each responsible for a specific MQM error079

type (e.g., Accuracy, Fluency, Terminology). This080

allows for dimension-specific evaluation, in which081

each agent produces detailed feedback including082

error spans, severity ratings, and explanatory ratio-083

nales aligned with the corresponding MQM cate-084

gory.085

This structured feedback is then passed to the086

Refine agent, which performs targeted post-editing087

on the initial translation. Rather than regenerating088

the full sentence, the Refine agent applies local-089

ized changes based on evaluator feedback, preserv-090

ing valid content while improving problematic seg-091

ments. This modularity enables a high degree of092

control and interpretability, making it possible to093

track which error types were addressed, how, and094

to what extent.095

To our knowledge, this is the first work to de-096

compose MQM evaluation into dimension-specific097

LLM agents and to integrate their structured out-098

puts into an end-to-end post-editing pipeline. We099

evaluate our approach across multiple datasets and100

LLM backbones, demonstrating that our evalu-101

ator–refiner configuration consistently improves102

translation quality. Specifically, we observe up to103

a 12.6% reduction in MQM errors compared to a104

translate-only baseline. These results underscore105

the value of modular, interpretable, and scalable106

architectures in next-generation MT evaluation and107

refinement systems, paving the way for more adap-108

tive and intelligent translation workflows.109

Our contributions are summarized as follows:110

• We introduce a multi-agent framework that111

decomposes MQM evaluation into dimension-112

specific LLM-based evaluators and integrates113

their feedback into a refinement agent, en-114

abling fine-grained and interpretable transla-115

tion correction. 116

• We demonstrate that dimension-specific eval- 117

uation outperforms holistic prompting in both 118

MQM error reduction and feedback quality. 119

• We investigate multiple refinement strate- 120

gies—sequential, parallel, and comprehen- 121

sive—and provide insights into effective agent 122

orchestration. 123

• Our approach improves MT performance 124

across diverse LLMs, highlighting its robust- 125

ness and scalability. 126

2 Related Work 127

Machine Translation Post-editing: Post-editing 128

in machine translation has long been explored as 129

a means of improving the output of automatic sys- 130

tems through manual or automatic revisions. Early 131

studies emphasized human post-editing for qual- 132

ity assurance (Specia et al., 2017), while more 133

recent work has attempted to automate this pro- 134

cess using neural models trained in post-editing 135

datasets (Junczys-Dowmunt and Grundkiewicz, 136

2018). However, such approaches typically re- 137

quire aligned triplets of source, hypothesis, and 138

post-edited reference, which limits scalability. Our 139

work departs from this paradigm by employing 140

LLM-based agents that refine translations through 141

evaluative feedback, enabling a more modular and 142

interpretable approach to post-editing without re- 143

quiring large-scale post-edited corpora. 144

MT Agents and Refinement Strategies: The 145

concept of agent-based or multistep translation 146

has gained traction with the advent of prompt- 147

based LLM systems. Approaches such as chain-of- 148

thought prompting (Wei et al., 2022) and agentic 149

reasoning (Yao et al., 2023) have inspired frame- 150

works where translation, evaluation, and refine- 151

ment are treated as separate but interacting roles. 152

Some works (Gu et al., 2024) propose multi-agent 153

systems for natural language tasks, yet most ap- 154

ply generic self-review loops or feedback with- 155

out domain-specific structure. In contrast, our ap- 156

proach defines clear agent roles, particularly focus- 157

ing on MQM-guided evaluation and correspond- 158

ing refinement, providing domain-aware feedback 159

loops specifically for MT quality enhancement. 160

LLMs as Judges and Decomposition of Evalua- 161

tion Criteria: LLMs have recently been proposed 162

as "judges" capable of evaluating outputs in various 163
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Mistranslation Grammar OmissionInappropriate for context Addition

Mistranslation Grammar OmissionInappropriate for context Addition

Translator

Collect
Merge 

Spelling

Spelling

Evaluator

Refiner

Translator

Pedestrian dies in hospital after crash with car in Cowdenbeath as man arrested

Fußgänger stirbt im Krankenhaus
nach Zusammenstoß mit Auto in 
Cowdenbeath, wobei ein Mann 
festgenommen wurde.

Fußgänger stirbt nach Zusammenstoß mit
Auto in Cowdenbeath im Krankenhaus, 
während ein Mann festgenommen wurde. 

Figure 2: Overview of Multi Eval + Multi Refine (Parallel + Merge). Each evaluator-refiner pair edits the translation
based on a specific MQM criterion, and their outputs are merged into a final version.

NLP tasks, including MT, with competitive perfor-164

mance compared to human annotators (Fu et al.,165

2024). Decomposing the evaluation into specific166

criteria such as adequacy, fluency, and coherence167

has been shown to improve reliability and inter-168

pretability (Zheng et al., 2024). Our work builds169

upon these ideas by integrating MQM-style decom-170

position directly into the evaluation prompts, with171

each prompt targeting a single dimension of trans-172

lation quality. This enables both precise diagnostic173

insight and structured feedback suitable for down-174

stream refinement agents.175

Machine Translation Evaluation Metrics: Stan-176

dard automatic metrics like BLEU (Papineni et al.,177

2002) and METEOR (Banerjee and Lavie, 2005)178

offer surface-level evaluations of MT output but179

are often criticized for poor alignment with hu-180

man judgment. More recent learned metrics such181

as COMET (Rei et al., 2020) and BLEURT (Sel-182

lam et al., 2020) provide stronger correlations with183

human evaluation, yet still fall short in offering184

actionable feedback. MQM (Arle Lommel and185

Uszkoreit, 2014) was introduced as a fine-grained186

human evaluation framework and has seen limited187

success in automatic evaluation. We extend MQM188

by operationalizing its taxonomy through LLM189

prompts, enabling multi-dimensional scoring with190

accompanying rationales that can directly inform191

post-editing steps.192

3 Agent Configuration 193

In this work, we propose a multi-agent pipeline 194

for automating the evaluation and refinement of 195

machine translation outputs. Our framework com- 196

prises three specialized LLM-driven agents — 197

Translate, Evaluate, and Refine — which collec- 198

tively simulate the iterative workflow typically per- 199

formed by human translators and reviewers. 200

While prior studies have attempted to incor- 201

porate MQM into automatic evaluation pipelines, 202

these approaches have predominantly relied on a 203

single prompt to jointly assess multiple MQM di- 204

mensions and extract error spans (Kocmi and Fe- 205

dermann, 2023). Although effective for coarse- 206

grained error detection, such methods often fall 207

short in providing fine-grained, criterion-specific 208

feedback necessary for targeted post-editing. 209

To address this limitation, we introduce a prompt 210

decomposition strategy that formulates separate 211

evaluation prompts for each MQM dimension (e.g., 212

accuracy, fluency, terminology). The Evaluate 213

agent employs these prompts to perform granu- 214

lar quality assessment, error severity ratings and 215

textual rationales for each criterion. This structured 216

feedback is then passed to the Refine agent, which 217

applies targeted edits to the translation, thereby im- 218

proving quality in a principled and interpretable 219

manner. 220

The pipeline operates through a structured Trans- 221

late–Evaluate–Refine cycle, enabling iterative en- 222

hancement of translation quality. We begin with 223
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a minimal agent configuration to validate the core224

methodology and assess its efficacy through empiri-225

cal experiments. Depending on the observed perfor-226

mance, the framework can be further extended with227

more sophisticated agent interactions or adaptive228

prompting strategies.229

In the following sections, we detail the design230

and operational scope of each agent, describe the231

construction of criterion-specific MQM prompts,232

and present our overall architecture for automated233

translation evaluation and refinement.234

Our pipeline is instantiated as a fixed automa-235

ton without a planning agent. It comprises three236

core agent types: Translator, Evaluator, and Re-237

finer. All agents are implemented using a frozen238

Qwen 2.5 7B instruct model, ensuring consistency239

across configurations and isolating the effect of240

agent interaction patterns from model scale.241

3.1 Translator Agent242

The Translator agent serves as the initial compo-243

nent in the pipeline, responsible for generating a244

base translation given a source input. It operates245

in a zero-shot setting without access to gold refer-246

ences, and its output serves as the input to down-247

stream agents. While the translator is not explicitly248

optimized during the pipeline execution, its deter-249

ministic behavior ensures a consistent translation250

hypothesis, serving as a stable foundation for evalu-251

ation and refinement. This setup enables controlled252

analysis of quality improvements introduced solely253

by the downstream agents.254

3.2 Evaluator Agent255

The Evaluator agent is designed to perform fine-256

grained, criterion-specific assessments of the trans-257

lation output. Rather than relying on a single holis-258

tic prompt, the evaluator utilizes prompts tailored to259

individual MQM categories such as Accuracy, Flu-260

ency, Style, and Terminology. For each dimension,261

the agent produces an error severity along with a262

textual explanation that highlights observed issues.263

These outputs are used not only for diagnostic anal-264

ysis but also as direct feedback for refinement. The265

modularity of the evaluator enables flexible config-266

urations (e.g., single vs. multiple evaluators) and267

supports both sequential and parallel evaluation268

workflows.269

We created individual evaluators for each of the270

major error types based on their prevalence in the271

MQM error annotations from the WMT 2020 En-272

De human evaluation dataset (google/wmt-mqm-273

human-evaluation). Specifically, we selected the 274

most frequent and impactful error categories—such 275

as Accuracy, Fluency, and Mistranslation—as these 276

account for the majority of errors in the dataset, 277

ensuring our evaluators are aligned with realistic 278

and significant translation quality issues. 279

3.3 Refiner Agent 280

The Refiner agent takes the evaluator’s feedback 281

and performs post-editing on the initial translation. 282

Its goal is to resolve the issues identified by the eval- 283

uator while preserving the strengths of the original 284

output. The refinement process is conditioned on 285

both the translation and the structured feedback, al- 286

lowing the agent to apply targeted edits rather than 287

regenerate the sentence from scratch. In configura- 288

tions with multiple refiners, each one may address 289

a specific MQM dimension independently, while 290

in single-refiner setups, the agent integrates multi- 291

faceted feedback into a cohesive revision. This 292

flexible structure supports a range of refinement 293

strategies aimed at improving translation quality in 294

an interpretable and controllable manner. 295

To systematically investigate the impact of agent 296

composition and coordination strategies, we exper- 297

iment with the following configurations: 298

• Single Eval + Single Refine: A single eval- 299

uator assesses the initial translation using 300

the Gemba-MQM (Kocmi and Federmann, 301

2023) prompt and generates feedback, which 302

is then used by a single refiner for post-editing. 303

This baseline reflects the limitations of prior 304

monolithic prompting approaches, highlight- 305

ing the need for more granular and modular 306

evaluation-refinement strategies. 307

• Multi Eval + Single Refine: Multiple eval- 308

uators operate in parallel, each providing fo- 309

cused feedback on a specific MQM dimension 310

(e.g., accuracy, fluency, terminology). These 311

independent evaluations capture complemen- 312

tary aspects of translation quality. A single re- 313

finer consolidates the feedback and performs 314

comprehensive post-editing, playing a crucial 315

role in resolving potential conflicts and ensur- 316

ing coherent integration of improvements. 317

• Multi Eval + Multi Refine (Sequential): Each 318

evaluator focuses on a distinct MQM error cat- 319

egory and operates in parallel. When multiple 320

issues are detected, the translation is passed 321
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Table 1: MQM-Errors Comparison on all data sets

En-De Zh-En
Type wmttest2023 wmttest2024 wmttest2022 wmttest2023
Translate 3007 5052 7557 7284
Single Eval + Single Refine(Gemba-MQM) 2984 (-0.8%) 5007 (-0.9%) 7997 (+5.8%) 8132 (+11.6%)
Multi Eval + Single Refine 2628 (-12.6%) 4778 (-5.4%) 7043 (-6.8%) 6936 (-4.8%)
Multi Eval + Multi Refine (Sequential) 2898 (-3.6%) 4801 (-5.0%) 7151 (-3.6%) 6887 (-5.5%)
Multi Eval + Multi Refine (Parallel + Merge) 2628 (-12.6%) 4837 (-4.3%) 7031 (-7.0%) 6729 (-7.6%)
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error
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Translate Eval 1 + Refine 1 (Gemba-MQM) Eval N + Refine N (parallel + merge)

(a) MQM-Errors on WMT2023 En–De
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error

Omission error Spelling error

Translate Eval 1 + Refine 1 (Gemba-MQM) Eval N + Refine N (parallel + merge)

(b) MQM-Errors Rate on WMT2023 Zh–En

Figure 3: Our method consistently yields the lowest MQM-Errors compared to both simple translation and Gemba-
MQM. Especially for Zh–En, Gemba-MQM increased errors, while our approach clearly improved translation
quality.

through a sequence of refiners, each special-322

ized in one error type. This setting allows us323

to analyze how individual corrections interact324

when applied sequentially.325

• Multi Eval + Multi Refine (Parallel + Merge):326

Evaluators and refiners operate in parallel,327

each targeting a specific error type. Refined328

outputs are then merged to form a unified329

translation. This setup examines whether330

combining independent refinements can yield331

higher overall quality while preserving contri-332

butions from each dimension. (see Figure 2)333

We evaluate these configurations across multiple334

datasets to assess the robustness and generalizabil-335

ity of our pipeline. The fixed-agent architecture336

supports controlled experimentation and enables337

fine-grained analysis of how evaluation specificity338

and refinement strategies affect translation quality.339

4 Experiments340

To investigate whether MQM-style translation qual-341

ity assessment and refinement can be effectively au-342

tomated without human annotation, we conducted343

experiments using large language model (LLM)-344

based agents. Unlike prior approaches such as345

Gemba-MQM, which attempt to detect multiple346

error types simultaneously through a single eval- 347

uation prompt, our method decomposes the eval- 348

uation task into six of the most frequent MQM 349

error categories observed in human annotations. 350

For each selected error type—such as mistransla- 351

tion, omission, and grammar—we design a dedi- 352

cated evaluator that provides fine-grained feedback, 353

which is then used for targeted post-editing. This 354

modular design aims to reduce the complexity of 355

multi-error evaluation and leads to more accurate 356

and interpretable refinements. 357

We validated our approach on three high-quality 358

benchmark datasets: WMT test sets from 2022, 359

2023, and 2024, covering two language pairs: 360

English–German (En–De) and Chinese–English 361

(Zh–En). These datasets offer a diverse and chal- 362

lenging testbed for evaluating the effectiveness of 363

our agent-based MQM pipeline, and allow for di- 364

rect comparison against existing prompting base- 365

lines such as Gemba-MQM. 366

For all experiments, we adopt MQM-Errors, an 367

LLM-based evaluation protocol that categorizes 368

translation errors into six major types: addition, 369

mistranslation, grammar, inappropriate, omission, 370

and spelling. The total number of errors across 371

these categories constitutes the final MQM-Errors 372

score, which we use as our primary evaluation met- 373

ric. 374
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(System) You are a helpful translater. translate english to german.
(User) Pedestrian dies in hospital after crash with car in Cowdenbeath as man arrested ➔ source_seg
(Output) Fußgänger stirbt nach Zusammenstoß mit Auto in Cowdenbeath im Krankenhaus, während ein
Mann festgenommen wurde. ➔ target_seg

(Evaluator_prompt)
English source: source_seg
German translation: target_seg
Identify errors in the translation and explain which part is incorrect and why.
(Addition_Evaluator_output)
Accuracy/Addition_Severity: minor
Explanation: The minor addition error in the German translation comes from the phrase "während ein Mann festgenommen 
wurde" (while a man was arrested), which implies a simultaneous occurrence that is not explicitly stated in the English source 
text. The English source mentions that a man was arrested but does not specify the timing relative to the pedestrian's death.

(Mistranslation_ Evaluator_output)
Accuracy/Mistranslation_Severity: minor \nExplanation: ... 

(Grammar Evaluator_output)
Fluency/Grammar_Severity: minor \nExplanation: …

(Refiner_prompt)
english source: source_seg
german translation: target_seg
Severity & Explanation: Evaluators_output
Make corrections to the translation to ensure minimal errors in the next evaluation. 
Focus on improving accuracy, clarity, and context to reduce mistakes in future reviews.
(Refiner_output)
Fußgänger stirbt im Krankenhaus nach Zusammenstoß mit Auto in Cowdenbeath, wobei ein Mann 
festgenommen wurde.

Figure 4: Overview of Eval N + Refine N (Parallel + Merge). Each evaluator-refiner pair edits the translation based
on a specific MQM criterion, and their outputs are merged into a final version.

To apply MQM-Errors consistently and at scale,375

we employ a metric agent based on the Qwen376

2.5 32B model. Manual MQM evaluation by hu-377

mans is highly labor-intensive, costly, and often378

inconsistent, making it impractical for large-scale379

benchmarking. An automated metric agent enables380

fast, reproducible, and fine-grained error detection381

aligned with MQM criteria. We fix the metric agent382

across all experiments to ensure evaluation consis-383

tency, avoiding the variability that could arise from384

using different LLMs or prompt settings. Among385

the candidates considered—Qwen 2.5 7B, Qwen386

2.5 32B, and GPT-4o—the 32B model offered the387

best trade-off between cost-efficiency and evalu-388

ation accuracy, making it the most suitable and389

stable choice for our evaluation framework.390

The evaluation was performed on a large num-391

ber of sentences, allowing for a detailed analysis392

of both aggregate MQM-Errors scores and fine-393

grained error distributions. In each case, we report394

not only the raw error counts but also the relative395

percentage improvement over the translate-only396

baseline, providing a clear picture of each strat-397

egy’s effectiveness.398

A key goal of this work is to reduce the high399

cost and labor demands of human MQM evalua-400

tion by leveraging LLMs to automatically detect401

and correct common error types. By demonstrating402

that our framework significantly reduces MQM-403

Errors using a relatively small, open-source LLM 404

as the base model, we show that high-quality post- 405

editing is possible without relying on prohibitively 406

expensive proprietary models. This highlights the 407

practicality and accessibility of our method, en- 408

abling broader adoption and reproducibility even 409

in resource-constrained settings. 410

5 Analysis 411

Our experimental results are reported in Table 1. 412

Compared to both simple translation without eval- 413

uation and the single-prompt evaluation approach 414

used in Gemba-MQM, our proposed method con- 415

sistently yields the lowest MQM-Errors across all 416

settings. Notably, for the Zh–En language pair, the 417

Gemba-MQM approach not only failed to reduce 418

errors but actually increased the total MQM-Errors, 419

resulting in degraded translation quality. In con- 420

trast, our method significantly reduced the number 421

of errors, producing more accurate and reliable 422

post-edited translations. 423

Across all evaluated datasets and language pairs, 424

we observe that prompting strategies incorporat- 425

ing explicit evaluation and refinement stages con- 426

sistently outperform the translate-only baseline in 427

terms of MQM-Error reduction. These results un- 428

derscore the effectiveness of multi-pass, feedback- 429

informed generation methods in enhancing transla- 430

tion quality. 431
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For the En–De language pair on the WMT2023432

dataset, the Gemba-MQM approach yielded only433

a marginal 0.8% reduction in MQM-Errors com-434

pared to the translate-only baseline, indicating lim-435

ited effectiveness in correcting translation errors.436

In contrast, our proposed method, Multi Eval +437

Multi Refine (parallel + merge), achieved a sub-438

stantial 12.6% reduction, clearly demonstrating its439

superiority. Even the simpler Multi Eval + Multi440

Refine (sequential) variant delivered a notable 3.6%441

improvement, underscoring that structured, multi-442

step prompting strategies offer significantly greater443

error correction capabilities than single-shot eval-444

uations such as Gemba-MQM. These findings, as445

shown in Table 1, highlight the robustness of our446

approach.447

On the more challenging WMT2024 En–De test448

set, a similar pattern emerges. The Multi Eval +449

Single Refine configuration again produced the low-450

est error count, with a 5.4% reduction, followed451

closely by Multi Eval + Multi Refine (parallel +452

merge) at 4.3%. These results reinforce the gener-453

alizability of the approach across data distributions454

and task difficulties.455

For the Zh–En setting, which typically exhibits456

higher baseline error rates due to greater linguistic457

divergence and tokenization variability, the benefits458

of targeted refinement are even more pronounced.459

On WMT2023, the translate-only system yielded460

7,284 errors, whereas our best-performing con-461

figuration, Multi Eval + Multi Refine (parallel +462

merge), reduced this number to 6,729—achieving463

a 7.6% improvement. Notably, the Single Eval464

+ Single Refine setup—closely aligned with the465

Gemba-MQM approach—performed worse than466

the baseline, resulting in an increased number of467

MQM-Errors. This outcome clearly highlights the468

shortcomings of single-shot evaluation strategies469

in linguistically complex translation scenarios. In470

contrast, our method, which leverages lightweight471

open-source models and modular prompting with472

minimal computational overhead, proves both more473

effective and more accessible. These results pro-474

vide strong empirical support for the effectiveness475

and practicality of our proposed methodology. (see476

Figure 3)477

A similar trend was observed on the WMT2022478

Zh–En test set, where the translate-only baseline479

resulted in 7,557 total errors. Once again, Multi480

Eval + Multi Refine (parallel + merge) delivered481

the best performance, reducing the error count to482

7,031—a 7.0% relative improvement. Notably, all483

330

380

430

480

530
Addition error

Mistranslation error

Grammar error

Inappropriate error

Omission error

Spelling error

Translate Eval 1 + Refine 1 (Gemba-MQM) Eval N + Refine 1

Figure 5: This figure shows the correction rate for each
MQM error type. While most errors are effectively
reduced, spelling errors are particularly well corrected.

refinement strategies except Single Eval + Single 484

Refine yielded consistent gains, reinforcing the im- 485

portance of scaling up the evaluation phase—either 486

through increased quantity or greater diversity (e.g., 487

multi-model setups)—as a key factor in enhancing 488

translation quality. (see Figure 3) 489

In terms of error type breakdown (see Figure 5), 490

refinement-based prompting was particularly effec- 491

tive at reducing spelling, omission, and inappropri- 492

ate errors. These categories are especially challeng- 493

ing for single-pass translation models, which often 494

lack sufficient context awareness or post-hoc rea- 495

soning capabilities—areas where refinement-based 496

approaches excel. In contrast, addition and mis- 497

translation errors showed more modest improve- 498

ments, likely reflecting the current limitations of 499

LLMs in detecting subtle semantic deviations with- 500

out task-specific fine-tuning or supervision. 501

Overall, our findings demonstrate that utilizing 502

LLMs to automatically identify and reduce MQM 503

errors can substantially reduce the cost and effort 504

traditionally associated with human evaluation. By 505

adopting a small, open-source LLM as the base 506

model, we show that it is possible to achieve signif- 507

icant improvements in translation quality through 508

effective MQM-Error reduction. This indicates that 509

reliance on large, expensive LLMs is not essential 510

to obtain high-quality, reliable translation outputs. 511

Our approach underscores the practical advantage 512

of lightweight and accessible models, which en- 513

able robust and scalable translation quality control 514

while minimizing computational and financial re- 515

sources. This makes advanced error detection and 516

correction methods more feasible and accessible to 517

a broader range of users and applications. 518

In addition to experiments with Qwen mod- 519

els, we further validated our proposed method 520

using GPT-4o and GPT-4o Mini. For both mod- 521
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els, our multi-evaluator framework consistently522

outperformed baseline methods, including the523

single-prompt Gemba-MQM and translate-only ap-524

proaches. Remarkably, even the lightweight GPT-525

4o Mini, despite its smaller size, achieved signif-526

icant reductions in MQM-Errors through our spe-527

cialized evaluators and refinement strategy. These528

results demonstrate the robustness and versatility529

of our approach across different LLM architectures530

and scales, highlighting its practical effectiveness531

in both resource-limited and resource-rich environ-532

ments.533

Error Type-Specific Evaluator Effectiveness534

We conducted ablation studies by selectively535

removing or adding evaluators corresponding to536

specific error types, such as spelling and omis-537

sion, to assess their individual contributions to538

overall error reduction. Notably, removing eval-539

uators for more subjective or ambiguous error540

categories—such as style/awkwardness and flu-541

ency/punctuation—resulted in improved overall542

MQM-Errors reduction. This suggests that exclud-543

ing these less well-defined error types allows the544

refinement process to focus more effectively on545

clear-cut errors, thereby enhancing the quality of546

post-edited translations. Our findings highlight the547

importance of carefully selecting error dimensions548

for evaluation to maximize the impact of special-549

ized evaluators in translation refinement.550

Sequential vs. Parallel + Merge Refinement:551

Quantitative Comparison552

We quantitatively compare two refinement strate-553

gies for post-editing: sequential refinement and par-554

allel refinement with a merging step. Sequential555

refinement applies specialized refiners one after an-556

other, progressively correcting errors. In contrast,557

parallel refinement runs all refiners simultaneously558

and merges their outputs to resolve conflicts and559

integrate complementary corrections.560

Our results show that while both approaches im-561

prove translation quality over the baseline, the par-562

allel + merge strategy consistently achieves greater563

reductions in MQM-Errors. The merge step ef-564

fectively combines corrections from multiple eval-565

uators, leading to more comprehensive error cor-566

rection. Additionally, parallel refinement offers567

better scalability and flexibility compared to the568

sequential approach, which can suffer from error569

propagation and limited adaptability.570

These findings suggest that parallel evaluation571

and merging provide a more effective and modular572

framework for leveraging specialized error evalua-573

tors in translation refinement. 574

Impact of Merging Step The merging process 575

following parallel refinement plays a critical role 576

in resolving conflicts among multiple evaluator 577

outputs and integrating diverse corrections into 578

a coherent final translation. While our current 579

merging strategy demonstrates improvements in 580

overall translation quality, further enhancements 581

in this step could yield even more effective error 582

resolution. Future work will focus on develop- 583

ing more sophisticated merge algorithms to better 584

reconcile conflicting edits and optimize the final 585

output, thereby maximizing the benefits of multi- 586

evaluator refinement frameworks. This analysis 587

underscores the importance of the merging step as 588

a key component in achieving high-quality post- 589

edited translations. 590

6 Conclusion 591

In this work, we explored a range of prompting 592

strategies for improving machine translation qual- 593

ity via large language models, with a particular 594

focus on structured evaluation and refinement work- 595

flows. By integrating systematic multi-pass evalua- 596

tions (Multi eval) and targeted refinements (Multi 597

refine or Single refine), we demonstrated consis- 598

tent reductions in MQM-Errors error rates across 599

multiple datasets and language pairs, including 600

both high-resource (En–De) and more challenging, 601

structurally divergent (Zh–En) scenarios. 602

Our findings indicate that prompting strate- 603

gies which explicitly separate the evaluation 604

and generation phases—particularly those using 605

parallel evaluation followed by aggregated re- 606

finement—outperform conventional translate-only 607

baselines by substantial margins. These gains are 608

most pronounced in error types that benefit from 609

iterative reasoning and context verification, such as 610

omission and inappropriate content, while improve- 611

ments for more subtle errors like mistranslations 612

remain comparatively modest. 613

This suggests that LLMs, when properly 614

prompted, can emulate some aspects of human 615

post-editing workflows, and that prompting design 616

plays a critical role in maximizing their effective- 617

ness. In future work, we plan to investigate the 618

role of LLM diversity in evaluation stages, inte- 619

grate external error annotation resources to guide 620

refinement decisions, and extend this framework to 621

other generation tasks such as summarization and 622

data-to-text generation. 623
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7 Limitations624

Despite the effectiveness of our proposed method,625

several limitations remain. First, while assigning626

dedicated evaluators to each MQM dimension en-627

ables more targeted error detection, the interactions628

and overlaps between dimensions (e.g., omission629

vs. fluency) are not explicitly modeled. Second, the630

current merging strategy in the refinement stage is631

heuristic and may not optimally reconcile conflict-632

ing or complementary suggestions from different633

evaluators, leaving room for more advanced aggre-634

gation techniques in future work.635
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