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Abstract

This study investigates the effectiveness of the001
Zero-shot Chain-of-Thought (CoT) approach,002
specifically the “Let’s think step by step.”, in en-003
hancing both the perceived empathy and empa-004
thetic reasoning abilities of 14 Large Language005
Models (LLMs) in total. However, our experi-006
ments indicate that Zero-shot CoT does not sig-007
nificantly improve LLMs’ empathetic reason-008
ing compared to Zero-shot In-Context Learn-009
ing (ICL), based on a range of performance010
metrics. Notably, we uncover that employing011
the perspective-taking prompt (i.e., “Let’s put012
speaker into interlocutor’s shoes.”) strengthens013
empathetic reasoning, leading to notable im-014
provements in perceived empathy scores. The015
source code will be made available upon publi-016
cation.017

1 Introduction018

Recent studies have witnessed the success of Chain-019

of-Thought (CoT) prompting (Wei et al., 2022;020

Shi et al., 2022; Zhang et al., 2022) in achieving021

remarkable zero-/few-shot performance on com-022

plex reasoning tasks, including arithmetic, sym-023

bolic, and multi-modal (Zhang et al., 2023), which024

benefited from providing step-by-step reasoning,025

called rationale, into Large Language Models026

(LLMs) (Ouyang et al., 2022; Chowdhery et al.,027

2022; Chung et al., 2022; OpenAI, 2023a,b). In028

a zero-shot setting, a standard approach of Zero-029

shot CoT (Kojima et al., 2022) has demonstrated030

significant performance improvements simply us-031

ing “Let’s think step by step.” Previous work has032

explored the efficacy of Zero-shot CoT in enhanc-033

ing zero-shot generalization performance on so-034

cial knowledge tasks, such as social bias, toxi-035

city (Shaikh et al., 2022), and Theory-of-Mind036

(ToM) (Moghaddam and Honey, 2023). Motivated037

by the prior work, we focus on exploring whether038

zero-shot CoT unlocks the empathetic reasoning039

capability of LLMs in terms of the social dialogue 040

domain. 041

As highlighted in (Sap et al., 2022), for an AI as- 042

sistant to be social and interactive, it should possess 043

social reasoning capabilities, including empathy 044

and understanding of the interlocutor’s perspective. 045

Empathy involves comprehending another individ- 046

ual’s experiences, feelings, and thoughts in inter- 047

personal communication. As effective listening in 048

the communication process is significant (Main, 049

1985; Castleberry and Shepherd, 1993), it plays a 050

crucial role in empathetic communication, referred 051

to as Active Empathetic Listening (AEL) (Comer 052

and Drollinger, 1999). The conceptual frame- 053

work of AEL comprises three main dimensions: 054

Sensing, Processing, and Responding. Within the 055

Processing, it is crucial to understand, evaluate, 056

interpret, and remember the interlocutor’s impli- 057

cations, which is facilitated by perceiving their 058

messages. We argue that the Processing part is 059

highly correlated to the perspective-taking (Davis, 060

1983; Ruby and Decety, 2004; Kim et al., 2021), 061

which is the act of perceiving and understanding an- 062

other person’s situation by putting ourselves in the 063

other’s shoes. Given the importance of perspective- 064

taking in empathy, we question whether Zero-shot 065

CoT truly induces effective empathetic reasoning. 066

While Zero-shot CoT excels at sequentially gener- 067

ating rationales to address specific problems (e.g., 068

mathematics), we believe that for empathetic rea- 069

soning, a profound understanding or interpretation 070

of a conversation is more valuable than merely dis- 071

cerning its superficial or literal meaning. 072

In this study, we first explore the potential of 073

Zero-shot CoT to enhance the LLM’s ability to 074

express empathetic response by measuring two as- 075

pects: perceived empathy and empathetic reason- 076

ing. Through our experiments, we demonstrate 077

that Zero-shot CoT is less effective in unlocking 078

both the perceived empathy and empathetic rea- 079

soning abilities of LLMs compared to Zero-shot 080
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In-Context Learning (ICL), as measured by various081

metrics. Furthermore, we find that the perspective-082

taking prompting method (i.e., “Let’s put speaker083

into interlocutor’s shoes.”) increases the empa-084

thetic reasoning ability, resulting in improvement085

on the perceived empathy performance.086

In summary, our main contributions are as fol-087

lows:088

• This study is the first to investigate the efficacy089

of Zero-shot CoT in empathetic dialogue gen-090

eration. Additionally, we introduce the Zero-091

shot Perspective-Taking (Z-Pers) prompting092

method (i.e., “Let’s put speaker into interlocu-093

tor’s shoes.”) based on the Active Empathetic094

Listening (AEL) framework.095

• We carry out a detailed analysis, assessing096

perceived empathy and empathetic reasoning097

abilities across 14 recent LLMs, encompass-098

ing both open-sourced and proprietary mod-099

els.100

• Through extensive experiments, we demon-101

strate that Z-Pers, which enhances the empa-102

thetic reasoning capability of LLMs, delivers103

superior zero-shot performance in the empa-104

thetic dialogue generation task.105

2 Related Work106

Chain-of-Thought Prompting. Recently, Chain-107

of-Thought (CoT) prompting (Wei et al., 2022; Shi108

et al., 2022; Zhang et al., 2022) has improved the109

zero-/few-shot performance across a range of com-110

plex reasoning tasks, including arithmetic, com-111

monsense, symbolic, and logical reasoning. A112

key aspect of CoT prompting is the use of ratio-113

nale, representing step-by-step reasoning. Previous114

studies have introduced a straightforward prompt-115

ing method, called Zero-shot-CoT (Kojima et al.,116

2022), which involves simply providing rationale-117

trigger sentence “Let’s think step by step.” into118

the LLMs, resulting in substantial improvements in119

zero-shot performance on various reasoning tasks.120

Beyond these tasks, recent studies have attempted121

to apply Zero-shot-CoT prompting to social knowl-122

edge tasks that require social reasoning, such as tox-123

icity, social bias (Shaikh et al., 2022), and Theory-124

of-Mind (ToM) (Moghaddam and Honey, 2023).125

We scrutinize the potential for enhancing the empa-126

thetic reasoning, which is one of the social reason-127

ing, of LLMs through the use of rationale in this128

work.129

Empathetic Dialogue Generation. With 130

the release of the EMPATHETICDIALOGUES 131

dataset (Rashkin et al., 2018), many studies have 132

proposed social dialogue generative agents, specifi- 133

cally to express empathy in social dialogues, by 134

leveraging a mixture of experts (Lin et al., 2019), 135

mimicking the interlocutor’s emotions (Majumder 136

et al., 2020), commonsense knowledge (Sabour 137

et al., 2022), causality (Wang et al., 2022), and 138

the Rational Speech Acts (RSA) framework (Kim 139

et al., 2021). Furthermore, a recent study (Lee 140

et al., 2022) has demonstrated that GPT-3 (Brown 141

et al., 2020), in a zero-/few-shot setting, achieved 142

better performance than Blender 90M (Roller et al., 143

2020) on the EMPATHETICDIALOGUES dataset 144

using proposed in-context example selection 145

methods based on emotional situation information. 146

This study is the first to explore the effectiveness 147

of Zero-shot CoT in terms of empathetic reasoning 148

capability, standing apart from previous work that 149

utilized in-context learning for the empathetic 150

dialogue generation. 151

3 Methodology 152

3.1 Task Formulation 153

The empathetic dialogue generation task is to gen- 154

erate an empathetic response y by understanding 155

the interlocutor’s emotional situation for a given 156

dialogue context x, which is formulated as follows: 157

p(y|x,M) =

|y|∏
t

p(yt|M, x, y1, . . . , yt−1) (1) 158

where M = {R,C,E} and P(S) = {M : 159

M ⊆ S}. R and E denote rationale and emo- 160

tional situations, respectively. C = {(xj , yj)}k1 161

represents in-context examples and k denotes the 162

number of in-context examples. For example, in 163

the zero-shot setting, we do not provide any in- 164

context examples (C = ∅) to the LLMs. Given 165

the aim of this work − to investigate the effect of 166

Zero-shot CoT on the empathetic reasoning ability 167

of LLMs − we set M = {R} and C = ∅. 168

3.2 Zero-shot Chain of Thought 169

The Zero-shot Chain of Thought (Zero-shot CoT) 170

consists of two-stage prompting: (1) Reasoning Ex- 171

traction and (2) Answer Extraction. Each stage of 172

Zero-shot CoT is briefly described below, including 173

its application for empathetic reasoning. 174
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Figure 1: An Overview of Zero-shot Perspective-Taking Prompting Method. We present the Zero-shot
Perspective-Taking prompting method, which consists of two stages: (1) Reasoning Extraction and (2) Response
Generation.

Stage 1: Reasoning Extraction. This stage fo-175

cuses on generating rationale R through a question-176

answer approach, feeding the LLM with an input177

prompt and a trigger sentence. The phrase “Let’s178

think step by step.” is commonly used as a trigger179

sentence, given its proven performance boost. The180

Top-10K common names of US SSN applicants181

from 1990 to 2021 1 are utilized to enhance natural-182

ness in the dialogue and reduce name bias, in line183

with previous work (Kim et al., 2022).184

Stage 2: Answer Extraction. This stage aims to185

generate an empathetic response y from the LLM,186

given the input prompt, rationale R, and another187

trigger sentence, “Therefore, the response is”. Af-188

terward, we parse the generated responses by LLM189

to evaluate the quality in terms of empathetic rea-190

soning.191

3.3 Zero-shot Perspective-Taking192

We believe that prompting LLMs to reason in a193

step-by-step manner is ineffective for generating194

empathetic dialogues. This is because, unlike tasks195

where reasoning requires sequential consideration196

of the evidence for a given problem (e.g.,, arith-197

metic, symbolic tasks), empathetic dialogue neces-198

sitates understanding the interlocutor’s emotional199

situation beyond the literal meaning of the given di-200

alogue context. As such, we adopt the perspective-201

taking style (Davis, 1983; Ruby and Decety, 2004)202

1https://catalog.data.gov/dataset/baby-names
-from-social-security-card-applications-nationa
l-data

(i.e., “Let’s put speaker into interlocutor’s shoes.”) 203

for empathetic reasoning rather than a step-by-step 204

approach, as shown in Figure 1. Essentially, our 205

method retains the two-stage structure of Zero-shot 206

CoT. However, a notable difference lies in adapt- 207

ing the Question used at each stage to suit their 208

specific objectives better. In Stage 1, we focus on 209

a deeper understanding of the interlocutor’s emo- 210

tional state by posing the question “In the given 211

dialogue, what is Kenadee’s emotional situation?”. 212

In Stage 2, based on the grasped emotional situa- 213

tion, we direct LLMs to generate an appropriate 214

follow-up empathetic response by asking “In the 215

given dialogue, what is Krysta’s most appropriate 216

response in the next turn?”. Indeed, in our pre- 217

liminary experiments, we observed significantly 218

better performance when using distinct questions 219

for stages 1 and 2 instead of employing the same 220

question for both stages. 221

4 Experimental Setup 222

4.1 Dataset 223

To measure the impact of Zero-shot CoT on em- 224

pathetic reasoning ability, we use a test set of the 225

EMPATHETICDIALOGUES dataset constructed via 226

crowdsourcing to learn to express empathy ade- 227

quately. This dataset consists of 25k dialogues 228

between a speaker and a listener, where each di- 229

alogue is grounded in the emotional situation of 230

the speaker. These situations are labeled among 231

32 emotion categories. In our experiment, we test 232
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the empathetic reasoning ability of the LLM on a233

subset of 1.5k dialogues sampled from the total test234

set of 2.5k. This setting is intended to reduce the235

cost of calling the OpenAI API.236

4.2 Large Language Models237

To explore the effect of Zero-shot CoT in the238

empathetic dialogue generation task, we evalu-239

ate various LLMs with different zero-shot prompt-240

ing methods: Zero-shot In-Context Learning (Z-241

ICL), Zero-shot Chain of Thought (Z-CoT), and242

Zero-shot Perspective-Taking (Z-Pers). For Pro-243

prietary LLMs, we evaluate three different mod-244

els: 1) variants of INSTRUCTGPT (Ouyang et al.,245

2022) (INSTRUCTGPTd001, INSTRUCTGPTd002,246

INSTRUCTGPTd003), 2) CHATGPT (OpenAI,247

2023a), and 3) GPT-4 (OpenAI, 2023b) 2. For248

Open-Source LLMs, we evaluate 9 models in total:249

1) ALPACA-13B (Taori et al., 2023), 2) DOLLY-V2-250

13B (Conover et al., 2023), 3) GPT-4-ALPACA-251

13B (Peng et al., 2023), 4) KOALA-13B (Geng252

et al., 2023), 5) OPENASSISTANT-13B (Köpf et al.,253

2023), 6) SHAREGPT-13B 3, 7) WIZARDLM-254

13B (Xu et al., 2023), 8) TÜLU-13B (Wang et al.,255

2023), and 9) LLAMA2-CHAT-13B (Touvron256

et al., 2023).257

4.3 Implementation Details258

We conduct all experiments on two A 100 (40GB)259

GPUs. For each stage, we set maximum tokens260

to 1024, temperature to 0.9, frequency penalty to261

1.0, presence penalty to 0.6, top_p to 0.95, and stop262

tokens to \n\n.263

4.4 Evaluation Metrics264

To measure whether LLMs or dialogue generative265

models generate empathetic responses given the di-266

alogue history, existing studies evaluate the gener-267

ated responses on various automatic metrics related268

to EMPATHY. However, these evaluation metrics269

primarily focus on automatically evaluating the270

“perceived empathy” of the generated responses271

rather than exploring the “empathetic reasoning”272

abilities of LLMs. Thus, in this work, we assess273

how well LLM empathizes from two aspects: (1)274

perceived empathy and (2) empathetic reasoning.275

Measuring Perceived Empathy. We evaluate276

the generated responses from LLMs on various277

2We conduct all experiments using large language models
via OpenAI API from May-2023 to October-2023.

3https://sharegpt.com/

metrics, EPITOME, DIFF-EPITOME, EMOACC, and 278

INTENTACC, which is related to Empathy, fol- 279

lowed by the prior work (Lee et al., 2022). 1) 280

EPITOME (Sharma et al., 2020) measures the In- 281

terpretations (IP), Explorations (EX), and Emo- 282

tional Reactions (ER) of the generated response 283

by leveraging fine-tuned RoBERTa (Liu et al., 284

2019) model, respectively. We describe the details 285

of EPITOME in Appendix B. 2) DIFF-EPITOME, 286

which is a modified version of EPITOME, measures 287

the difference IP, EX, and ER scores between the 288

generated response and ground-truth response. 3) 289

EMOACC measures an emotion accuracy using a 290

fine-tuned BERT-base (Devlin et al., 2018) model 291

on the EMPATHETICDIALOGUES dataset. 4) IN- 292

TENTACC measures a response intent accuracy us- 293

ing a fine-tuned BERT-base model on the EMPIN- 294

TENT dataset (Welivita and Pu, 2020). To mitigate 295

the limited capacity of the previous automatic eval- 296

uation metrics, we need to conduct a more holistic 297

and flexible evaluation method. Inspired by the re- 298

cent studies where LLM-based evaluation is highly 299

correlated with humans, we also conduct an addi- 300

tional evaluation using GPT-4 by measuring EMPA- 301

THY, IP, EX, ER. Specifically, given the evaluation 302

instruction, LLM’s response, and pre-defined score 303

rubric for each metrics, GPT-4 assigns a score from 304

1 to 3 based on the score rubrics that have a corre- 305

sponding description for each score, followed by 306

the previous study (Ye et al., 2023). We randomly 307

sample 120 dialogues with the same number of 308

samples in terms of the size of dialogue history to 309

investigate the performance variation depending on 310

the size of dialogue history. We present detailed 311

information in the Appendix. 312

Measuring Empathetic Reasoning. To measure 313

how well LLM do empathetic reasoning, we con- 314

duct GPT-4-based evaluation by defining the scor- 315

ing rubrics in terms of UNDERSTANDING and IN- 316

TERPRETING based on the AEL framework. 317

5 Experimental Results 318

5.1 Does Zero-shot CoT significantly enhance 319

empathetic understanding? 320

Table 1 shows the zero-shot performance of various 321

LLMs measured regarding Empathy depending on 322

the prompting methods (i.e., Z-ICL and Z-CoT). 323

Zero-shot CoT generally fails to enhance the zero- 324

shot performance of LLMs across most evaluation 325

metrics, particularly in EMOACC, INTENTACC, 326

and IP (refer to ▼ in Table 1). Interestingly, in the 327

4
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EMOACC INTENTACC IP EX ER diff-IP diff-EX diff-ER

Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆

ALPACA-13B 17.33 14.13 ▼ 3.20 23.93 23.33 ▼ 0.60 0.25 0.04 ▼ 0.21 0.48 0.88 ▲ 0.39 0.86 0.84 ▼ 0.01 0.89 0.72 ▲ 0.17 1.17 1.75 ▼ 0.59 0.86 0.80 ▲ 0.06

DOLLY-V2-13B 16.67 15.13 ▼ 1.54 27.53 25.87 ▼ 1.66 0.39 0.29 ▼ 0.10 0.12 0.18 ▲ 0.06 0.70 0.86 ▲ 0.16 0.99 0.91 ▲ 0.08 0.69 0.79 ▼ 0.10 0.76 0.89 ▼ 0.13

GPT-4-ALPACA-13B 17.87 16.40 ▼ 1.47 20.33 22.33 ▲ 2.00 0.17 0.05 ▼ 0.12 0.84 1.07 ▲ 0.23 1.00 1.00 ▲ 0.01 0.83 0.69 ▲ 0.15 1.69 1.98 ▼ 0.29 0.91 0.85 ▲ 0.06

KOALA-13B 15.40 14.53 ▼ 0.87 19.53 20.80 ▲ 1.27 0.27 0.14 ▼ 0.12 0.68 0.72 ▲ 0.04 1.04 0.98 ▼ 0.07 0.98 0.83 ▲ 0.14 1.50 1.51 ▼ 0.01 1.04 0.97 ▲ 0.08

OPENASSISTANT-13B 7.20 10.00 ▲ 2.80 20.80 20.60 ▼ 0.20 0.07 0.08 ▲ 0.01 0.61 0.53 ▼ 0.08 0.57 0.64 ▲ 0.06 0.78 0.77 ▲ 0.01 1.41 1.31 ▲ 0.10 0.83 0.89 ▼ 0.05

SHAREGPT-13B 14.33 13.87 ▼ 0.46 23.40 22.20 ▼ 1.20 0.06 0.07 ▲ 0.01 0.53 0.67 ▲ 0.13 0.69 0.83 ▲ 0.13 0.73 0.72 ▲ 0.01 1.27 1.38 ▼ 0.11 0.70 0.76 ▼ 0.06

WIZARDLM-13B 16.00 17.00 ▲ 1.00 22.93 19.60 ▼ 3.33 0.18 0.11 ▼ 0.07 0.25 0.27 ▲ 0.01 0.86 1.00 ▲ 0.14 0.85 0.75 ▲ 0.09 0.87 0.89 ▼ 0.02 0.85 0.88 ▼ 0.03

TÜLU-13B 16.13 16.33 ▲ 0.20 23.67 22.20 ▼ 1.47 0.10 0.11 ▲ 0.01 0.91 0.57 ▼ 0.34 0.78 1.00 ▲ 0.22 0.73 0.79 ▼ 0.06 1.73 1.27 ▲ 0.46 0.75 0.94 ▼ 0.19

LLAMA2-CHAT-13B 14.40 5.40 ▼ 9.00 21.47 13.87 ▼ 7.60 0.08 0.02 ▼ 0.07 0.65 0.24 ▼ 0.41 1.17 0.33 ▼ 0.84 0.76 0.71 ▲ 0.05 1.42 0.93 ▲ 0.49 0.98 0.71 ▲ 0.27

INSTRUCTGPTd001 16.33 12.27 ▼ 4.06 27.07 22.60 ▼ 4.47 0.26 0.15 ▼ 0.11 0.41 0.33 ▼ 0.08 0.84 0.41 ▼ 0.42 0.85 0.81 ▲ 0.04 1.03 0.97 ▲ 0.06 0.78 0.74 ▲ 0.04

INSTRUCTGPTd002 15.13 12.07 ▼ 3.06 27.40 20.27 ▼ 7.13 0.28 0.15 ▼ 0.12 0.25 0.41 ▲ 0.16 0.98 0.62 ▼ 0.36 0.87 0.77 ▲ 0.10 0.85 1.09 ▼ 0.24 0.93 0.89 ▲ 0.04

INSTRUCTGPTd003 18.00 16.80 ▼ 1.20 26.47 22.60 ▼ 3.87 0.13 0.05 ▼ 0.08 0.98 0.94 ▼ 0.04 1.11 0.79 ▼ 0.32 0.76 0.70 ▲ 0.06 1.81 1.85 ▼ 0.04 0.96 0.82 ▲ 0.15

CHATGPT 17.93 18.67 ▲ 0.74 25.93 22.40 ▼ 3.53 0.16 0.07 ▼ 0.08 0.40 0.47 ▲ 0.07 0.98 1.05 ▲ 0.07 0.76 0.74 ▲ 0.03 1.08 1.18 ▼ 0.10 0.73 0.83 ▼ 0.10

GPT-4 18.93 19.20 ▲ 0.27 27.07 23.40 ▼ 3.67 0.08 0.04 ▼ 0.04 0.70 0.64 ▼ 0.05 1.03 1.08 ▲ 0.05 0.75 0.67 ▲ 0.08 1.42 1.35 ▲ 0.07 0.78 0.83 ▼ 0.05

Table 1: Zero-shot Performance between Z-ICL and Z-CoT on Perceived Empathy. We evaluate the zero-shot
performance of LLMs using different prompting methods (i.e., Z-ICL and Z-CoT) across various metrics (i.e.,
EMOACC, INTENTACC, EPITOME, and DIFF-EPITOME) for measuring the perceived empathy performance using
automatic metrics. ▼ and ▲ indicate a performance decrease and increase when Z-CoT is applied, respectively. ∆
represents the difference in performance between Z-CoT and Z-ICL (i.e., Z-CoT - Z-ICL).

EMPATHY IP EX ER diff-IP diff-EX diff-ER

Model Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆ Z-ICL Z-CoT ∆

ALPACA-13B 2.34 2.56 ▲ 0.22 2.15 2.3 ▲ 0.15 1.39 1.68 ▲ 0.29 1.94 1.98 ▲ 0.04 0.87 0.93 ▼ 0.06 0.55 0.96 ▼ 0.41 1.37 1.37 (=) 0

DOLLY-V2-13B 2.12 2.2 ▲ 0.08 1.96 2.03 ▲ 0.07 1.15 1.13 ▼ 0.02 1.6 1.71 ▲ 0.11 0.92 0.84 ▲ 0.08 0.35 0.29 ▲ 0.06 1.12 1.27 ▼ 0.15

GPT-4-ALPACA-13B 2.72 2.69 ▼ 0.03 2.66 2.58 ▼ 0.08 1.91 1.84 ▼ 0.07 2.41 2.47 ▲ 0.06 1.71 1.52 ▲ 0.19 1.41 1.34 ▲ 0.07 2.17 2.33 ▼ 0.16

KOALA-13B 2.37 2.38 ▲ 0.01 2.21 2.17 ▼ 0.04 1.58 1.51 ▼ 0.07 1.98 1.99 ▲ 0.01 1.2 1.18 ▲ 0.02 1 0.89 ▲ 0.11 1.47 1.66 ▼ 0.19

OPENASSISTANT-13B 1.47 1.79 ▲ 0.32 1.42 1.73 ▲ 0.31 1.04 1.33 ▲ 0.29 1.13 1.59 ▲ 0.46 1.19 1.25 ▼ 0.06 0.38 0.61 ▼ 0.23 0.86 1.46 ▼ 0.6

SHAREGPT-13B 2.29 2.35 ▲ 0.06 2.27 2.27 (=) 0 1.46 1.66 ▲ 0.2 1.83 2.12 ▲ 0.29 1.35 1.7 ▼ 0.35 0.7 1.06 ▼ 0.36 1.37 2.11 ▼ 0.74

WIZARDLM-13B 2.52 2.69 ▲ 0.17 2.5 2.69 ▲ 0.19 1.54 1.9 ▲ 0.36 2.17 2.58 ▲ 0.41 1.73 1.76 ▼ 0.03 0.91 1.4 ▼ 0.49 2.03 2.56 ▼ 0.53

TÜLU-13B 2.52 2.46 ▼ 0.06 2.42 2.25 ▼ 0.17 1.7 1.51 ▼ 0.19 2.03 2.04 ▲ 0.01 1.52 1.17 ▲ 0.35 1.17 0.72 ▲ 0.45 1.53 1.54 ▼ 0.01

LLAMA2-CHAT-13B 2.41 1.07 ▼ 1.34 2.34 1.07 ▼ 1.27 1.77 1.01 ▼ 0.76 2.27 1.03 ▼ 1.24 1.69 1.49 ▲ 0.2 1.3 0.64 ▲ 0.66 2.25 1 ▲ 1.25

INSTRUCTGPTd001 2.24 1.33 ▼ 0.91 2.12 1.21 ▼ 0.91 1.33 1.02 ▼ 0.31 1.71 1.14 ▼ 0.57 0.86 0.89 ▼ 0.03 0.43 0.25 ▲ 0.18 0.96 0.65 ▲ 0.31

INSTRUCTGPTd002 2.34 1.6 ▼ 0.74 2.16 1.45 ▼ 0.71 1.23 1.08 ▼ 0.15 1.84 1.27 ▼ 0.57 0.89 0.99 ▼ 0.1 0.38 0.31 ▲ 0.07 1.14 0.87 ▲ 0.27

INSTRUCTGPTd003 2.87 2.26 ▼ 0.61 2.62 2.09 ▼ 0.53 1.56 1.39 ▼ 0.17 2.41 1.72 ▼ 0.69 1.28 0.92 ▲ 0.36 0.81 0.61 ▲ 0.2 1.92 1.08 ▲ 0.84

CHATGPT 2.92 2.92 (=) 0 2.86 2.88 ▲ 0.02 1.58 1.65 ▲ 0.07 2.5 2.61 ▲ 0.11 1.79 1.88 ▼ 0.09 0.78 0.97 ▼ 0.19 2.15 2.34 ▼ 0.19

GPT-4 2.98 2.99 ▲ 0.01 2.91 2.95 ▲ 0.04 1.74 1.98 ▲ 0.24 2.78 2.85 ▲ 0.07 1.82 1.95 ▼ 0.13 0.92 1.24 ▼ 0.32 2.65 2.85 ▼ 0.2

Table 2: Zero-shot Performance between Z-ICL and Z-CoT on Perceived Empathy using GPT-4-based
Evaluation. We evaluate the zero-shot performance of LLMs using different prompting methods (i.e., Z-ICL and
Z-CoT) for measuring the perceived empathy performance. ∆ represents the difference in performance between
Z-CoT and Z-ICL (i.e., Z-CoT - Z-ICL).

IP metrics, Z-CoT do not yield favorable results.328

However, in the diff-IP metrics, the application329

of Z-CoT improves the performance of all LLMs.330

This underscores that prompting the model to think331

step-by-step aids the “Processing” component of332

AEL framework, allowing us to emulate human333

empathetic patterns in genuine empathy-based con-334

versations. On the other hand, in the diff-EX met-335

rics, Z-CoT fails to enhance overall performance,336

indicating that language models are excessively cu-337

rious about the current situation while increasing338

their understanding of the current situation due to339

rationale. In particular, for open-sourced LLMs,340

the performance consistently decreases except for341

OPENASSISTANT-13B.342

While evaluating responses from general LLMs343

is challenging due to automatic evaluation metrics344

(i.e., BERT and RoBERTa) fine-tuned for measur-345

ing empathic performance (refer to Limitations),346

we assess EMPATHY and EPITOME for 120 sam- 347

ples using GPT-4, with results in Table x. This 348

exhibits a different trend compared to Table 1. 349

Notably, open-sourced LLMs tend to show im- 350

proved EMPATHY performance, potentially ben- 351

efiting from the Z-CoT prompting method. Yet, 352

despite ER improvements, most LLMs (exclud- 353

ing LLAMA2-CHAT-13B) under the diff-ER met- 354

ric show a marked decline, indicating an overpro- 355

duction of emotional expressions. For Proprietary 356

LLMs, trends align with Table 1. Unlike their open- 357

sourced counterparts, they don’t seem to benefit sig- 358

nificantly from Z-CoT. There’s a noticeable decline 359

in the EMPATHY metric, raising questions about 360

Z-CoT’s efficacy in social knowledge reasoning 361

versus other symbolic reasoning tasks. This mir- 362

rors prior findings on reduced performance in IP 363

and diff-IP associated with “Processing”. Interest- 364

ingly, all LLMs show patterns where EPITOME and 365
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EMPATHY IP EX ER diff-IP diff-EX diff-ER

Model CoT Pers ∆ CoT Pers ∆ CoT Pers ∆ CoT Pers ∆ CoT Pers ∆ CoT Pers ∆ CoT Pers ∆

ALPACA-13B 2.56 2.6 ▲ 0.04 2.3 2.33 ▲ 0.03 1.68 1.43 ▼ 0.25 1.98 2.17 ▲ 0.19 0.93 1.04 ▲ 0.11 0.96 0.6 ▼ 0.36 1.37 1.6 ▲ 0.23

DOLLY-V2-13B 2.2 1.99 ▼ 0.21 2.03 1.83 ▼ 0.2 1.13 1.14 ▲ 0.01 1.71 1.58 ▼ 0.13 0.84 0.93 ▲ 0.09 0.29 0.29 (=) 0 1.27 1.11 ▼ 0.16

GPT-4-ALPACA-13B 2.69 2.75 ▲ 0.06 2.58 2.6 ▲ 0.02 1.84 1.81 ▼ 0.03 2.47 2.42 ▼ 0.05 1.52 1.47 ▼ 0.05 1.34 1.27 ▼ 0.07 2.33 2.06 ▼ 0.27

KOALA-13B 2.38 2.53 ▲ 0.15 2.17 2.38 ▲ 0.21 1.51 1.62 ▲ 0.11 1.99 2.1 ▲ 0.11 1.18 1.21 ▲ 0.03 0.89 0.92 ▲ 0.03 1.66 1.65 ▼ 0.01

OPENASSISTANT-13B 1.79 2.14 ▲ 0.35 1.73 2.01 ▲ 0.28 1.33 1.47 ▲ 0.14 1.59 1.91 ▲ 0.32 1.25 1.23 ▼ 0.02 0.61 0.77 ▲ 0.16 1.46 1.56 ▲ 0.1

SHAREGPT-13B 2.35 2.62 ▲ 0.27 2.27 2.47 ▲ 0.2 1.66 1.73 ▲ 0.07 2.12 2.45 ▲ 0.33 1.7 1.52 ▼ 0.18 1.06 0.98 ▼ 0.08 2.11 2.3 ▲ 0.19

WIZARDLM-13B 2.69 2.76 ▲ 0.07 2.69 2.73 ▲ 0.04 1.9 1.92 ▲ 0.02 2.58 2.64 ▲ 0.06 1.76 1.87 ▲ 0.11 1.4 1.28 ▼ 0.12 2.56 2.63 ▲ 0.07

TÜLU-13B 2.46 2.61 ▲ 0.15 2.25 2.46 ▲ 0.21 1.51 1.61 ▲ 0.1 2.04 2.32 ▲ 0.28 1.17 1.41 ▲ 0.24 0.72 0.89 ▲ 0.17 1.54 2.03 ▲ 0.49

LLAMA2-CHAT-13B 1.07 1.42 ▲ 0.35 1.07 1.43 ▲ 0.36 1.01 1.28 ▲ 0.27 1.03 1.38 ▲ 0.35 1.49 1.33 ▼ 0.16 0.64 0.83 ▲ 0.19 1 1.25 ▲ 0.25

INSTRUCTGPTd001 1.33 1.51 ▲ 0.18 1.21 1.35 ▲ 0.14 1.02 1.04 ▲ 0.02 1.14 1.2 ▲ 0.06 0.89 0.8 ▼ 0.09 0.25 0.2 ▼ 0.05 0.65 0.69 ▲ 0.04

INSTRUCTGPTd002 1.6 1.59 ▼ 0.01 1.45 1.45 (=) 0 1.08 1.04 ▼ 0.04 1.27 1.26 ▼ 0.01 0.99 0.83 ▼ 0.16 0.31 0.25 ▼ 0.06 0.87 0.7 ▼ 0.17

INSTRUCTGPTd003 2.26 2.73 ▲ 0.47 2.09 2.5 ▲ 0.41 1.39 1.35 ▼ 0.04 1.72 2.22 ▲ 0.5 0.92 1.3 ▲ 0.38 0.61 0.57 ▼ 0.04 1.08 1.6 ▲ 0.52

CHATGPT 2.92 2.98 ▲ 0.06 2.88 2.89 ▲ 0.01 1.65 1.68 ▲ 0.03 2.61 2.63 ▲ 0.02 1.88 1.86 ▼ 0.02 0.97 0.89 ▼ 0.08 2.34 2.37 ▲ 0.03

GPT-4 2.99 3 ▲ 0.01 2.95 2.94 ▼ 0.01 1.98 1.98 (=) 0 2.85 2.89 ▲ 0.04 1.95 1.98 ▲ 0.03 1.24 1.29 ▲ 0.05 2.85 2.91 ▲ 0.06

Table 3: Zero-shot Performance between Z-CoT and Z-Pers of Perceived Empathy using GPT-4-based
Evaluation. We evaluate the zero-shot performance of LLMs using different prompting methods (i.e., Z-CoT and
Z-Pers) on various metrics using GPT-4-based evaluation for measuring the perceived empathy performance. ∆
represents the difference in performance between Z-Pers and Z-CoT (i.e., Z-Pers - Z-CoT).

(a) Z-CoT (b) Z-Pers

Figure 2: Percent Distribution of Scores on INTERPRETING when EMPATHY = 3. We show the distribution
percentages for INTERPRETING when the LLM achieves an EMPATHY score of 3, indicating a high score. From this
visualization, two key observations can be made: (1) Z-Pers boost perceived empathy performance, and (2) Greater
empathetic reasoning is essential for generating superior empathetic responses.

DIFF-EPITOME metrics are inversely related. Such366

observations highlight the need for comprehensive367

evaluation metrics tailored for the empathetic dia-368

logue generation task.369

Rather than solely assessing the empathetic capa-370

bility from LLM-generated responses, we evaluate371

the model’s genuine aptitude for empathetic reason-372

ing. In the UNDERSTANDING, GPT-4exhibits the373

most proficient understanding of the interlocutor’s374

emotional situation, followed closely by the AL-375

PACA-13B model. Among Open-sourced LLMs,376

LLAMA2-CHAT-13B and OPENASSISTANT-13B377

underperformed, given their specialization in dia-378

logue safety, helpfulness, and their training through379

forward modeling. This implies that crafting safe380

and helpful responses and excelling in empathy381

necessitate distinct capabilities. With Proprietary 382

LLMs, there was a consistent performance uptrend 383

with model advancements. Notably, scores in the 384

INTERPRETING are generally lower than those in 385

the UNDERSTANDING metric, highlighting the in- 386

creased complexity of discerning and interpreting 387

implicit meanings in interlocutor’s utterances be- 388

yond mere literal comprehension. Even when lever- 389

aging Z-CoT, the achieved performance metrics are 390

not particularly impressive, suggesting that Z-CoT 391

might not be an optimal solution for the empathetic 392

dialogue generation task. 393
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UNDERSTANDING INTERPRETING

Model Z-CoT Z-Pers ∆ Z-CoT Z-Pers ∆

ALPACA-13B 2.92 2.9 ▼ 0.02 2.78 2.65 ▼ 0.13

DOLLY-V2-13B 2.34 2.27 ▼ 0.07 1.85 1.89 ▲ 0.04

GPT-4-ALPACA-13B 2.7 2.81 ▲ 0.11 2.44 2.59 ▲ 0.15

KOALA-13B 2.53 2.71 ▲ 0.18 2.11 2.61 ▲ 0.5

OPENASSISTANT-13B 1.41 2.58 ▲ 1.17 1.3 2.35 ▲ 1.05

SHAREGPT-13B 2.02 2.89 ▲ 0.87 1.78 2.77 ▲ 0.99

WIZARDLM-13B 1.95 2.89 ▲ 0.94 1.65 2.85 ▲ 1.2

TÜLU-13B 2.48 2.59 ▲ 0.11 2.01 2.39 ▲ 0.38

LLAMA2-CHAT-13B 1.75 2.05 ▲ 0.3 1.64 1.98 ▲ 0.34

INSTRUCTGPTd001 2.02 2.17 ▲ 0.15 1.79 1.92 ▲ 0.13

INSTRUCTGPTd002 2.42 2.03 ▼ 0.39 2.13 1.86 ▼ 0.27

INSTRUCTGPTd003 2.53 2.91 ▲ 0.38 2.33 2.83 ▲ 0.5

CHATGPT 2.89 2.93 ▲ 0.04 2.62 2.83 ▲ 0.21

GPT-4 2.95 2.99 ▲ 0.04 2.72 2.84 ▲ 0.12

Table 4: Zero-shot Performance of Empathetic Rea-
soning. We evaluate the zero-shot performance of
LLMs using different prompting methods (i.e., Z-CoT
and Z-Pers) on UNDERSTANDING and INTERPRETING
for measuring the empathetic reasoning capability. ∆
represents the difference in performance between Z-Pers
and Z-CoT (i.e., Z-Pers - Z-CoT).

5.2 Perspective-Taking can improve394

empathetic reasoning395

As shown in Table 4, Z-CoT doesn’t seem to be396

the optimal prompting method for extracting the397

empathetic reasoning abilities of LLM, especially398

when considering the performance of INTERPRET-399

ING. This could be attributed to Z-CoT’s tendency400

to infer more from the literal meaning of given401

dialogues, often at the expense of a deeper under-402

standing. In empathy, the perspective-taking pro-403

cess, which involves interpreting situations from404

the client’s viewpoint, is of paramount importance.405

Therefore, we investigate whether Z-Pers, a prompt406

designed to encourage LLMs to engage in the407

perspective-taking process, could enhance empa-408

thetic reasoning performance. Table 4 shows that Z-409

Pers improves performance in both UNDERSTAND-410

ING and INTERPRETING metrics. This suggests411

that, much like humans, LLMs benefit significantly412

from the induction of the perspective-taking pro-413

cess and inherently possess some capacity for it.414

For models such as ALPACA-13B and INSTRUCT-415

GPTd002, there are instances where responses are416

generated directly without prior reasoning, indicat-417

ing a potential evaluation that the scenario doesn’t418

warrant a deeper view from the interlocutor’s per-419

spective.420

# of Prev. Utter → 3 5 7

Model Z CoT Z Pers ∆ Z CoT Z Pers ∆ Z CoT Z Pers ∆

ALPACA-13B 2.78 2.58 ▼ 0.2 2.7 2.65 ▼ 0.05 2.85 2.71 ▼ 0.14

DOLLY-V2-13B 1.91 1.71 ▼ 0.2 1.91 1.96 ▲ 0.05 1.76 1.99 ▲ 0.23

GPT-4-ALPACA-13B 2.4 2.49 ▲ 0.09 2.44 2.44 (=) 0 2.48 2.84 ▲ 0.36

KOALA-13B 2.08 2.58 ▲ 0.5 2.25 2.61 ▲ 0.36 2 2.65 ▲ 0.65

OPENASSISTANT-13B 1.35 2.3 ▲ 0.95 1.29 2.34 ▲ 1.05 1.27 2.41 ▲ 1.14

SHAREGPT-13B 2.02 2.58 ▲ 0.56 1.74 2.9 ▲ 1.16 1.53 2.84 ▲ 1.31

WIZARDLM-13B 1.75 2.81 ▲ 1.06 1.48 2.85 ▲ 1.37 1.74 2.88 ▲ 1.14

TÜLU-13B 1.8 2.22 ▲ 0.42 2.06 2.44 ▲ 0.38 2.17 2.5 ▲ 0.33

LLAMA2-CHAT-13B 2.08 2.08 (=) 0 1.54 2 ▲ 0.46 1.31 1.82 ▲ 0.51

INSTRUCTGPTd001 1.81 1.93 ▲ 0.12 1.95 1.91 ▼ 0.04 1.63 1.88 ▲ 0.25

INSTRUCTGPTd002 2.31 1.76 ▼ 0.55 2.06 1.65 ▼ 0.41 2.01 2.12 ▲ 0.11

INSTRUCTGPTd003 2.15 2.82 ▲ 0.67 2.52 2.85 ▲ 0.33 2.31 2.82 ▲ 0.51

CHATGPT 2.55 2.65 ▲ 0.1 2.68 2.94 ▲ 0.26 2.64 2.9 ▲ 0.26

GPT-4 2.52 2.7 ▲ 0.18 2.79 2.85 ▲ 0.06 2.86 2.98 ▲ 0.12

Table 5: Zero-shot Performance Depending on Di-
alogue History. We show the variation of zero-shot
performance depending on the number of dialogue his-
tory. # of Prev. Utter denotes the number of utterances
of a given dialogue.

Enhancing empathetic reasoning also boosts 421

perceived empathy. We investigate whether 422

perspective-taking enhances empathetic reasoning 423

and perceived empathy performance. Due to the 424

limitations of automatic evaluation metrics, we 425

leverage GPT-4for the assessment. As depicted 426

in Table 3, Z-Pers consistently outperforms Z-CoT 427

in the EMPATHY performance across most LLMs. 428

This suggests that while empathetic reasoning is 429

essential for generating empathetic responses, a 430

perspective-taking style may be more effective than 431

a step-by-step method. Moreover, we observe per- 432

formance enhancements in both the EPITOME and 433

DIFF-EPITOME metrics when using Z-Pers. No- 434

tably, while the introduction of perspective-taking 435

lead to a remarkable increase in IP scores (as op- 436

posed to the decrease associated with Z-CoT in 437

Tables 1 and 2), the diff-IP performance generally 438

declined for most LLMs with the implementation 439

of Z-Pers. This indicates that while extensively 440

interpreting situations from the interlocutor’s view- 441

point - thus elevating the IP score - Z-Pers diverges 442

from typical human patterns of interpreting the 443

interlocutor’s emotional situation. It’s clear that hu- 444

mans do not continually employ perspective-taking 445

throughout a conversation; sometimes, they opt 446

for more superficial empathetic expressions such 447

as “I’m sorry to hear that” or “I’m so happy for 448

you.” This underscores the importance of balanc- 449

ing perceived empathy with empathetic reasoning, 450

contingent on the specific context. 451

We investigate the correlation between EMPA- 452

THY and empathetic reasoning based on each 453

LLM’s scores obtained from GPT-4-based evalua- 454
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Dialogue:
Kenadee: My husband lost a job but I’m hoping he can find
a full time job soon
Krysta: He will, I have faith.
Kenadee: Thank you so much!

Golden Response: No problem. What kind of work does
he do?

Z-ICL:
[Response]: You’re welcome, Kenadee. I know how stress-
ful it can be when someone loses their job, but I truly believe
that your husband will find a full-time job soon.

Z-CoT:
[Rationale]: Kenadee: My husband lost a job but I’m hoping
he can find a full-time job soon.

From this statement, it is clear that Kenadee is feeling con-
cerned and worried about her husband losing his job. She
may be experiencing stress and uncertainty about their finan-
cial situation.
[Response]: I understand how stressful this situation can be.
It’s completely understandable to feel worried about your
husband’s job loss.

Z-Pers:
[Rationale]: In this dialogue, Kenadee is expressing concern
and hope regarding her husband’s job loss. She may be
feeling worried, anxious, and uncertain about the future.
However, when Krysta expresses faith in her husband finding
a full-time job soon, Kenadee feels grateful for the support
and encouragement.
[Response]: You’re welcome! I know how important it is to
have a stable income and how stressful it can be when that
stability is disrupted. But remember, your husband has skills
and experience that will make him an asset to any employer.
It might take some time, but I truly believe he will find a
full-time job soon. In the meantime, if there’s anything I can
do to support you both during this transition, please let me
know.

Table 6: Case Study. We present results generated
by GPT-4with the Zero-shot ICL, Zero-shot CoT, and
Zero-shot Pers prompt methods for a given dialogue.

tion. Figure 2 illustrates the statistics of the scores455

that each LLM received for empathetic reasoning456

in INTERPRETING when the EMPATHY value was457

3 points (high score). As evident from Figure 2,458

when the LLM attempts high empathy, Z-Pers in-459

duces deeper empathetic reasoning than Z-CoT.460

Furthermore, the proportion that achieves a score461

of 1 point decreases drastically. This confirms that462

Z-Pers perform better in EMPATHY (refer to Ta-463

ble 4) while attempting more enhanced empathetic464

reasoning.465

Z-Pers is more effective with extended dialogue466

history. Table 5 shows the variation in INTER-467

PRETING performance based on the number of ut-468

terances provided in a dialogue history for generat- 469

ing empathetic responses. Overall, Z-Pers consis- 470

tently outperforms Z-CoT in enhancing the LLM’s 471

ability to interpret the interlocutor’s emotional state, 472

regardless of the utterance count. Notably, as the 473

number of utterances in the dialogue history in- 474

creases, Z-Pers enables the LLM to achieve a more 475

nuanced understanding, leveraging the accumulat- 476

ing hints (e.g., feelings, thoughts, emotions, key 477

entities) about the interlocutor’s emotional situa- 478

tion. 479

Case Study. Table 6 presents generated re- 480

sponses and rationales by CHATGPTusing differ- 481

ent prompting methods (i.e., Z-ICL, Z-CoT, and 482

Z-Pers) in a zero-shot setting. All three differ- 483

ent prompting methods (i.e., Z-ICL, Z-CoT, and 484

Z-Pers) can generate appropriate empathetic re- 485

sponses to the interlocutor. Compared to the golden 486

response, the generated responses are generally 487

longer, a trend observed in LLMs trained with 488

Reinforcement Learning with Human Feedback 489

(RLHF). Among them, Z-Pers produce the longest 490

responses. This is because Z-Pers induce an ad- 491

ditional step in the perspective-taking process to 492

understand the interlocutor’s emotional situation 493

from their point of view, leading to deeper interpre- 494

tations in the generated responses. Z-CoT focuses 495

on analyzing the literal meanings of the given con- 496

versation context, resulting in simple analyses of 497

the present situation. As shown in Figure 6, with 498

Z-Pers, when Krysta expresses “faith,” it can in- 499

fer how Kenadee might feel from Kenadee’s per- 500

spective. Consequently, it generates responses that 501

evoke deeper empathy. 502

6 Conclusion 503

This work investigates the effectiveness of Zero- 504

shot CoT in enhancing the empathetic reasoning ca- 505

pability of LLM. Our experiments reveal that Zero- 506

shot CoT does not improve zero-shot performance 507

in the empathetic dialogue generation task on var- 508

ious metrics. The perspective-taking prompting 509

method leads to improved performance on both the 510

perceived empathy and empathetic reasoning com- 511

pared to Zero-shot CoT. In future research, we plan 512

to introduce a pragmatic-reasoning-based prompt- 513

ing method and comprehensive, robust evaluation 514

metrics for assessing the empathetic reasoning abil- 515

ities of LLMs. 516
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Limitations517

Limited Capacity of Automatic Metrics. As518

is well known, empathy is an exceptionally sub-519

jective characteristic. Therefore, assessing it can520

be quite challenging, as individuals may perceive521

different degrees of empathy. Although many stud-522

ies (Sharma et al., 2020; Kim et al., 2021; Lee523

et al., 2022) have proposed various metrics for em-524

pathetic reasoning, there are three limitations in525

quantitatively evaluating the empathetic reasoning526

capability of LLMs. 1) Many evaluation metrics527

are machine-based methods, fine-tuning models528

like BERT (Devlin et al., 2018). These metrics can529

cause inaccurate performance and are insufficient530

to evaluate the diverse and high-quality responses531

generated by InstructGPT (Ouyang et al., 2022).532

Recently proposed prompt-based evaluators (Fu533

et al., 2023; Liu et al., 2023) might help but can534

also prefer the LLM-generated responses, reported535

in a prior work (Liu et al., 2023). 2) The datasets536

used for machine-based evaluation are somewhat537

limited in their domain and dialogue diversity.538

For example, EPITOME and DIFF-EPITOME uti-539

lize mental health support dataset, which do not540

represent true open-domain social dialogue. Sim-541

ilarly, EMOACC and INTENTACC, which use the542

emotion and intent-annotated EMPATHETICDIA-543

LOGUES dataset, might fail to deliver trustworthy544

evaluations for responses that are uncommon in545

the EMPATHETICDIALOGUES dataset. 3) Current546

evaluation metrics evaluate empathy individually,547

based on different criteria. To facilitate a fairer548

comparison of language models in the future, a549

holistic, universal metric is needed to encapsulate550

all aspects of empathy. Considering these three lim-551

itations, there is a need for the future development552

of more robust and universal evaluation methods553

for empathetic dialogue generation task.554

Lack of Pragmatic-based Prompting. As555

perspective-taking is essential in empathetic rea-556

soning (as proven by a perspective-taking prompt),557

it is important for LLMs to understand the inter-558

locutor’s emotional situation. However, our exper-559

iments suggest that even the popular prompting560

method (i.e., Zero-shot CoT), though successful561

in logical reasoning tasks, is not specifically de-562

signed for empathetic reasoning (i.e., Processing563

dimension of AEL). To enhance the empathetic564

reasoning capability of LLM, it is necessary to565

develop a new prompting method incorporating566

pragmatic reasoning, enabling LLM to infer the567

implications of the interlocutor’s messages. In a 568

recent study (Kim et al., 2021), the RSA frame- 569

work (Frank and Goodman, 2012) has previously 570

been used to show an increase in empathetic dia- 571

logue generation across various dialogue gener- 572

ative models, such as MIME (Majumder et al., 573

2020), DodecaTransformer (Shuster et al., 2019), 574

and Blender (Roller et al., 2020). Thus, given the 575

importance of pragmatic reasoning, we believe that 576

the pragmatic reasoning-based prompting method 577

will unlock the empathetic reasoning and theory- 578

of-mind (ToM) capabilities of LLMs. 579

Lack of Human Evaluation. To accurately ana- 580

lyze the effects of Zero-shot CoT and Zero-shot 581

Perspective-Taking in empathetic dialogue gen- 582

eration, it is necessary to evaluate performance 583

through human evaluation, considering different 584

personalities (e.g., MBTI or Big Five Personality 585

Traits). We will address this in future work. 586
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Dialogue:
Jaylen: My cat was playing last nigh and brought it to me.
Demetrius: That sounds like fun. What did it bring to you?
Jaylen: Well, it wasn’t one of his toys like I thought. It was a dead mouse

Golden Response: Eww... That’s pretty gross. I had a cat once that would bring me dead birds too. I think that means they
like you!

Z-ICL:
[Response]: Oh no! That must have been really scary for you.

Z-CoT:
[Rationale]: The first thing Demetrius should do is identify Jaylen’s feelings. In this case, Jaylen is most likely feeling grossed
out and maybe a little surprised. Demetrius should then respond in a way that shows he empathizes with these feelings. The
most appropriate response would be something along the lines of "That sounds really unpleasant. I’m sorry you had to go
through that."
[Response]: B.

Z-Pers:
[Rationale]: Jaylen’s cat brought him a dead mouse, which grossed him out. The most appropriate response would be
something like, "Ewww, that’s gross! I’m sorry that happened."
[Response]: Ewww, that’s gross! I’m sorry that happened.

Table 7: Case Study. We present results generated by CHATGPTwith the Zero-shot ICL, Zero-shot CoT, and
Zero-shot Perspective-Taking prompt methods for a given dialogue.

A Prompt Template786

As shown in Figure 3, we present prompt templates of Zero-shot ICL, Zero-shot CoT, and Zero-shot787

Perspective-Taking used in our experiments.788

B EPITOME-based Automatic Evaluation789

EPITOME, introduced by (Sharma et al., 2020), is a new conceptual framework for expressing empathy in790

text-based, asynchronous contexts. EPITOME consists of three communication mechanisms of empathy:791

Explorations (EX), Interpretations (IP), and Emotional Reactions (ER). The mechanisms are described792

as follows:793

• EXPLORATIONS (EX) are expressions of active interest in the interlocutor’s situation.794

• INTERPRETATIONS (IP) are expressions of acknowledgments or understanding of the interlocutor’s795

emotion or situation.796

• EMOTIONAL REACTIONS (ER) are expressions of emotions such as warmth, compassion, and797

concern in the interlocutor’s situation.798

In a recent study (Kim et al., 2021), each mechanism was used as an automatic metric to measure the799

empathy of generated responses using a fine-tuned RoBERTa (Liu et al., 2019) model. Each generated800

response was measured by one of the values (0, 1, or 2) predicted from the model.801

C More Examples802

We present more generated examples with different prompting methods, as shown in Table 7 and 8.803
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Dialogue:
Tevin: Hello the plants in my garden I water them, I move the earth, I try to keep them happy
Vedansh: Gardening can be peaceful
Tevin: Especially when you feel something special by nature

Golden Response: Nature is a wonderful thing

Z-ICL:
[Response]: Yes, I can imagine that.

Z-CoT:
[Rationale]: Tevin has said that he enjoys gardening because it makes him feel close to nature. The most appropriate response
from Vedansh would be to say something along the lines of "I know how you feel. I also enjoy spending time in my garden."
[Response]: Gardening can be peaceful.

Z-Pers:
[Rationale]: Vedansh would most likely respond with, "I know how you feel. I love spending time in my garden too."
[Response]: I know how you feel. I love spending time in my garden too.

Table 8: Case Study 2. We present results generated by CHATGPTwith the Zero-shot ICL, Zero-shot CoT, and
Zero-shot Perspective-Taking prompt methods for a given dialogue.
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Prompt Template for Zero-shot ICL:
The following dialogue is between Demetrius and Jaylen. Imagine you are Demetrius, and you should empathize well

with Jaylen’s situation, feelings, and thoughts. The dialogue is provided line-by-line.

Dialogue:

Jaylen: My cat was playing last nigh and brought it to me.

Demetrius: That sounds like fun. What did it bring to you?

Jaylen: Well, it wasn’t one of his toys like I thought. It was a dead mouse

Demetrius:

Prompt Template for Zero-shot CoT:
The following dialogue is between Demetrius and Jaylen. Imagine you are Demetrius, and you should empathize well

with Jaylen’s situation, feelings, and thoughts. The dialogue is provided line-by-line.

Dialogue:

Jaylen: My cat was playing last nigh and brought it to me.

Demetrius: That sounds like fun. What did it bring to you?

Jaylen: Well, it wasn’t one of his toys like I thought. It was a dead mouse

Question: In the given dialogue, what is the most appropriate response?

Answer: Let’s think step by step.

Prompt Template for Zero-shot Perspective-Taking (Stage 1):
The following dialogue is between Demetrius and Jaylen. Imagine you are Demetrius, and you should empathize well

with Jaylen’s situation, feelings, and thoughts. The dialogue is provided line-by-line.

Dialogue:

Jaylen: My cat was playing last nigh and brought it to me.

Demetrius: That sounds like fun. What did it bring to you?

Jaylen: Well, it wasn’t one of his toys like I thought. It was a dead mouse

Question: In the given dialogue, what is Jaylen’s emotional situation?

Answer: Let’s put Demetrius in Jaylen’s shoes.

Prompt Template for Zero-shot Perspective-Taking (Stage 2):
The following dialogue is between Demetrius and Jaylen. Imagine you are Demetrius, and you should empathize well

with Jaylen’s situation, feelings, and thoughts. The dialogue is provided line-by-line.

Dialogue:

Jaylen: My cat was playing last nigh and brought it to me.

Demetrius: That sounds like fun. What did it bring to you?

Jaylen: Well, it wasn’t one of his toys like I thought. It was a dead mouse

Question: In the given dialogue, what is the most appropriate response in the next turn?

Answer: Let’s put Demetrius in Jaylen’s shoes. [Rationale] Therefore, the response is

Figure 3: Prompt Templates. A prompt template for Zero-shot ICL (top). A prompt template for Zero-shot CoT
(middle). A prompt template for Zero-shot Perspective-Taking (bottom).
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