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Abstract

Semantic scene completion is a difficult task that involves completing the geometry
and semantics of a scene from point clouds in a large-scale environment. Many
current methods use 3D/2D convolutions or attention mechanisms, but these have
limitations in directly constructing geometry and accurately propagating features
from related voxels, the completion likely fails while propagating features in a
single pass without considering multiple potential pathways. And they are generally
only suitable for static scenes and struggle to handle dynamic aspects. This paper
introduces Voxel Proposal Network (VPNet) that completes scenes from 3D and
Bird’s-Eye-View (BEV) perspectives. It includes Confident Voxel Proposal based
on voxel-wise coordinates to propose confident voxels with high reliability for
completion. This method reconstructs the scene geometry and implicitly models
the uncertainty of voxel-wise semantic labels by presenting multiple possibilities
for voxels. VPNet employs Multi-Frame Knowledge Distillation based on the
point clouds of multiple adjacent frames to accurately predict the voxel-wise labels
by condensing various possibilities of voxel relationships. VPNet has shown
superior performance and achieved state-of-the-art results on the SemanticKITTI
and SemanticPOSS datasets.

1 Introduction

Understanding 3D scenes based on LiDAR point clouds is essential for tasks like autonomous driving.
However, due to the limitations of LiDAR sensors and the occlusion of instances by themselves
or other instances in the real world, including large-scale information in the point clouds poses a
significant challenge to understanding 3D scenes.

Semantic Scene Completion (SSC) aims to simultaneously infer a scene’s occupancy and semantic
information based on point clouds using deep learning. Several methods [1; 2; 3; 4; 5; 6; 7; 8; 9;
10; 11; 12; 13; 14; 15; 16; 17; 18] use convolutions to complete the partial scene. Some completion
methods [19; 20; 21; 22] heavily rely on diverse attention mechanisms as the attention mechanism
can capture spatial relationships and update the features. The diffusion model [23] also applies to the
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completion task. These methods have significantly improved the performance of static single-frame-
based semantic scene completion. However, they still suffer from extreme geometric incompletion
due to the large-scale information loss of point clouds. Moreover, these methods ignore the regional
distraction and voxel semantic uncertainty that arises from the information loss and the complex
relative motion of instances in dynamic point cloud sequences.

Our paper introduces a new method for completing from both Bird’s Eye View (BEV) and 3D
perspectives. We propose confident voxels that show possibilities for voxels and implicitly capture
the uncertainty of voxel-wise labels. Our method, Voxel Proposal Network (VPNet), includes the
Confident Voxel Proposal (CVP) and Multi-Frame Knowledge Distillation (MFKD). We present the
overview architecture of VPNet in Figure 1. The BEV branch completes from the BEV perspective
using 2D convolutions to ensure global reasonableness and comprehensiveness of completion. The
3D branch consists of segmentation and completion subnetworks, which perform completion under
the guidance of rich semantic contexts and optimize local details and accuracy of completion.

In the 3D branch, CVP learns multiple arrays of offsets for occupied voxel coordinates and features to
compute confident voxel coordinates and perform long-range feature propagation like [24] within its
branches. Then, CVP uses the confident voxel coordinates to propose confident voxels and constructs
confident feature maps, which suggest various possibilities of voxel semantic labels. Finally, we
integrate the confident feature maps as augmented feature maps for completion using multi-branch
fusion, which condenses the proposed possibilities from the inner-frame branches.

VPNet has a multi-frame network that generates enhanced feature maps for multiple frames using
CVPs. It condenses these feature maps into the branches of the CVP in the single-frame network,
enabling each branch to create a similar semantic to the corresponding point cloud frame. VPNet
condenses the combined enhanced feature map of multiple frames into the single-frame network,
further improving the semantics. This process condenses the various possibilities in multi-frame to
single-frame networks and affords the opportunity to learn to infer the lost details of each frame in
contrast to other KD methods [25; 26; 27; 16].

We evaluate the effectiveness of VPNet on the SemanticKITTI [28] and SemanticPOSS [29] datasets,
where we achieve state-of-the-art performances on the semantic scene completion task.

2 Related Work

2.1 Semantic Scene Completion

The current approaches for SSC rely on convolution, attention, or diffusion models. For example,
SSCNet [1] utilizes dilated convolution to enhance the feature map, while LMSCNet [2] applies 2D
U-Net and 3D segmentation heads for multi-resolution completion. ESSCNet [3] employs spatial
group convolution and sparse convolution to group voxels, and UDNet [4] incorporates UD block in
3D U-Net to efficiently fuse encoder and decoder features. Furthermore, SSA-SC [5] uses a semantic
segmentation network to assist completion from BEV, JS3CNet [6] employs dense 3D and graph
convolution to link point cloud and voxel features, and Symphonies [19] adopts deformable cross-
attention to generate voxel features from the multi-scale depth and RGB images. Lastly, VPDD [23]
utilizes the diffusion model to remove noise and complete the scene.

These methods have geometry construction and feature propagation limitations as they assume a
static perspective and disregard the semantic uncertainty in dynamic sequences. To address this, we
propose a method that leverages confident voxels to model the semantic uncertainty and employs
multi-frame distillation to enhance the uncertainty modeling.

2.2 Knowledge Distillation

Knowledge distillation transfers knowledge from the teacher to the student network. Smaller3D [25]
distills at different levels. PointDistiller [30] proposes local distillation. PVD [26] adopts super voxel
partition to utilize geometric information better. S2M2-SSD [31] distills multi-modal knowledge to
network with point cloud as input. CMKD [32] distills from the network with the point cloud as input
to the network with the monocular image as input. 2DPASS [33] proposes multi- to single-modal
distillation that fuses point cloud and image features and distills fused features to the student network.
SMF-SSD [34] distills multi-frame knowledge to a single-frame network at three levels. M2SKD [35]
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Figure 1: The architecture of VPNet. It consists of BEV and 3D completion branches. CVP in
the 3D branch proposes confident voxels to present possibilities for voxels and model the semantic
uncertainty of voxels implicitly. Moreover, we construct a multi-frame network and employ MFKD
to enhance the accuracy of uncertainty modeling. We represent free voxels as transparent.

performs distillation for difficult categories from multi- to single-frame. 3D-to-BEV [27] achieves
distillation from 3D to BEV view. SDSeg3D [36] distills from data-augmented teacher to student
without augmentation to improve robustness. In contrast, we adopt multi-to-single frame distillation
to extract accurate semantic information.

2.3 Point Cloud Sequence Learning

The information within adjacent point cloud frames is complementary. This understanding forms
the basis of our research. M2SKD [35] and SMF-SSD [34] fuse aligned multi-frame point cloud for
distillation, specially M2SKD [35] only fuses complex samples. TemporalLatticeNet [37] adopts
LSTM and GRU to capture temporal relationships better. MarS3D [38] builds Motion-Aware Feature
Learning to extract motion instance features. TemporalLidarSeg [39] and MemorySeg [40] employ
a Memory mechanism to fuse the features with other frames. Meta-RangeSeg [41] uses Meta-
Kernel [42] to aggregate spatial-temporal features. SpSequenceNet [43] proposes Cross-frame Global
Attention and Local Interpolation to fuse features. P4Transformer [44] designs Point 4D Convolution
to capture the spatial-temporal relationship. PST-Transformer [45] extract spatial-temporal features
in a decoupled-joint manner. Moreover, SVQNet [46] splits historical points into voxel-adjacent
neighborhoods and historical contexts to complete local and global information. While commendable,
existing methods often struggle to fuse point cloud information efficiently. They cannot assign
different weights to point clouds, highlighting the need for a more comprehensive solution. We
construct a multi-frame network by fusing the feature maps with weighted fusion to guide the
single-frame network by distillation.

3 Method Overview
We present VPNet and pipeline of CVP and MFKD in Figure 1 and 2. In single-frame network,
given point cloud Pi ∈ RNi×4, we process it with shared MLP and get 3D voxel feature map
Vi ∈ RL×W×H×C and BEV feature map Bi ∈ RL×W×C (see Figure 1(b)), Ni is the number of
points, C is the channel number of Vi and Bi. We pass Bi through BEV completion branch and get
completed BEV feature map Fbev

i ∈ RL×W×H×C′
, C ′ is the channel number of Fbev

i . Then, we pass
Vi through segmentation and completion subnetwork in the 3D completion branch. Given semantic
embedded feature map Si ∈ RL×W×H×C′

produced by segmentation subnetwork, Confident Voxel
Proposal (CVP) learns Q groups of offsets {Dq

i ∈ RJi×3 | q = 0, 1, . . . , Q− 1} for occupied voxel
coordinates Mi ∈ RJi×3 and features Ui ∈ RJi×C′

in Si to compute confident voxel coordinates
and features, it builds confident feature maps {Eq

i | q = 0, 1, . . . , Q− 1} with confident voxels and
Si with Q branches in CVP. And CVP produces an augmented feature map Ai ∈ RL×W×H×C′

by
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Figure 2: The pipeline of CVP and MFKD. The semantics feature maps are produced with a
segmentation subnetwork in the 3D branch.

fusion of {Eq
i | q = 0, 1, . . . , Q− 1}, Ji is the number of occupied voxels. After that, we pass Ai

through other parts of completion subnetwork as completed 3D feature map F3d
i ∈ RL×W×H×C′

(see
Figure 1(b)). Finally we fuse Fbev

i and F3d
i with BEV-3D Fusion to maintain final completion result

Ri ∈ RL×W×H×C′′
where C ′′ indicates the number of semantic categories.

In multi-frame network, given point clouds {Pi, . . . ,Pk}, We pass them through segmentation
subnetwork and separate CVP of 3D branch and obtain augmented feature maps {A′

i, . . . ,A
′
k}

(see Figure 2(a)). Then we fuse them and get multi-frame fused augmented feature map A′ ∈
RL×W×H×C′

. We regard A′ as augmented feature map Ai in a single-frame network, and the other
modules of the multi-frame network are consistent with a single-frame network (see Figure 1(a)).

We set the branch number in the CVP of the single-frame network to be the same as the frame number
in the multi-frame network. Moreover, we divide Multi-Frame Knowledge Distillation (MFKD)
into two stages in Figure 2, we caculate the difference between {Ai, . . . ,Ak} and {E0

i , . . . ,E
Q−1
i }

correspondingly in stage-1 distillation to drive the branches in CVP of the single-frame network to
learn the semantic feature distribution of corresponding frame and condense the various possibilities
contained in the corresponding frame. We compute the difference between A′ and Ai in stage-2
distillation to drive CVP in the single-frame network to learn multi-frame fused semantics further.

4 Architecture of VPNet

This section details the dual-branch VPNet with the confident voxel proposal (CVP) and the multi-
frame knowledge distillation (MFKD).

4.1 Dual-branch Completion Network

As Figure 1(b) illustrates, VPNet has a 3D completion branch and a BEV completion branch, and we
utilize multiple feature fusion schemes to combine them to achieve improved completion results.

Feature Initialization Given a point cloud Pi = {(xp, yp, zp, rp) | p = 0, 1, . . . , Ni − 1}. xp, yp,
zp are the coordinates. rp is the reflectivity of point p, we update Pi as P′

i during voxelization. This
update is represented as P′

i = {(xp, yp, zp, δxp, δyp, δzp, rp) | p = 0, 1, . . . , Ni − 1}, where δxp,
δyp, δzp are the differences in each dimension between the coordinates and the voxel center that
point p belongs to. Then, we initialize Vi and Bi as follows:

{Vi,Bi} = {M,M̃}(F(P′
i)), (1)

where F is a shared MLP that extracts the point-wise features, M and M̃ indicate selecting the
maximum from points that are in the same voxel or column.

Dual-branch Completion The 3D completion branch comprises a segmentation subnetwork and
a completion subnetwork. The segmentation subnetwork, adapted from Cylinder3D [47], captures
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semantic embedded feature map Si from Vi. These feature maps are fed into the completion
subnetwork, which synthesizes the completed 3D feature map F3d

i . The completion subnetwork
includes the proposed CVP module and several 3D dense convolution kernels of varying sizes.

In parallel, the BEV completion branch utilizes a 2D U-Net architecture. It reconstructs the scene
from BEV. The BEV feature map Bi is processed through this branch to produce the completed
BEV feature map Fbev

i . With sum operation, we compress features extracted by the 3D segmentation
subnetwork’s encoder blocks along the height axis. We integrate the compressed feature maps to
corresponding levels of BEV encoder blocks. This establishes an early fusion of 3D and BEV features
that enhances the global perception capabilities of the 3D branch and the spatial analysis capabilities
of the BEV branch. We utilize BEV-3D Fusion to generate the final completion result Ri as:

Ri = C(R(I(Fbev
i )),F3d

i ), (2)

where I is a convolution layer that increases the feature channels of Fbev
i , R is a reshape operation

that expands the height dimension from channels and C is concatenation along the channel dimension.
This establishes the later fusion of 3D and BEV completion branches.

4.2 Confident Voxel Proposal

We propose confident voxels by offset learning and feature propagating from occupied voxels. We
take qth branch as an example to describe the details of CVP.

Offset Learning As illustrated in Figure 3, the segmentation subnetwork extracts a sparse
semantics embedded feature map Si, from which we initialize the occupied voxel coordinates
Mi = {(xj , yj , zj) | j = 0, 1, . . . , Ji − 1} and occupied voxel features as Ui ∈ RJi×C′

. In
Figure 3(a), we initialize random noise Zq

i ∈ RJi×Cz , Cz is the channel number of noise Zq
i and

Zq
i ∼ N (0, 1). We computes a groups of offsets Dq

i ∈ RJi×3 for each coordinate in Mi as:

Dq
i = F̃i(C(Mi,Ui,Z

q
i )). (3)

F̃i is the shared MLP in CVP. Mi allows the model to consider the geometric information of the
partial scene, Ui introduces rich semantic context. The random noise Zq

i drives the voxel coordinates
Mi away from the initial position and ensures the robustness of offset learning. By sampling
random noise across multiple branches of the CVP module, we generate various offset sets, enabling
the inference of multiple semantic possibilities for the voxels. During offset learning, we employ
occupied voxel coordinates Mg of completion ground truth as supervision.

Voxel Proposal As shown in Figure 3(b), we propose coordinates that contain decimals by adding
offsets Dq

i to initial coordinates Mi and compute confident voxel coordinates Gq
i with rounding

operation on proposed coordinates. We formulate the feature propagation process as:

Yq
i = I(W(Ui,D

q
i )), (4)

where W is the operation of updating feature Ui according to the offsets Dq
i that makes the features

that propagate farther be pruned more. It ensures the reliability of feature propagation, I is feature
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interpolation that computes the feature of the voxel center from proposed points in the same voxel,
and Yq

i is the confident voxel features after propagation. We construct confident feature map Eq
i as:

Eq
i = DDCM(D(Gq

i ,Y
q
i ) + Si), (5)

where D is confident voxels with coordinates Gq
i and confident voxel features Yq

i . DDCM is a
modified Dimension-Decomposition based Context Modeling [47] module that refines the features
after propagation and reconstructs the semantic context.

addition  local avgpooling multiplication
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As Figure 4 indicates, we adopt the
weighted fusion strategy [48] and
modify it to fuse the branches in
CVP and compress the possibilities
in branches. We compute the weights
Wq

i ∈ R1×C′
as:

Wq
i = J q

i (Ã(

Q−1∑
q=0

Eq
i )). (6)

Ã is local average pooling that com-
presses the local representation for
each branch. We flatten the pooled
feature then, and J q

i is the fully connected layer for qth branch. We fuse the branches in CVP
according to the weights and get an augmented feature map Ai.

4.3 Multi-Frame Knowledge Distillation

We construct a multi-frame network that proposes confident voxels and generates an augmented
feature map for each frame with CVPs. We utilize MFKD to distill the semantic knowledge of
augmented feature maps into a single-frame model in two stages to condense the voxel possibilities.

Multi-Frame Network As illustrated in Figure 1(a), we align the point cloud frames {Pi, . . . ,Pk}
to the coordinate of the current frame Pi. We input the aligned point clouds into the 3D completion
branch separately. We get multi-frame augmented feature maps {Ai, . . . ,Ak}. We fuse them as A′

with the above-mentioned weighted fusion strategy. We regard A′ as A in the single-frame network
to build the multi-frame network. We input {Vi, . . . ,Vk} into 3D completion branch and only input
Bi into BEV completion branch. We construct a multi-frame network that leverages multi-frame
point clouds to model voxel semantic uncertainty with multiple CVPs from a 3D perspective.
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Figure 5: The overall architecture of MFKD. MFKD con-
structs two stages of distillation between CVPs of multi-
frame networks and CVPs of the single-frame network.

Multi-frame Distillation We
obtain augmented feature maps
{Ai, . . . ,Ak} in multi-frame net-
work and confident feature maps
{E0

i , . . . ,E
Q−1
i } in single-frame

network, we calculate the difference
Ls1 between the corresponding
feature maps with

Ls1 =

Q−1∑
0

E(Â(Eq
i ), Â(Ai+q))

(7)
where Â is a local average pooling
function with kernel size s × s × s
to construct super voxels to meet the
sparsity of features, and E is the Kull-
back–Leibler divergence function. We build stage-1 distillation to drive the branches in CVP to
simulate the knowledge learned by multi-frame CVPs and condense possibilities of the corresponding
frame to branch in CVP.

Training Losses To improve the accuracy of semantic uncertainty modeling and reconstruct the
scene details, given fused augmented feature map A′ in the multi-frame network and augmented
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feature map Ai in the single-frame network, we calculate the difference Ls2 between them as:

Ls2 = E(Ai,A
′). (8)

We avoid utilizing a super voxel partition here to prevent the blurring of features. Thus, we build stage-
2 distillation to drive CVP in the single-frame network to simulate the knowledge after multi-frame
CVPs. Finally, we achieve multi-frame distillation by joint stage-1 and -2 distillation as:

Lkd = Ls1 + Ls2. (9)

We formulate total loss in the single-frame and multi-frame networks as:

L = αLcom + βLseg + γLgeo + δLkd, (10)

where k = i. Lcom is completion loss. Lseg is segmentation loss. Lgeo is geometry loss between
proposed coordinates and coordinates ground truth. Here, we utilize Chamfer Distance [49]. α, β, γ
and δ are weights of losses. We set α = 1.00, β = 0.10, γ = 0.01 and δ = 0.50 during distillation.

5 Experiments

5.1 Implementation Details

We implement VPNet with PyTorch3 and train it on A6000 GPUs with a mini-batch of 8 for 80
epochs; we use Adam [50] optimizer with an initial learning rate of 0.001. We set feature map
channel number C ′ = 32, random noise channel number Cz = 4, CVP branch number Q = 3, and
super voxel partition kernel size s = 4.

5.2 Datasets and Metrics

We evaluate VPNet on SemanticKITTI [28] and SemanticPOSS [29] datasets, composed of real
outdoor point cloud sequences. SemanticKITTI contains 22 sequences with 19 categories, 11/1/10
sequences for training/validation/online testing. SemanticPOSS contains six sequences divided into
11 categories; it contains 5/1 sequences for training/validation (testing).

According to SSCNet [1], we evaluate VPNet on Scene Completion (SC) with intersection-over-union
(IoU), on Semantic Scene Completion (SSC) with IoU of each semantic category and mean of all
semantic categories’ IoU (mIoU).

5.3 Ablation Study of VPNet

In the ablation study, we conduct experiments on SemanticKITTI [28] validation set.

Analysis of Network Framework We evaluate the impact of the BEV completion branch, segmen-
tation subnetwork, completion subnetwork without CVP, and completion subnetwork with CVP. As
Table 1 illustrated, in the first and second rows, we use the BEV branch and 3D branch without CVP
separately and get (56.4% IoU, 22.2% mIoU) and (50.3% IoU, 23.6% mIoU).

Table 1: Impact of dual-branch network components.
"seg." means 3D segmentation subnetwork and "com."
means 3D completion subnetwork.

BEV seg. com.
w/o CVP

com.
w/ CVP IoU mIoU

56.4 22.2
50.3 23.6
58.3 24.5
59.1 24.9
59.3 25.6

In the third row, we use the BEV branch
and segmentation subnetwork. Under the
augmentation of 3D semantics, we get
(58.3% IoU and 24.5% mIoU) which are
much higher than the performances of the
BEV branch and 3D branch separately.
In the fourth row, we add a completion
subnetwork without CVP to the network;
this method produces (59.1% IoU, 24.9%
mIoU) that improves the IoU with 0.8%.
This proves the effectiveness of joint com-
pletion from different perspectives. The 3D
branch riches the details (in the semantic

3https://pytorch.org/
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aspect), while the BEV branch completes the scene coarsely and with higher completeness (from the
geometric aspect).

We integrate CVP into the dual-branch network and achieve (59.3% IoU, 25.6% mIoU), a significant
improvement of 0.7% mIoU compared to the network without CVP. This incremental improvement
underscores the value of modeling the uncertainty of voxel semantics under the guidance of geometry
for completion, marking a step forward in our understanding and application of these techniques.

Internal Study of CVP We analyze the components of CVP in Table 2. In Table 2(a), we assemble
CVP with random noise Zq

i with different channel numbers. We get the best performance with
Cz = 4. When less than 4, the learning of offsets is insufficient, and the semantic possibility learned
from the voxel proposal is lacking. When more significant than 4, the random noise introduces too
much meaningless information that adversely impacts the network’s performance.

We propose confident voxels with multiple branches, so we analyze the impact of branch number Q
in Table 2(b). The network performance improves when the branch number is increased, and we get
the best completion performance when we set the branch number to Q = 3. However, when we set
Q = 4, we get similar performance (59.2% IoU, 25.6% mIoU) with Q = 3 as too many branches
bring distractions to the network so we set Q = 3 during training.

The fusion strategy of multiple branches influences the performance of voxel semantic uncertainty
modeling; we construct CVP with different fusion strategies and show the results in Table 2(c). Here,
we set branch number Q to 3. We compare the weighted fusion scheme with addition, concatenation,
and average. These standard methods of feature fusion are weak in uncertainty modeling. Among the
compared strategies, addition gets the best performance (59.3% IoU, 25.4% mIoU), but the weighted
fusion we utilize still outperforms it with 0.2% mIoU. This demonstrates that weighted fusion models
the voxel semantic uncertainty more accurately.

Table 2: Internal studies on random noise (a), branch number (b) and fusion strategy (c) of CVP.
(a) Channel number of noise.

noise Cz IoU mIoU
0 59.0 25.0
2 59.1 25.4
4 59.3 25.6
6 58.8 25.3
8 58.5 24.9

(b) Branch number in CVP.

branch Q IoU mIoU
0 59.1 24.9
1 59.0 25.1
2 59.2 25.4
3 59.3 25.6
4 59.2 25.6

(c) Fusion of branches in CVP.

fusion strategy IoU mIoU
addition 59.3 25.4

concatenation 59.2 25.2
average 59.0 25.3

weighted fusion 59.3 25.6

Table 3: Frames in multi-frame network.

frames IoU mIoU
t / t / t 59.5 25.6

t / t+1 /t+2 60.2 26.3
t / t+2 / t+4 61.1 26.8
t / t+3 / t+6 61.4 26.6

Internal Study of MFKD As we build CVP
with Q = 3, we implement a multi-frame net-
work with three frames to build the distillation
relationships between frame and branch in CVP
correspondingly, and we present the results in Ta-
ble 3. We get the best performance (61.1% IoU,
26.8% mIoU) with frames t/t+2/t+4, where t is the
frame we use to train the single-frame. We get
(60.2% IoU, 26.3% mIoU) with frames t/t+1/t+2
as the adjacent frames contain insufficient supplementary information, and frames with larger intervals
like t/t+3/t+6 have less guidance for modeling the uncertainty of semantics.

Table 4: Internal studies on stages of MFKD (a) and comparison with other distillation methods (b).
(a) Stages of MFKD. "voxel" means common voxel partition, "super-"
means super voxel partition.

stage-1 (voxel) stage-1 (super-) stage-2 IoU mIoU
59.3 25.6
59.5 25.5
59.3 25.9
59.6 25.8
59.6 26.1

(b) Comparsion with other distillation
methods.

IoU mIoU
KD [51] 58.9 25.3

PVKD [26] 59.1 25.7
DSKD [16] 59.3 25.8

MFKD (Ours) 59.6 26.1
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Figure 6: Completion results of different methods on SemanticKITTI validation set.

We conduct experiments using different distillation stages in Table 4(a). With stage 1 without super
voxel partition, we get similar results (59.5% IoU, 25.5% mIoU) with the single-frame network, as
ordinary distillation distracts the offset learning due to the neglect of sparsity. We add the super
voxel partition to stage-1 distillation, and this method produces (59.3% IoU, 25.9% mIoU). We also
build MFKD with stage-2 distillation only and get (59.6% IoU, 25.8% mIoU) that proves voxel-wise
guidance like stage-2 is helpful to the semantic uncertainty modeling. We get better performance
(59.6% IoU, 26.1% mIoU) with stage-1 with super voxel partition and stage-2 distillations that provide
more accurate guidance. And we compare MFKD with other distillation methods in Table 4(b) where
MFKD performs better than others and this proves the effectiveness of MFKD.

5.4 State-of-the-art Comparison

We compare our method with state-of-the-art methods on SemanticKITTI online testing set in Table 5.
We present the visualization comparison in Figure 6. Our method outperforms other methods and
demonstrates competitive performance. VPNet produces (60.4% IoU, 25.0% mIoU) that with 1.6%
IoU and 1.5% mIoU improvement than SSA-SC [5] when training with single-frame without MFKD.
It achieves (60.7% IoU, 25.6% mIoU) with 0.3% IoU and 0.6% mIoU improvement with MFKD.
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Table 5: Comparison of VPNet with other works on SemanticKITTI online testing set.
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SSCNet [1] 29.8 9.5 27.6 17.0 15.6 6.0 20.9 10.4 1.8 0.0 0.0 0.1 25.8 11.9 18.2 0.0 0.0 0.0 14.4 7.9 3.7
SSCNet-full [1] 50.0 16.1 51.2 30.8 27.1 6.4 34.5 24.3 1.2 0.5 0.8 4.3 35.3 18.2 29.0 0.3 0.3 0.0 19.9 13.1 6.7
TS3D [52] 29.8 9.5 28.0 17.0 15.7 4.9 23.2 10.7 2.4 0.0 0.0 0.2 24.7 12.5 18.3 0.0 0.1 0.0 13.2 7.0 3.5
TS3D/DNet [28] 25.0 10.2 27.5 18.5 18.9 6.6 22.1 8.0 2.2 0.1 0.0 4.0 19.5 12.9 20.2 2.3 0.6 0.0 15.8 7.6 7.0
LMSCNet [2] 55.3 17.0 64.0 33.1 24.9 3.2 38.7 29.5 2.5 0.0 0.0 0.1 40.5 19.0 30.8 0.0 0.0 0.0 20.5 15.7 0.5
LMSCNet-SS [2] 56.7 17.6 64.8 34.7 29.0 4.6 38.1 30.9 1.5 0.0 0.0 0.8 41.3 19.9 32.1 0.0 0.0 0.0 21.3 15.0 0.8
Local-DIFs [53] 57.7 22.7 67.9 42.9 40.1 11.4 40.4 34.8 4.4 3.6 2.4 4.8 42.2 26.5 39.1 2.5 1.1 0.0 29.0 21.3 17.5
JS3C-Net [6] 56.6 23.8 64.7 39.9 34.9 14.1 39.4 33.3 7.2 14.4 8.8 12.7 43.1 19.6 40.5 8.0 5.1 0.4 30.4 18.9 15.9
SSA-SC [5] 58.8 23.5 72.2 43.7 37.4 10.9 43.6 36.5 5.7 13.9 4.6 7.4 43.5 25.6 41.8 4.4 2.6 0.7 30.7 14.5 6.9
Ours (w/o MFKD) 60.4 25.0 72.4 44.3 40.5 14.8 44.0 37.2 4.3 14.0 9.8 8.2 45.3 30.9 42.1 4.9 2.0 2.4 32.7 17.1 8.8
Ours (w/ MFKD) 60.7 25.6 73.1 45.2 40.8 14.8 44.7 37.1 5.0 16.9 10.0 8.4 46.1 31.4 43.8 5.1 2.2 2.5 33.2 17.8 7.7

VPNet outperforms other methods in most of the semantic categories, and this demonstrates its
effectiveness. In the first and fifth rows of Figure 6, VPNet achieves more complete geometry than
other methods. It captures semantics more accurately (see the second and fourth rows). In the third
and fifth rows, VPNet achieves complete and precise completion results for the distance of the scene
thanks to the novel multi-frame distillation approach. We also validate the effectiveness of our method
on the SemanticPOSS validation set and compare it with some representative methods in Table 6, and
our method produces better completion performance (57.3% IoU, 23.3% mIoU) than other methods.

Table 6: Comparison of VPNet with other works on SemanticPOSS validation set.
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SSCNet [1] 41.7 12.1 8.2 0.4 1.3 1.0 3.7 34.4 4.8 3.3 34.3 16.0 25.6
LMSCNet-SS [2] 52.6 16.4 8.4 0.0 1.0 1.8 4.3 3.8 0.8 13.6 39.2 27.4 45.4
SSA-SC [5] 53.3 21.6 17.8 0.5 4.3 2.6 3.1 43.3 11.1 23.4 40.6 42.5 48.2
Ours (w/o MFKD) 56.9 22.4 15.1 0.4 1.7 1.0 4.9 46.4 9.4 28.0 43.2 45.0 51.0
Ours (w/ MFKD) 57.3 23.3 14.6 1.1 2.7 2.6 5.4 47.0 14.2 30.6 43.3 44.0 50.5

6 Conclusion

The recent progress in semantic scene completion has been achieved using the geometry and se-
mantics of point clouds. Our paper introduces a dual-branch nework called VPNet with a confident
voxel proposal that generates confident voxels through offset learning and multi-frame knowledge
distillation that distills the possibilities from multi-frame to single-frame network. Our method has
shown competitive performance on the SemanticKITTI and SemanticPOSS datasets.

7 Broader Impacts

VPNet enhances 3D perception capabilities by directly restoring geometric structures through voxel
coordinate offset learning and conducting precise semantic feature propagation, thereby improving
the ability for semantic scene completion. This work has inconspicuous negative societal impacts.

8 Limitations

The method encounters limitations in fine-grained geometric shape learning due to a single round of
offset learning and feature propagation. An iterative process can solve this limitation.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The contributions of this paper are 1) proposing confident voxels along with
their semantic label possibilities by learning offsets from occupied voxel coordinates/features,
and 2) distilling knowledge across multiple point cloud frames to enhance voxel labeling.
We describe them in "Abstract" and "Introduction".
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of the work in "Limitations".
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: There is no theoretical result in this paper.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We describe the pipeline of VPNet in "Method Overview" and discuss the
design of the major modules within the network in "Architecture of VPNet". We conduct
ablation studies on detailed modules of the network with public datasets in "Ablation
Study of VPNet" of "Experiments", and we provide the details of training process in
"Implementation Details" of "Experiments". These can facilitate the reproducibility of
experimental results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We present the code of CVP module in "Core code" of "Appendix / supple-
mental material".

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
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Answer: [No]
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the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
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run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
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the experiments?
Answer: [Yes]
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"Implementation Details" of "Experiments".
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We conform the research conducted in this paper with the NeurIPS Code of
Ethics. The research process doesn’t cause any potential harms, societal impact or potential
harmful consequences.
Guidelines:
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• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a
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13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: This paper does not release new assets.
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• The answer NA means that the paper does not release new assets.
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limitations, etc.
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• At submission time, remember to anonymize your assets (if applicable). You can either
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well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
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• The answer NA means that the paper does not involve crowdsourcing nor research with
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• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
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such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
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Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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