
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2026

EARLY LAYER READOUTS FOR ROBUST KNOWLEDGE
DISTILLATION

Anonymous authors
Paper under double-blind review

ABSTRACT

Domain generalization (DG) aims to learn a model that can generalize to unseen
i.e. out-of-distribution (OOD) test domain. While large-capacity networks trained
with sophisticated DG algorithms tend to achieve high robustness, they tend to be
impractical in deployment. Typically, Knowledge distillation (KD) can alleviate
this via an efficient transfer of knowledge from a robust teacher to a smaller stu-
dent network. Throughout our experiments, we find that vanilla KD already pro-
vides strong OOD performance, often outperforming standalone DG algorithms.
Motivated by this observation, we propose an adaptive distillation strategy that
utilizes early layer predictions and uncertainty measures to learn a meta network
that effectively rebalances supervised and distillation losses as per sample dif-
ficulty. Our method adds no inference overhead and consistently outperforms
canonical ERM, vanilla KD, and competing DG algorithms across OOD general-
ization benchmarks.

1 INTRODUCTION

Deploying machine learning models in real-world scenarios requires robustness to distribution shifts
(Koh et al., 2021; Huang et al., 2021), often referred to as domain generalization (DG) (Zhao et al.,
2020; Robey et al., 2021) or out-of-distribution (OOD) generalization (Wald et al., 2021; Montasser
et al., 2024). While high-capacity models trained with specialized DG algorithms (Gulrajani &
Lopez-Paz, 2020) can achieve strong robustness, they are often prohibitively expensive in terms of
computation and memory, making them impractical for deployment in resource-constrained envi-
ronments.

Knowledge distillation (KD) (Hinton et al., 2015a;b; Lopes et al., 2017), has emerged as a standard
approach for improving efficiency by transferring knowledge from a large teacher model to a com-
pact student model. Beyond efficiency aspect of KD, it has recently been explored for improving
OOD robustness, where vanilla KD, as shown in (Zhou et al., 2022; 2023; Huang et al., 2023) tends
to yield better OOD performance compared to models trained solely with DG algorithms. However,
there is still room for improvement, as KD typically treates all samples uniformly and often overre-
lies on the teacher’s dark knowledge, making it prone to teacher-specific biases. Moreover, exisiting
works that adapt KD for domain generalization primarily focus on using adversarially trained teach-
ers (Nasery et al., 2022), multimodal teacher networks for additional supervision Huang et al. (2023)
or ensemble of domain-specific teachers Zhao et al. (2025), leaving the role of the student network
underexplored.

To address these limitations, we propose an adaptive distillation framework that modulates distilla-
tion loss based on sample difficulty via with a lightweight forecaster meta-network. The forecaster
leverages early layer representations and uncertainty measures to estimate sample difficulty and dy-
namically reweight the distillation loss. This enables the student to selectively trust the teacher where
appropriate while emphasizing supervision from ground-truth labels for harder or biased samples.
Crucially, our design introduces no additional inference-time overhead as the forecaster is discarded
post-training, making it well-suited for practical deployment.

Our work makes the following contributions:

• We identify the limitations, and opportunities for improvement in standard KD under do-
main shifts, noting that uniform treatment of samples and blind reliance on the teacher
hinder OOD robustness.
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• We propose an adaptive distillation framework with a forecaster meta-network that lever-
ages early readouts to dynamically assign instance-specific weights in the loss function
based on sample difficulty.

• We show that our approach improves student robustness with affecting deployment effi-
ciency: it adds no inference-time overhead while consitently improving OOD generaliza-
tion across multiple benchmarks.

2 BACKGROUND AND RELATED WORK

Instance-Specific Learning. Prior works have explore instance-specific learning to improve neu-
ral network training under noisy conditions, via instance-specific parameters such as temperature,
smoothing factors, or weights. Saxena et al. (2019); Wang et al. (2018); Algan & Ulusoy (2021) in-
troduce learnable sample and class weights to control the importance of each sample in the learning
process depending on sample reliability and label noise. Ren et al. (2019); Shu et al. (2019); Raghu
et al. (2021); Jain et al. (2024) adopt meta-learning (Finn et al., 2017) using small unbiased meta-
samples to learn weighing functions to obtain instance-specific weights to address class imbalance,
label noise and robustness. In the context of knowledge distillation, Zhao et al. (2021) propose a
curriculum-based distillation with instance-level sequence learning. Iliopoulos et al. (2022) presents
reweighing strategy for the student loss in knowledge distillation with unlabeled data, to eliminate
potential biases from the teacher network. Sivasubramanian et al. (2022) present a bi-level objec-
tive to learn instance-specific combination of teacher-matching and supervised objectives to learn
student models that are more accurate. In this work, we introduce a meta-network which guides the
student via instance-specific weighing in the KD objective. Further, we interleave the training of the
meta-network with the student, without requiring complex meta-learning.

Early Readouts. Prior works on Early Readouts majorly focus on early-exiting (Han et al., 2021;
Xu & McAuley, 2023; Laskaridis et al., 2021; Matsubara et al., 2022) with the aim to reduce infer-
ence cost, allowing samples to "exit" at intermediate layers via auxiliary classifiers. These include
dynamic early-exiting and static early-exiting mechanisms. Dynamic methods focus on balancing
trade-off between speed and accuracy at inference, by early-exit mechanisms based on dynamics of
internal classifiers, such as calibrated prediction confidence and entropy(Xin et al., 2020; Liu et al.,
2020; Schwartz et al., 2020; Zhou et al., 2020), class mean of sample predictions (Görmez et al.,
2022). In contrast to dynamic mechanisms, Sun et al. (2022) propose a hash-based early exiting for
sequence learning tasks, where tokens are assigned to fixed exiting layers using a hash function. In
the context of KD, Tiwari et al. (2023) use early readout errors to detect spurious feature reliance,
and propose a weighing scheme to reweigh the distillation loss to reduce feature-specific bias. In
this work, we re-purpose early readouts not for exiting, but as signals to guide our meta-network,
forecaster, in assigning instance-specific weights in KD for OOD robustness, while avoiding the
need for handcrafted weighing functions.

Distillation-based Domain Generalization. Distillation has shown promise in OOD generalization
by allowing knowledge transfer from a robust teacher network, as opposed to training student net-
work solely on a DG Algorithm (Wang et al., 2021; Huang et al., 2023). However, prior works on
KD for Domain Generalization focus on teacher network or the teacher-student interaction. Wang
et al. (2021) propose gradient based regularization to lower the mapping difficulty from the teacher
to the student. Nasery et al. (2022) utilize adversarially fine-tuned teacher networks to improve
knowledge transfer to student for OOD generalization. Huang et al. (2023) leverage CLIP teacher
model along with a proposed text-based regularization scheme to enable better transfer from teacher.
Zhao et al. (2025) leverage domain-specific teachers to improve student generalizability in an online
KD setting. In contrast to prior works, our method explores student-centric adaptation, leveraging
early layer prediction confidences to navigate the distillation process.

3 NOTATION AND PROBLEM SETUP

Notations. The first set of n natural numbers {1, 2, . . . , n} is denoted by [n]. The n-dimensional
real vector space is denoted by Rn. Vectors are typeset in lowercase bold (e.g., x); matrices are in
uppercase bold (e.g., X); and elements are referenced by subscripts (e.g., xi, Xij). When needed
for clarity, elements will be referenced by subscripts on square brackets (e.g., [x1]i, [X2]ij). We
denote the sigmoid function by σ(x) = (1 + e−x)−1.
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Knowledge Distillation. Knowledge distillation (Hinton et al., 2015b) provides an efficient frame-
work for training compact models without the need to optimize over large-scale networks, thereby
reducing both memory footprint and computational overhead. In this paradigm, the compact model
(student) is trained to align with both the ground-truth labels and the predictive behavior of a larger
reference model (teacher). Formally, the training objective for the student consists of two compo-
nents:

1. Supervised Loss LCE , which measures the discrepancy between the student’s predictions
and the ground-truth labels using cross-entropy.

2. Distillation Loss LKD, defined as the Kullback-Leibler divergence between the student’s
and teacher’s output distributions. This term encourages the student to replicate the soft-
ened predictive probabilities of the teacher, which encode richer information than hard
labels alone and thus facilitate more effective knowledge transfer.

Problem Setting. Consider a standard supervised multi-classification setting with inputs x ∈ X ,
outputs y ∈ Y , and the training data D = {(xi, yi)}Ni=1 where yi ∈ [K], K denoting the total
number of classes and xi ∈ Rd denoting the i-th input feature. Suppose, we train a student network
Mθ(S) parameterized by θ(S) and let the corresponding teacher networkMθ(T ) parameterized by
θ(T ) be used for teacher-student distillation. Let the student network consists of L layers, where the
output representation for the ℓ-th layer ℓ ∈ L is given by zℓ

θ(S) = hℓ
θ(S)(xi) ∈ Rdℓ where dℓ denotes

the ℓ-th layer dimension. The final layer output logits from student network corresponding to an
input xi is denoted by zL

θ(S) :=Mθ(S)(xi).

Loss Formulation. In KD, the student networkMθ(S) is trained by minimizing the standard cross
entropy loss between the model predictions and ground truth over the training data D as per (1),
while the teacher predictions are used to minimize the knowledge distillation term (2), defined as
the KL divergence between teacher and student logitsMθ(T )(xi) andMθ(S)(xi).

L(S)
CE = − 1

N

N∑
i=1

K∑
j=1

1(yi=j) log pθ(S)(xi)j (1) LKD =
1

N

N∑
i=1

DKL

(
pθ(T )(xi) ∥ pθ(S)(xi)

)
, (2)

where pθ(xi)j =
exp(Mθ(xi)j/τ)∑K

k=1 exp(Mθ(xi)k/τ)
denotes j-th class probability where j ∈ [K]. Here, τ de-

notes the temperature used to soften the output probabilities of both the student and the teacher.
Generally, a higher temperature allows for smoother distributions, which capture richer inter-class
relationship from the teacher (Hinton et al., 2015a). This allows the student to capture more nu-
anced relationships between classes rather than focusing on a single class representing the highest
probability.

Student Training Objective. The student network’s loss is denoted by L(S)
tot (·, ·;θ(S)), where

L(S)
tot (X ,Y;θ(S)) = α · L(S)

CE + β · LKD (3)

Here, L(S)
tot (·, ·;θ(S)) is expressed as a convex combination of L(S)

CE and LKD, with α ∈ R and
β ∈ R being seen as two degrees of freedom, controlling the contribution of each loss component
(Srivastava et al., 2015). The two degrees of freedom can be reduced to a single degree of freedom
by bounding α and β with the condition: α+ β = 1.

Moreover, in the absence of labeled data to train the student model, the distillation reduces to a soft-
distillation setting, where α = 0 . In this case, the soften teacher probabilities form the only source
of supervision for the student model (Lopes et al., 2017).

Student capacity limits and Teacher Confidence. The student’s ability to learn the teacher’s dark
knowledge is inherently bounded, and the student may fail to capture richer information beyond a
threshold due to limited capacity. On the other hand, larger teachers are over-confident, yielding
higher target logits and lower variance in predictions, resulting in less distinctive incorrect-class
softmax probabilities. In this case, if distillation temperature is increased, teacher guidance becomes
weaker, smoothing strengthens due to the softened distribution, and class discriminability measured
by variance of incorrect-class probability initially rises then falls off. Together, both the student
capacity and teacher confidence restrict the effectiveness of knowledge transfer (Li et al., 2022).

3
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3.1 OOD GENERALIZATION IN DISTILLED MODELS

Bottlenecks with Vanilla KD. While distillation serves as a good approach for model compression,
the student model can be interpreted as a small clone of the teacher over-fitted to the teacher’s learned
patterns. The over-fitting and the student model’s limited capacity typically fails to generalize well
with OOD samples at inference time (Yue et al., 2023). While there exist OOD generalization
algorithms targeted towards OOD robustness in neural network (Gulrajani & Lopez-Paz, 2020),
the lack of representation capacity affects the ability of the student to directly benefit from these
algorithms.

A general solution to improve generalization ability of the student is to train the teacher network with
domain generalization (Gulrajani & Lopez-Paz, 2020) algorithms or adversarial training (?) (Nasery
et al., 2022) for OOD robustness. During distillation, the robust teacher can act as a “shortcut" that
helps the student model bypass the requirement of complex, robust training. The student model
inherits the teacher’s ability to produce well-calibrated outputs for seen and unseen input instances.
This helps the student to be robust to distribution shifts in a deployment environment.

3.2 EARLY READOUTS

Early-layer confidences in a neural network offer valuable insights about an input sample (Baldock
et al., 2021). Low confidences at these layers can suggest that the sample is complex or ambiguous,
potentially making it harder for the model to classify accurately. Conversely, higher early-layer
confidences indicate that the low-level representations align more closely with a particular class,
increasing the likelihood that the student network will classify it correctly. By providing additional
supervision, such as hard labels, for ambiguous samples, the model can improve its learning of
overlapping or confusing features across classes, ultimately enhancing overall performance. (Tiwari
et al., 2024) utilize early exit information from neural networks.

4 PROPOSED METHODOLOGY

Our overall architecture consists of the teacher-student setup, with alterations to the student network.
We incorporate auxillary networks (internal classifiers) on intermediate layers’ output representa-
tions, say denoted as E ⊆ [L], where L denotes the number of layers in the model.

Figure 1 provides a brief overview of our approach where we incorporate early-layer predictions and
uncertainty measures from the student model to dynamically weigh the individual loss components
of the distillation objective. In the sections to follow, we elaborate on the auxiliary networks and the
forecaster in detail.

4.1 AUXILIARY NETWORK: EARLY LAYER CONFIDENCE

Design of Auxiliary Networks. For each early layer ℓ ∈ E , we instantiate an auxiliary predictor
A

(ℓ)
aux( • ; φℓ) : Rdℓ → ∆K , with the ℓ-th auxiliary classifier parameterized by φℓ. The input

to A
(ℓ)
aux is the ℓ-th layer’s output representation zℓ

θ(S) . The role of the auxiliary classifier is to
encode how well the truncated feature stack up to layer ℓ differentiates among the label space Y ,
i.e., the extent to which intermediate layers capture discriminative information over class labels.
Such auxiliary predictors have been shown to be effective both for improving gradient flow and
feature discriminability during training (Szegedy et al., 2015; Lee et al., 2015), as well as for post-
hoc analysis of representation quality via probing (Alain & Bengio, 2016).

Training Objective of Auxiliary Networks. On the training split D, the objective of each auxiliary
encoder is to minimize the standard classification loss:

L(ℓ)
aux(z

ℓ
θ(S) ;φℓ) = −

N∑
i=1

K∑
j=1

1{yi=j} log
exp

(
A

(ℓ)
aux(zℓθ(S) ;φℓ)j

)∑K
k=1 exp

(
A

(ℓ)
aux(zℓθ(S) ;φℓ)k

) . (4)

4.2 FORECASTER META-NETWORK

Deep neural networks are prone to overfitting under label noise or class imbalance, where fixed
re-weighting schemes often fail due to their reliance on handcrafted weighting functions and hyper-
parameters. To address this, we introduce a forecaster module that adaptively maps sample-level
statistics to re-weigh the influence of the teacher network in the distillation process. Parameterized
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Figure 1: Overview of adaptive knowledge distillation that leverages early layer readout predic-
tions and uncertainty measures to learn a meta-network forecaster which modulates contribution
of ground-truth supervision and teacher supervision in the distillation process at an instance level.
Here, the student network, early layer auxiliary networks and forecaster are trained in an interleaved
fashion. First, the student backbone and the auxiliary network are trained on the classification ob-
jective, while the forecaster remains frozen, for a fixed number of train minibatches. Next, for a
fixed number meta-validation set from the training domains is used to train the forecaster with the
objective to estimate student correctness. At test time, the forecaster and auxiliary networks are dis-
carded, resulting in our method requiring the same computational resources as a vanilla KD during
inference.

as a lightweight neural network and optimized jointly with the model, the forecaster provides a flex-
ible data-driven mechanism that generalizes beyond handcrafted weighting rules. We denote the
forecaster as F(•;ψf ) defined as a meta-network parameterized by ψf .
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AUC=0.56
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Figure 2: ROC curves showcas-
ing the impact of incorporating
confidence margin (ε) and entropy
H(p) features from early layers
into the forecaster.

Confidence Margin. The confidence margin of the aux-
iliary networks denoted by ε acts a good signal of uncer-
tainty in the predictions at the early layers (Tiwari et al.,
2024; Xin et al., 2020; Liu et al., 2020) where pmax(φl) =
max(p1(φl), p2(φl), . . . , pK(φl)) and pK(·) indicates the
probability of the auxiliary layer ℓ’s output being classified as
label K.

ε(ℓ) = pmax(·)−max(pi(·) | i ̸= argmax(pi(·))) (5)

Particularly, forecaster is fed logits (z), Entropy (H(p)) and
Confidence Margin (ε) of the auxiliary network predictions as
uncertainty indicators of auxiliary network, highlighting pre-
diction confidence and randomness.

Training Forecaster F(•;ψf ):The Forecaster is trained in
conjunction to the student Mθ(S) and the auxiliary networks A

(ℓ)
aux( • ; φ) using a binary classifi-

cation objective. The binary classification task for the forecaster is to determine whether student
model correctly predicts an input instance. Higher output probability from the forecaster indicates
student is more likely to correctly classify the sample, indicating an easier sample. We utilize the
output probability of the forecaster directly to weigh the KL divergence between the student and
the teacher, forcing the student to mimic teacher for such samples and focus more on ground-truth
supervision when the forecaster output probability is smaller. To train the forecaster, we minimize
Lfocs(θ

(S);ψf ) on the validation split Dv ⊆ D

L(θ(S),ψf ) = −
〈
yg
θ(S) , logwψf

〉
−

〈
1− yg

θ(S) , log(1−wψf
)
〉
, (6)

5
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Figure 3: Distribution of forecaster outputs at different training steps, comparing the unadjusted case
(top row) with post-hoc adjustment (bottom row). The rightmost plots summarize the deviations
across epochs. Post-hoc adjustment stabilizes the output distribution, negating drift towards skewed
values.

where yg
θ(S) ∈ {0, 1}N is the binary vector of ground-truth labels for the student model predictions,

with entries yg
θ(S),i

= 1(ŷi=yi) for each instance i ∈ [N ], and wψf
∈ (0, 1)N is the vector of

forecaster outputs parameterized by ψf .

Design of Forecaster. The forecaster is implemented as a lightweight neural network comprising a
1D convolution on stacked intermediate logits obtained from auxiliary networks. The convolution
operation reduces the integrates logits across layers, one class at a time. To this representation, we
append uncertainty measures: confidence margin and entropy of each Auxiliary Network prediction.
Using a linear projection on this intermediate representation, the forecaster provides a scalar weight
w(ψf ) ∈ [0, 1] for each instance in the minibatch, which indicates the confidence of the forecaster
in assessing whether the student network will correctly predict the input instance.

METHOD A C P R AVG.

KD (Hinton et al., 2015b) 52.7 49.7 72.1 74.2 62.2
KD+F 54.3 50.2 70.5 72.5 61.9
KD+F+ADJ. 54.0 51.3 71.6 75.1 63.0

Table 1: OOD classification accuracy (%) on the
OfficeHome dataset. KD denotes vanilla knowledge
distillation, F incorporates the forecaster, and ADJ.
further applies the proposed post-hoc adjustment to
forecaster outputs. The adjustment (µ∗ = 0.5 and
ς∗ = 0.1) consistently improves average performance
across held-out domains.

Post-hoc Adjustment of Forecaster Out-
put. The forecaster F(zf ;ψf ) outputs a
weight wt ∈ [0, 1]. For a batch of in-
put instances, forecaster output distribu-
tion can be skewed, affecting the stabil-
ity of student model training and individ-
ual loss component contributions. There-
fore, for a batch of samples (B), we em-
ploy the following post-hoc adjustment on
the forecaster output logits (zf ) before
utilizing the output for training the stu-
dent, wadj = σ

(
ς∗

(
zf−µB

ςB

)
+ µ∗

)
,

where µ∗ and ς∗ are hyperparameters. Ul-
timately, the student is trained by minimiz-
ing, L(s)

tot = (1− wadj) · L(s)
CE + wadj · L(s)

KD.

4.3 ALGORITHM

We outline the distillation process with an interleaved training process where the student model,
auxiliary networks and the forecaster are trained in an alternating pattern. For pre-determined k
steps, the primary student model and the auxiliary networks are trained on the training domains
using the training split of the training domains. Here, the forecaster remains frozen, and is used
to generate instance-level weights to guide the student training. Subsequently, for next k steps,
the forecaster is trained on the on a held-out validation split from the training data of the training
domain(s) with the lastest checkpoints of the student model and the auxiliary networks, which are
frozen. This process continues until the exit criterion of the algorithm is satisfied. Refer Algorithm 1
for an illustrated outline of the algorithm.
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Algorithm 1 Interleaved Training of Student and Forecaster

Require: Student Mθ(S) , Teacher Mθ(T ) , Forecaster F(ψf ); Btrain,Bval; Ts (student steps), Tf

(forecaster steps), N (total steps), L (number of layers), µ∗ (Adjustment mean), ς∗ (Adjustment
st. deviation)

1: Initialize θ(S)
0 ,θ

(T )
0 ,ψf

0 , [φ
(ℓ)
0 ]L−1

ℓ=1
2: for t = 1 to N do
3: if t mod (Ts + Tf ) < Ts then
4: ▶ Student and Auxiliary Network Update
5: SetMθ(S) ,Mθ(T ) ,F(ψf ), [A

(ℓ)
aux]

L−1
ℓ=1 to eval

6: X← concat(x | (x,y) ∈ Btrain)

7: [A
(ℓ)
aux(X; φ)]L−1

ℓ=1 , Ŷ ←Mθ(S)(X)

8: O← F([A(ℓ)
aux(X; φ)]L−1

ℓ=1 )
9: µB = O.mean(), ςB = O.std()

10: W = σ
(
ς∗

(
O−µB

ςB

)
+ µ∗

)
11: SetMθ(S) to train;
12: θ

(S)
t ← θ

(S)
t−1 −

η
|Btrain|

∑
x∈Btrain

L(s)
tot(x;θ

(S)
t−1,W)

13: for ℓ = 1 to L− 1 do
14: Set A(ℓ)

aux to train;
15: φ

(ℓ)
t = φ

(ℓ)
t−1 −

η
|Btrain|

∑
x∈Btrain

L(ℓ)
aux(A

(ℓ)
aux(x);φ

(ℓ)
t−1)

16: end for
17: else
18: ▶ Forecaster Update
19: Set F(ψf ) to train,Mθ(S) , [A

(ℓ)
aux( • ; φ)]L−1

ℓ=1 to eval
20: ψf

t ← ψf
t−1 −

ηf

|Bval|
∑

Bval
L(f)(θ(S),ψf

t−1)

21: end if
22: end for

5 EXPERIMENTS

Evaluation. For the image-classification experiments, we leverage the DomainBed Suite (Gulrajani
& Lopez-Paz, 2020). DomainBed provides a fair, standardized and reproducible setup for evaluating
and comparing our method against best performing subset from a wide range of DG algorithms
including ERM (Vapnik, 1998), GroupDRO (Sagawa et al., 2020), Mixup (Yan et al., 2020), MLDG
(Li et al., 2017b), CORAL (Sun & Saenko, 2016), MMD (Li et al., 2018a), DANN (Ganin et al.,
2016) and C-DANN (Li et al., 2018b). We use classification accuracy as the primary metric.

DATASET DOMAINS INSTANCES LABELS

OFFICEHOME 4 15,588 65
PACS 4 9,991 7
VLCS 4 10,729 5
TERRAINCOGNITA 4 24,778 10

Table 2: Dataset statistics.

Model Pool. In our KD experiments, we distill
from a robust teacher model. We experiment
with both ResNet (He et al., 2015) and Vision
Transformer (Dosovitskiy et al., 2021) as the
teacher network. Specifically, we first identify
the best-performing domain generalization al-
gorithm at the teacher level per dataset using
ResNet-152 and ViT-L/16, and use the
best teacher network in the distillation process.
For the student network, we select the smallest
capacity model from the ResNet family: ResNet-18.

Datasets. We evaluate and compare our method on four benchmark datasets, including OfficeHome
(Venkateswara et al., 2017), PACS (Li et al., 2017a), VLCS (Fang et al., 2013) and TerraIncognita
(Beery et al., 2018). Table 2 provides the details of the domains, instances, and label counts for each
dataset.

Baselines. We compare our method against three baselines. We include the Empirical Risk Mini-
mization (ERM) (Vapnik, 1998) as a canonical domain generalization algorithm, supported by find-
ings in Gulrajani & Lopez-Paz (2020). Then, we select the best-performing OOD algorithm iden-
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tified at the teacher level as the second baseline. In this case, we retrain the student model without
distillation. Finally, we include vanilla KD (Hinton et al., 2015b), where the student us trained to
mimic the logits of the teacher without any further modifications.

Training Protocol. For a dataset comprising N domains, we adopt the leave-one-domain-out setup
where the network is trained on N − 1 domains and evaluated on the held-out domain. We reserve
20% from each of training domain as a validation set for model selection. In our method, remaining
80% training split is further divided, with 90% used to train the student backbone and auxiliary
networks, and 10% held out to train the forecaster.

Auxiliary Network Design. For the ResNet student, each residual block (Total: 4) stage yields
feature maps that encode progressively abstract representations of the input (He et al., 2015). To
obtain class-wise representations from these intermediate features, we employ lightweight auxiliary
heads following the design principles of prior works on multi-layer feature supervision (Szegedy
et al., 2015; Lee et al., 2015) and early-exits (Xin et al., 2020; Liu et al., 2020). Each auxiliary head
comprises two components: (i) a pooling operation to reduce the spatial dimensionality, and (ii) a
feed-forward projection layer that maps the pooled features to a vector of dimension equal to the
number of target classes.

METHOD ARCH. OFFICEHOME PACS VLCS TERRA. AVG.
ERM (Vapnik, 1998) ResNet-18 58.4 79.6 71.6 43.4 63.3
DB. SOTA ResNet-18 60.2 80.1 71.9 42.6 63.7

TEACHER NETWORK: ResNet-152

KD (Hinton et al., 2015b) ResNet-18 62.2 82.4 73.5 43.6 65.4
KD+F+ADJ.(Ours) ResNet-18 63.0 82.8 74.7 45.1 66.4
TEACHER NETWORK: ViT-L/16

KD (Hinton et al., 2015b) ResNet-18 63.7 81.4 75.2 40.6 65.2
KD+F+ADJ. (Ours) ResNet-18 63.7 81.0 76.1 44.7 66.4

Table 3: Domain generalization accuracy (%) on four benchmark datasets. Best results are high-
lighted in bold and green. Here, DB. SOTA refers to the best-performing DG algorithm for the
dataset, selected according to the evaluation protocol described in Appendix B.1.

6 RESULTS

Table 3 reports the domain generalization performance across four benchmark datasets. Here, ERM
Vapnik (1998) corresponds to standard empirical risk minimization, where the network is trained
solely on ground-truth supervision. Similarly, DB. SOTA refers to the strongest domain generaliza-
tion algorithm among GroupDRO (Sagawa et al., 2020), Mixup (Yan et al., 2020), MLDG (Li et al.,
2017b), CORAL (Sun & Saenko, 2016), MMD (Li et al., 2018a), DANN (Ganin et al., 2016) and
C-DANN (Li et al., 2018b), selected as per findings described in Appendix B.1. In the KD (Hinton
et al., 2015a) setting, the student is trained with an additional supervision from a larger network
fine-tuned using the best-performing DG algorithm.

We observe that KD consistently outperforms both, the canonical empirical risk minimization
(ERM) and the dataset-specific best-performing DG algorithm. This highlights the effectiveness
of knowledge transfer from a robust teacher network. Building on the strong KD baseline, we
evaluate our adaptive distillation setup, which augments KD with the forecaster meta-network that
utilizes early readout signals from the student network. Our method improves over KD under both,
a convolutional ResNet teacher and transformer based ViT teacher. With a robust ResNet-152
teacher, our approach achieves an average OOD accuracy of 66.4%, outperforming KD by +1.0%.
Similarly, with a robust ViT-L/16 teacher, our method surpasses KD by +1.2%. These consistent
improvements across datasets showcase our approach as a principled extention to the standard KD
problem for domain generalization.

The Need For Post-hoc Adjustment. As shown in Table 1, in the absence output adjustment,
adaptive KD with forecaster yields lower OOD performance as compared to vanilla KD. This mo-
tivates us to understand why an unadjusted forecaster may fail. We therefore analyze the dynamics
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of the forecaster outputs during the distillation process with and without post-hoc adjustment to the
forecaster outputs. Figure 3 showcases the change in forecaster outputs for a minibatch as training
progresses. Without any correction to the forecaster output, the distribution gradually drifts towards
extreme values close to 1. This drift can be attributed to the nature of the training of the forecaster.
The forecaster is trained as a binary classifier to predict correctness of student network based on
early readout predictions and uncertainty signals. Naturally, as the student improves, an increasing
fraction of samples become easy, pushing forecaster towards overconfident predictions. This causes
the weight to concentrate more to LKD as the training progresses, making model overfit to teacher’s
supervisory signals, affecting its generalizability.

The Role of Uncertainty Signals. We also analyze the impact of early layer uncertainty features
on forecaster quality. As shown in Figure 2, including entropy H(p) and confidence margin (ε)
from auxiliary predictions substantially improves the forecaster’s predictive ability to determine
easy and hard samples, with an increase in AUC by +26%. This demonstrates that early readouts
provide rich signals of sample ambiguity, which can be leveraged by the forecaster, to effectively
modulate the loss weighing. Together, these emipirical ablations on the forecaster confirm that both
post-hoc adjustment and statistical uncertainty-aware design choice is essential to the forecaster
meta-network.

7 CONCLUSION

In this work, we introduced a forecaster based re-weighing approach to standard offline knowledge
distillation setting, where the forecaster leverages early layer readouts from the student model to
adaptively modulate the distillation objective, resulting in an improved generalizability of the stu-
dent network as opposed to vanilla KD. Our experiments across multiple benchmarks demonstrate
the efficacy of our approach in improving OOD generalization of student network over vanilla KD
baseline and canonical DG algorithms. Further, we provide insights on critical design choices for
the forecaster: (1) post-hoc adjustment, which prevents forecaster collapse that results in overcon-
fident predictions, and (2) Use of uncertainty measures such as entropy and confidence margin,
which significantly improve forecaster’s ability to distinguish between easy and difficult samples.
Together, we establish our framework as a novel extension to standard offline KD, allowing robust
generalization to unseen domains, from a student-centric design choice.
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A IMPLEMENTATION AND HYPERPARAMETERS

For a fair comparison and reproducibility, we follow the hyperparameter settings reported in Gulra-
jani & Lopez-Paz (2020) and use their released codebase as the foundation of our implementation.

B ADDITIONAL EXPERIMENTAL RESULTS

B.1 SELECTION OF ROBUST DG ALGORITHM

ALGORITHM OFFICEHOME VLCS PACS TERRAINC. AVG.

ERM (Vapnik, 1998) 68.4 77.6 86.4 48.6 70.3
GROUPDRO (Sagawa et al., 2020) 68.6 78.0 87.0 46.7 70.1
MIXUP (Yan et al., 2020) 70.4 78.0 87.5 46.1 70.5
MLDG (Li et al., 2017b) 56.3 72.1 68.1 33.5 57.5
CORAL (Sun & Saenko, 2016) 68.6 77.1 87.7 48.4 70.5
MMD (Li et al., 2018a) 69.2 77.5 85.6 48.7 70.3
DANN (Ganin et al., 2016) 69.7 79.7 86.3 47.4 70.8
CDANN (Li et al., 2018b) 70.0 79.0 86.0 48.3 70.8

Table 4: Average OOD classification accuracies (%) for all datasets with ResNet-152. Model
selection: training-domain validation set.

ALGORITHM OFFICEHOME VLCS PACS TERRAINC. AVG.

ERM (Vapnik, 1998) 71.6 78.4 83.9 38.8 68.2
GROUPDRO (Sagawa et al., 2020) 71.5 77.3 80.3 33.7 65.7
MIXUP (Yan et al., 2020) 72.2 76.7 81.6 42.5 68.3
MLDG (Li et al., 2017b) 70.5 76.3 81.3 40.0 67.0
CORAL (Sun & Saenko, 2016) 71.9 78.2 84.4 40.8 68.8
MMD (Li et al., 2018a) 71.3 77.5 81.9 38.8 67.4
DANN (Ganin et al., 2016) 72.1 78.7 84.3 43.1 69.6
CDANN (Li et al., 2018b) 71.4 77.2 78.6 42.9 67.5

Table 5: Average OOD classification accuracies (%) for all datasets with ViT-L/16. Model selec-
tion: training-domain validation set.

B.2 DOMAIN-WISE RESULTS ON BENCHMARK DATASETS

Tables 6 – 13 report quantitative figures for domain generalization on the OfficeHome (Venkateswara
et al., 2017), PACS (Li et al., 2017a), VLCS (Fang et al., 2013), and TerraIncognita (Beery et al.,
2018) datasets. We use the ResNet-18 as the primary network in all experiments. Tables 6 – 9 use
ResNet-152 as the teacher network, while Tables 10 – 13 use ViT-L/16 as the teacher network.
Each column in the table represents the held-out domain.

METHOD A C P R AVG.
ERM (Vapnik, 1998) 50.4 48.3 65.4 69.4 58.4
MIXUP (Yan et al., 2020) 51.5 48.6 70.3 70.2 60.2
KD (Hinton et al., 2015b) 52.7 49.7 72.1 74.2 62.2
KD+F+ADJ. 54.0 51.3 71.6 75.1 63.0

Table 6: OOD classification accuracy (%) on the OfficeHome dataset. Model selection: training-
domain validation set. KD experiments use a ResNet-152 teacher network.
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METHOD A C P S AVG.
ERM (Vapnik, 1998) 77.2 73.3 94.7 73.2 79.6
CORAL (Sun & Saenko, 2016) 77.3 73.9 94.7 74.5 80.1
KD (Hinton et al., 2015b) 82.4 76.4 95.0 75.9 82.4
KD+F+ADJ. 82.4 77.0 95.7 76.0 82.8

Table 7: OOD classification accuracy (%) on the PACS dataset. Model selection: training-domain
validation set. KD experiments use a ResNet-152 teacher network.

METHOD C S L V AVG.
ERM (Vapnik, 1998) 96.6 58.5 65.4 65.9 71.6
DANN (Ganin et al., 2016) 96.9 58.8 65.7 66.2 71.9
KD (Hinton et al., 2015b) 97.2 60.0 67.9 68.8 73.5
KD+F+ADJ. 98.3 61.3 69.8 69.2 74.7

Table 8: OOD classification accuracy (%) on the VLCS dataset. Model selection: training-domain
validation set. KD experiments use a ResNet-152 teacher network.

METHOD L100 L38 L43 L46 AVG.

ERM (Vapnik, 1998) 53.2 33.0 51.4 35.9 43.4
MMD (Li et al., 2018a) 47.4 37.4 50.0 35.5 42.6
KD (Hinton et al., 2015b) 50.3 36.8 52.7 34.6 43.6
KD+F+ADJ. 56.7 33.6 54.4 35.5 45.1

Table 9: OOD classification accuracy (%) on the TerraIncognita dataset. Model selection: training-
domain validation set. KD experiments use a ResNet-152 teacher network.

METHOD A C P R AVG.
ERM (Vapnik, 1998) 50.4 48.3 65.4 69.4 58.4
MIXUP (Yan et al., 2020) 51.5 48.6 70.3 70.2 60.2
KD (Hinton et al., 2015b) 55.4 53.0 72.6 74.0 63.7
KD+F+ADJ. 56.3 52.6 72.5 73.2 63.7

Table 10: OOD classification accuracy (%) on the OfficeHome dataset. Model selection: training-
domain validation set. KD experiments use a ViT-L/16 teacher network.

METHOD A C P S AVG.
ERM (Vapnik, 1998) 77.2 73.3 94.7 73.2 79.6
CORAL (Sun & Saenko, 2016) 77.3 73.9 94.7 74.5 80.1
KD (Hinton et al., 2015b) 79.7 75.6 95.9 74.6 81.4
KD+F+ADJ. 78.3 74.7 95.9 75.0 81.0

Table 11: OOD classification accuracy (%) on the PACS dataset. Model selection: training-domain
validation set. KD experiments use a ViT-L/16 teacher network.
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METHOD C S L V AVG.
ERM (Vapnik, 1998) 96.6 58.5 65.4 65.9 71.6
DANN (Ganin et al., 2016) 96.9 58.8 65.7 66.2 71.9
KD (Hinton et al., 2015b) 95.9 61.5 69.7 73.6 75.2
KD+F+ADJ. 96.1 62.2 71.2 74.8 76.1

Table 12: OOD classification accuracy (%) on the VLCS dataset. Model selection: training-domain
validation set. KD experiments use a ViT-L/16 teacher network.

METHOD L100 L38 L43 L46 AVG.

ERM (Vapnik, 1998) 53.2 33.0 51.4 35.9 43.4
MMD (Li et al., 2018a) 47.4 37.4 50.0 35.5 42.6
KD (Hinton et al., 2015b) 47.4 32.1 50.2 32.7 40.6
OURS 55.7 36.8 52.4 34.2 44.7

Table 13: OOD classification accuracy (%) on the TerraIncognita dataset. Model selection: training-
domain validation set. KD experiments use a ViT-L/16 teacher network.
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