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Abstract

In order to reduce the computational complexity of large language models, great
efforts have been made to to improve the efficiency of transformer models such as
linear attention and flash-attention. However, the model size and corresponding
computational complexity are constantly scaled up in pursuit of higher perfor-
mance. In this work, we present MemoryFormer, a novel transformer architecture
which significantly reduces the computational complexity (FLOPs) from a new
perspective. We eliminate nearly all the computations of the transformer model
except for the necessary computation required by the multi-head attention operation.
This is made possible by utilizing an alternative method for feature transformation
to replace the linear projection of fully-connected layers. Specifically, we first
construct a group of in-memory lookup tables that store a large amount of discrete
vectors to replace the weight matrix used in linear projection. We then use a
hash algorithm to retrieve a correlated subset of vectors dynamically based on the
input embedding. The retrieved vectors combined together will form the output
embedding, which provides an estimation of the result of matrix multiplication
operation in a fully-connected layer. Compared to conducting matrix multipli-
cation, retrieving data blocks from memory is a much cheaper operation which
requires little computations. We train MemoryFormer from scratch and conduct
extensive experiments on various benchmarks to demonstrate the effectiveness of
the proposed model.

1 Introduction

The Transformer model has made magnificent achievement in deep learning community since it
was made public. The Transformer not only successfully leads the revolution in the field of natural
language processing due to its excellent performance, but also motivates the innovation in model
architecture in other fields such as computer vision and speech recognition. Recently, large language
models (LLMs), transformers that are extremely scaled up in size, have drawn remarkable attention
of both researchers and non-researchers across the globe. The unprecedented emergent abilities that
LLMs demonstrate attract an increasing number of investments and researches, which point out a
potential pathway for the artificial general intelligence.

However, what comes along with the scaling lay is not only more intelligence, but also greater
consumption of computing resources. The ever-increasing computational complexity is currently the
main obstacle hindering the application and popularization of LLMs. In response to this situation,
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great efforts have been made towards optimizing the architecture of transformer model by the research
community. Some works using traditional methods such as model pruning and weight quantization
are able to lower the computational complexity of LLMs to some degree. Another line of works that
are specialized for transformer re-design the self-attention mechanism, which is the key to sequence
modeling. They use sliding-windows or kernel function to reduce the complexity from quadratic to
sub-quadratic or even linear with respect to the sequence length, while maintaining a comparable
performance.

According to our observation, in most application scenarios, only a small proportion of the computa-
tional complexity comes from the multi-head attention (MHA) operation, while the majority of the
computation comes from the fully-connected (FC) layers in the transformer model. Specifically, given
a standard transformer model with the hidden size being d and the length of input sequence being s,
the amount of floating-point computation of the MHA operation is 2s2d, and the computation in all
the FC layers is 12sd2. The computation required by the MHA becomes dominant only when s > 6d.
That’s to say, for an LLM with hidden size d = 4096, the sequence length s needs to be larger than
24K.

Another observation we have is that, at present, the inference stage of deep neural network relies on
the parallel-computing cores of the graphics processing unit (GPU), while the CPU and the random-
access memory (RAM) resources in the computer system are left almost unused, despite the fact
that the size of the RAM easily reaches terabytes and the CPU has hundreds of cores (e.g. NVIDIA
DGX A100 has 2TB RAM and 128 CPU cores [21]). What’s more, CPU manufacturers have started
developing tensor core to accelerate parallel-computing, which might make the low-latency CPU
inference feasible in the future.

Based on the above observations, we present a novel transformer architecture in this work, named
MemoryFormer, to minimize the required computational complexity from a new perspective. Instead
of the fully-connected layers used in a standard transformer, MemoryFormer uses the Memory Layer
to process the feature vector (the embedding of token). Specifically, the Memory Layer contains
a group of in-memory hash tables which store a large amount of discrete vectors. It uses locality-
sensitive hashing (LSH) algorithm to retrieve a subset of vectors from the hash tables that are
correlated with the input token embedding. These retrieved vectors are then aggregated with different
weights to form the output of the Memory Layer. The result of hashing-and-aggregating operation
performed by the Memory Layer provides an estimation of the matrix multiplication of the fully-
connected layer. We also design a method to make all the vectors stored in hash tables learnable via
the back-propagation of gradients. Therefore, the MemoryFormercan be trained from scratch in an
end-to-end manner.
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Figure 1: FLOPs with different model hidden
size and sequence lengths.

Since the amount of computation produced by the
hash operation is negligible, the absolute majority
of the computations now results from the matrix-
multiplications within the multi-head attention. Fig-
ure 1 demonstrates the comparison of the compu-
tational complexity of one block between the pro-
posed MemoryFormer (red) and the baseline trans-
former (blue). The MemoryFormer block only re-
quires ∼19% of the FLOPs compared with the
baseline transformer block when sequence length
s = 2048 and hidden size d = 2048. The effect
of FLOPs-reduction is going to be more significant
as the model size is scaled up. Replacing all fully-
connected layers with Memory Layers allows us to
trade the memory resources for less computational
complexity.

This work not only proposes a new FLOPs-reduction strategy that is different from existing ap-
proaches, but also provides guiding significance for the hardware design (e.g. bigger bus width
and higher cache hit rate) of the next-generation parallel-computing platform. We train a series of
MemoryFormers of different sizes and validate the effectiveness of these models on multiple public
benchmarks. The experiment results show that our method can achieve performance comparable to
the baseline Transformer with significantly less computation.
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2 MemoryFormer

2.1 Background

In the standard Transformer model, there are two main types of operations to perform feature
transformation on the sequence of token embeddings. One is the multi-head attention (MHA), the
most important operation in a transformer block which captures the long-range inter-relationships
among different tokens within the sequence. The other is the ubiquitous fully-connected (FC) layer
that performs linear projection on each token in the sequence separately. In addition to the projections
of {WQ,WK ,WV } prior to the MHA, the feed-forward network (FFN) is also composed of
multiple FC layers.

Let x ∈ Rd be a row vector representing any token embedding, a fully-connected layer parameterized
by weight matrix W ∈ Rd×h applies a linear projection to x formulated as y = xW, where y ∈ Rh

is the output token embedding. For a sequence composed of s tokens, this would become a matrix
multiplication in Eq. (1) with computational complexity of O(sdh).

Y = XW, X ∈ Rs×d, y ∈ Rs×h. (1)

In finite-dimensional vector space, the fully-connected layer is a continuous linear operator, which
means, for two adjacent input feature vector x1 and x2, given the same weight matrix W, the
projected vectors y1 = x1W and y2 = x2W are most likely to be similar as well. In this work, we
want to find an alternative mapping function which has much less computational complexity than
O(sdh) yet generally in accord with the properties of the linear projection. If this is achieved, we
can use this alternative method to replace all the FC layers to perform feature transformation while
reducing computation.

In this paper, we use normal-font lowercase letters to denote scalars (e.g. d and h), bold-font lowercase
letters to denote vectors (e.g. x and y), and bold-font uppercase letters to denote matrices (e.g. W).
We use the notation [·]i to represent the i-th row of a matrix, and also use [·]i to represent the i-th
entry of a vector.

2.2 Compute-less Locality-Sensitive Hashing

Unlike ordinary hash functions that are designed to avoid collisions for different encoded items, the
aim of locality-sensitive hashing (LSH) is to map similar items to the same hash bucket (memory
location) in the hash table. For example, in the text-to-image search system, several different
descriptions for the same image are expected to have an identical hash code after encoded by the
LSH function, and thus retrieve the same image.

We decide to apply LSH function in the embedding space to encode any input feature vectors.
Assuming x is hashed to a specific bucket that stores a vector ŷ by the LSH function, then the hashing
result for some adjacent neighbor vectors of x will correspond to the same hash bucket and retrieve ŷ
as well. If the value ŷ in the hash table is an approximation of the result of linear operation y = xW
for the input vector x, we can use this method, that is to find an estimated result in a hash table, to
replace the fully-connected layer, while only using the FLOPs of the hashing operation.

Firstly, we construct an in-memory hash table parameterized by the matrix T ∈ R2d×h which
stores 2d vectors [T]i ∈ Rh. Traditional LSH functions, such as Hyperplane-LSH [5], incorporate
multiple linear projections to generate the hash code for table indexing. To avoid any unnecessary
computations, we utilize a much simpler LSH function to generate the hash code h(x). Specifically,
the process of hashing and retrieving the result from table T is formulated as:

h(x) = integer(sign(x)), (2)

sign([x]i) =
{

−1, if [x]i < 0,
1, if [x]i ≥ 0,

(3)

integer(s) =
d−1∑
i=0

[s]i + 1

2
· 2i, (4)

ŷ = [T]h(x), (5)
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where x ∈ Rd is the input vector, s = sign(x) ∈ {−1, 1}d is the corresponding binary representation
(hash code), integer(·) function converts the binary representation s to the corresponding non-negative
integer used as the index number of the hash table, h(x) ∈ {0, 1, 2, · · · , 2d − 1}. Notably, the space
complexity of such a hash table is O(2dh). The required memory space would be ∼ 10145 terabytes
(TB) when using float16 datatype with d = h = 512, which is impractical for any modern computer
system.

To tackle this problem, we propose to evenly split x ∈ Rd into K non-overlapping chunks and handle
them separately:

zk = split(x, num_chunk = K), k = 1, 2, · · · ,K, (6)

where zk ∈ Rτ , τ = d
K , and d is evenly divisible by K. We then set up a hash table Tk ∈ R2τ×h for

each sub-vector zk, respectively. Therefore, the output result is

ŷ =

K∑
k=1

[ Tk]h(zk), (7)

Since zk has a smaller bit width after binarization and thus the corresponding hash table Tk would
comsume less memory space for storage. The space complexity of Eq. (7) is O(K2τh). When
d = h = 512, τ = 8,K = 64 and data type is float16, the storage required by all K hash tables is
∼ 16 MegaBytes(MB). Figure 2 is a simple demonstration of the proposed locality-sensitive hashing.

2.3 Memory Layer

bucket0 bucket2

bucket1 bucket3

Z2=[-0.5,0.2]

sign(Z2)=[-1,1]

sign(Z1)=sign(Z3)=[1,-1]

Z1=[0.7,-0.1]
1-1

-1

1

0

Z3=[0.4,-0.6]

Figure 2: A demonstration with
τ = 2 and K = 3, where z1 is
hashed to the bucket2 of T1, z2
is hashed to the bucket1 of T2, z3
is hashed to the bucket2 of T3.

So far, the above-mentioned formulation is able to simulate the
forward pass of fully-connected layer. And the values store
in the hash tables can be updated via back-propagation. The
derivative of the loss function L with respect to the hash ta-
ble is ∂L

∂[Tk]h(zk)
= ∂L

∂ŷ
∂ŷ

∂[Tk]h(zk)
. However, the input vector

x is unable to have gradient since it’s hashed to multiple inte-
gers h(zk) used as the index number for retrieval, which is a
non-differentiable operation. If we can reformulate Eq. (7) as
ŷ =

∑K
k=1 p(zk) · [Tk]h(zk) to add a coefficient p(zk) to weight

each retrieved item, where p(zk) is a function of the variable zk,
the gradients can be back-propagated to the input x via [Tk]h(zk).

As we can observe from Figure 2, many sub-vectors with various
directions and amplitudes can still be hashed to the same bucket
as long as their signs are identical, but the angle between the
bucket’s representative binary vector (each entry is either 1 or -1)
and these sub-vectors are different, which is defined by the cosine value cos(zk, sign(zk)). We use a
scaled cosine similarity, which takes into account both the direction and amplitude of zk, to measure
the relevance between zk and its corresponding hash bucket h(zk):

sim(zk, h(zk)) = ∥zk∥2 · ∥sign(zk)∥2 · cos(zk, sign(zk)) = ⟨zk, sign(zk)⟩, (8)

where ⟨, ⟩ computes the inner-product of two vectors. Considering all the 2τ buckets that zk is
possibly hashed to in the lookup table Tk simultaneously, we define the probability that zk is
specifically mapped to the h(zk)-th hash bucket:

p(zk) =
exp[sim(zk, h(zk))/t ]
2τ−1∑
i=0

exp[sim(zk, i)/t ]

=
exp[⟨zk, sign(zk)⟩/t ]

2τ−1∑
i=0

exp[⟨zk, integer−1
τ (i)⟩/t ]

, (9)

where t is the temperature hyper-parameter, integer−1
τ (i) ∈ {−1, 1}τ is a function that maps an

non-negative integer 0 ≤ i < 2τ to the corresponding τ -bit binary representation. Note that
⟨·, integer−1

τ (i)⟩ operator takes the summation after elementwise selective sign-flipping over any
τ -dimensional vector, therefore we have
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Figure 3: Left: The schematic diagram of the Memory Layer. Right: One building block of the
MemoryFormer.

⟨zk, sign(zk)⟩ =
τ−1∑
i=0

|[zk]i| ,

2τ−1∑
i=0

exp[⟨zk, integer−1
τ (i)⟩] =

τ−1∏
i=0

[exp([zk]i) + exp(−[zk]i)] ,

p(zk) =
exp(

∑τ−1
i=0 |[zk]i|/t )∏τ−1

i=0 [exp([zk]i/t ) + exp(−[zk]i/t )]
=

1∏τ−1
i=0 [1 + exp(−2|[zk]i|/t )]

.

(10)

This way, we can formulated the Memory Layer as

y =

K∑
k=1

p(zk) · [Tk]h(zk) =

K∑
k=1

[Tk]h(zk)∏τ−1
i=0 [1 + exp(−2|[zk]i|/t )]

. (11)

The left part of Figure 3 illustrates the schematic of the Memory Layer. For a sequence composed
of s d-dimensional tokens, and the dimensionality of output embeddings is h, the computation
complexity of a Memory Layer in Eq. (11) is O(s(τ + h)K) ≈ O( sdhτ ). This is one order of
magnitude smaller than the fully-connected layer which is O(sdh) when τ = 10.

According to Eq. (11), we can compute the derivative of the loss function L with respect to both the
hash tables and the input vector as follows:

∂L

∂[Tk]i
=

{
p(zk)

∂L
∂y , if h(zk) = i,
0, if h(zk) ̸= i,

i ∈ {0, 1, · · · , 2τ − 1},

∂L

∂x
= concat( [. . .

∂L

∂y
[Tk]

⊤
h(zk)

∂p(zk)

∂zk
. . . for k in range(1,K + 1) ] ).

(12)

2.4 Architecture of MemoryFormer
We follow the generic design paradigm of the standard transformer architecture [25] using N stacked
blocks to build the MemoryFormer. The right part of Figure 3 depicts one building block.
Multi-Head Attention Given an input sequence X = (x1,x2, · · · ,xs)

⊤ ∈ Rs×d, a Norm(·) layer
first normalizes the input. There Memory Layers transform the normalized X into Q, K, V ∈ Rs×d,
respectively. The tokens in Q, K, V are then evenly split into multiple sub-vectors for multi-head
purpose. The calculation of multi-head attention remains untouched as in [25]. Therefore, any other
efficiet self-attention techniques such as Flash Attention [10], Linear Attention [16] and KV-Cache
can be seamlessly incorporated into MemoryFormer to further increase the forward-time efficiency.
Memory Block In MemoryFormer we use the Memory Block to replace the Feed-Forward Network
used in standard transformers. The Memory Block is composed of 2 consecutive Memory Layers,
each of which is preceded by a Norm(·) layer. The norm layer is vital by setting a zero-mean
distribution for the input embedding before the hashing operation, and thus the sign function in Eq. (3)
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can generate -1 and +1 evenly. Therefore, the output of Eq. (4) can have an uniform distribution so
that every bucket in the hash table will be retrieved with equiprobability.

Another detail about the Memory Block is that we omit the intermediate activation function
(e.g. ReLU, GELU). The hashing operation is a non-linear operation itself. An extra nonlinear
function is thus redundant. We have verified through experiments that discarding the non-linear
function between the two Memory Layers has no effect on the performance.

In a traditional FFN module, in order to increase the model capacity and performance, the dimen-
sionality of the output token embeddings of the first FC layer is expanded by 4 times, and then
restored to hidden size d by the second FC layer. To keep aligned with this design pattern, we set the
output dimensionality of the first Memory Layer to be (τ + 2) ·K. Remeber that d = τK, that is,
the size of each hash table is T1

k ∈ R2τ×(τ+2)·K in the first Memory Layer of the Memory Block.
Therefore, the bit width of K sub-vectors zk in the second Memory Layer is 2 bits larger than that
of the sub-vectors in the first layer. The size of hash tables in the second layer is T2

k ∈ R2(τ+2)×d,
which leads to a capacity 4 times larger than the first layer while restores the dimensionality of the
output embeddings back to d.

Computational Complexity. So far, the above computing process of one MemoryFormer block is
formulated as follows:

X = Norm(X),

Q = MemoryLayerQ(X), K = MemoryLayerK(X), V = MemoryLayerV (X),

Z = X+ MultiHeadAttention(Q,K,V),

Y = Z+ MemoryLayer2(Norm(MemoryLayer1(Norm(X)))).

(13)

The amount of floating-point computation of a standard transformer block is 2s2d+12sd2, while the
amount of computation of a MemoryFormer block is only about 2s2d+ 6

τ sd
2 = 2s2d+ 6Ksd. The

computations originating from FC layers in standard transformer are eliminated by an order of magni-
tude. The absolute majority of the computational workload now comes from the MultiHeadAttention.

3 Experiment

In this section, we conduct thorough experiments on multiple NLP benchmarks to validate the
efficiency and effectiveness of the MemoryFormer across different scales. We also compare our
model with existing efficient transformer methods.

Given the fact that most large language models only open-source the checkpoint without providing
detailed training information, reproducing them is unachievable. Therefore, we employ Pythia [3],
a well-developed LLM training framework with completely available dataset and detailed model
hyper-parameters, to implement our method. As for training data, the Pile [12] dataset contains
825 GiB corpus with 22 diverse high-quality subsets, which either pre-exists or is constructed
from professional and academic fields. We use exactly the same optimizer, scheduler and other
hyper-parameters following the setting of Pythia to conduct fair comparisons.

We choose six widely-used evaluation task for our approach: PIQA [4], WinoGrande [23], WSC [24],
ARC-E, ARC-C [9], and LogiQA[19]. These tasks range from knowledge to reasoning, forming a
comprehensive benchmark for evaluating the all-round capability of large language models.

3.1 Evaluation Across Different Scales

We choose Pythia-70M, Pythia-160M, Pythia-410M as the baseline models upon which we build our
MemoryFormers. Specifically, MemoryFormer-tiny has the same hidden size and number of layers as
Phythia-70M, MemoryFormer-small has the same hidden size and number of layers as Phythia-160M
and MemoryFormer-base has the same hidden size and number of layers as Phythia-410M. As for the
hyper-parameter of Memory Layer, we fix the value of τ to be 8, while the number of hash tables K
is 64, 96 and 128 respectively for MemoryFormer-tiny, -small and -base model. Notably, considering
the sparsity of gradients of the hash tables, we set the learning rate to be 3 times of the baseline
learning rate used by the corresponding Pythia model. This is ablated in Sec. 3.3. It’s worth noting
that, the only one fully-connected layer in the MemoryFormer is the classifier head.

Tab. 1 reports both the computational complexity and the evaluation results of our models compared
to baseline. The FLOPs is calculated for one transformer block with the input sequence length of
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Table 1: Zero-shot evaluation results on public NLP benchmarks. We use "MF" as the abbreviation
for MemoryFormer. "Attn." refers to the computation of σ(QK⊤)V. Inference FLOPs are measured
for one block with sequence length of 2048.

Model Pythia-70M MF-tiny Pythia-160M MF-small Pythia-410M MF-base

Layers 6 6 12 12 24 24
Hidden Size 512 512 768 768 1024 1024

FLOPs w/o Attn. 6.4 G 0.4 G 14.5 G 1.0 G 25.8 G 1.6 G
Total FLOPs 10.7 G 4.7 G 20.9 G 7.4 G 34.4 G 10.2 G

PIQA 0.585 0.602 0.618 0.642 0.675 0.698
WinoGrande 0.511 0.522 0.497 0.523 0.534 0.546

WSC 0.365 0.375 0.365 0.394 0.471 0.385
ARC-E 0.380 0.437 0.440 0.461 0.517 0.585
ARC-C 0.177 0.228 0.201 0.247 0.202 0.259

LogiQA 0.232 0.260 0.210 0.272 0.209 0.272

Avg. 0.375 0.404 0.389 0.423 0.435 0.458

Table 2: Comparison of different efficient transformer methods based on Pythia-410M. Inference
FLOPs are measured for one block with sequence length of 2048.

Model Pythia-410M Linformer cosFormer Performer MemoryFormer-base

FLOPs 34.4 G 26.1G 30.0 G 26.7 10.2 G

PIQA 0.675 0.527 0.522 0.643 0.698
WinoGrande 0.534 0.511 0.506 0.496 0.546

WSC 0.471 0.635 0.605 0.433 0.385
ARC-E 0.517 0.265 0.267 0.470 0.585
ARC-C 0.202 0.244 0.263 0.231 0.259

LogiQA 0.209 0.207 0.264 0.236 0.272

Avg. 0.435 0.398 0.405 0.418 0.458

2048. The experiment results show that MemoryFormer has the minimum computation except for
the necessary computation of self-attention. Across all three different model sizes, we achieve better
average accuracy on the benchmark than the Pythia baseline. This suggests that the proposed method
is able to greatly reduce the computational complexity without compromising the performance.

3.2 Comparison with Efficient Transformers

We also compare our models with existing efficient transformer methods to show the superiority
of MemoryFormer in both performance and efficiency. We choose Pythia-410M as the baseline,
and replace the multi-head attention module of Pythia with the ones proposed by Linformer [26],
Cosformer [22], and Performer [8], respectively. Tab. 2 demonstratse the experiment results on the
benchmark and the inference FLOPs of each model. We measure the FLOPs using one transformer
block with the sequence length of 2048. As shown in Tab. 2, these efficient attention methods can
obtain FLOPs-reduction but with considerable performance degradation, while MemoryFormer sig-
nificantly eliminates the computations and gains better performance. On the other hand, even though
existing efficient transformer methods can reduce the computation cost of the self-attention operation,
yet we can observe from Tab. 2 that the majority of the computation originates from the fully-
connected layers in both the MHA and FFN module as discussed previously. The linear projection
operation accounts for the biggest part of the workload when the sequence length is not extremely
large in most of the practical scenarios. Utilizing Memory Layer in the embedding space to replace
FC layers does provide a new solution to minimize the FLOPs of LLMs.

3.3 Ablation Study

Tradeoff between τ and K. In Eq. (6) we split an input embedding x in to K sub-vectors to avoid
the explosive growth of memory usage of the hash tables. We study the model performance with
different (τ,K) combination by controlling the model hidden size to be the same. We report the
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Table 3: Ablation study on different τ and K. Memory Size
refer to the storage space required by the Memory Layer Q.

d τ K Val. PPL↓ FLOPs Memory Size

512 4 128 19.01 0.14 G 2.1 MB
512 8 64 18.82 0.07 G 16.8 MB
510 10 51 18.67 0.06 G 53.5 MB

Table 4: Val. PPL at 8000
training steps with various LR.

LR Val. PPL ↓
1e-3 19.86
2e-3 19.07
3e-3 18.82
4e-3 18.84

Table 5: Different expanding bits of Memory Block. #Expanding Bit= τ ′ − τ denotes the number of
extra bit of zk after expansion. Memory Size denotes the storage space required by Memory Block.

#Expanding Bit τ ′ Val. PPL ↓ Size of Hash Tables Memory Size

0 8 19.89 TM1
k ∈ R256×512, TM2

k ∈ R256×512 33.6 MB
1 9 19.26 TM1

k ∈ R256×576, TM2
k ∈ R512×512 52.4 MB

2 10 18.82 TM1
k ∈ R256×640, TM2

k ∈ R1024×512 88.1 MB
3 11 18.54 TM1

k ∈ R256×704, TM2
k ∈ R2048×512 157.3 MB

experiment results in Tab. 3 along with the computation in FLOPs of the corresponding Memory
Layer with sequence length of 2048. As is shown in Tab. 3, as the bit width of z increases, the model
performance continues to grow due to the exponentially enlarged capacity of hash tables. However,
the memory consumption of the Memory Layer also increases drastically and its computational
complexity soon reaches the lower bound. To trade off between the efficiency and memory usage, we
conjecture that τ = 8 is a good option for MemoryFormer.

Larger learning rate. From Eq. (12) we can observe that the gradients of the hash table are sparse
during backward propagation. Some buckets in the hash table might not get updated in one training
step. We conjecture that larger learning rate will help remedy the lack-of-gradients situation. We
train a MemoryFormer-tiny for 8000 steps with different LR and report the PPL of validation set in
Tab. 4. We use initial LR=1e-3 as the baseline learning rate following the settings of Pythia-70M.
The best performance is achieved with the learning rate 3 times of the baseline.

Expanding bit in the Memory Block. As mentioned in Sec. 2.4, in order to increase the model
capacity, we enlarge the dimensionality of the output embedding of the first layer of the Memory
Block, which consequently expands the bit-width of the the sub-vector zk in the second layer of the
Memory Block. We use MemoryFormer-tiny with hidden size d = 512, bit-width τ = 8 and number
of hash tables K = 64 as the baseline model, and report the perplexity results of using different
number of expanding bits after 8000 training steps in Tab. 5. We use TM1

k to denote the hash tables
of the 1st layer of the Memory Block, TM2

k to denote the hash tables of the 2nd layer, and use τ ′ to
denote the bit-width of zk in the second layer after expansion. As shown in Tab. 5, the validation
PPL continuously decreases as τ ′ gets larger. However, the memory space consumed by the hash
tables keeps increasing exponentially. Therefore, we choose 2 as the number of expanding bit in the
Memory Block for the trade-off between the space complexity and performance.

Removing non-linearity in the Memory Block. We also mentioned in Sec. 2.4 that all activation
functions are discarded in the MemoryFormer. We trained a MemoryFormer-tiny on PILE dataset,
where we insert a GeLU layer between the two consecutive Memory Layers of the Memory Block for
each building block, and report the testing scores on multiple tasks. As shown in Tab. 6, adding an
extra GeLU into the Memory Block leads to almost identical result to the baseline MemoryFormer.

3.4 Visualization

Distribution of Hash Bucket. In a Memory Layer, we do not want most of the sub-vector zk
hashed to a few popular buckets while the rest of buckets in the table are rarely selected. We expect
zk to be hashed to all the buckets with the same probability. If so, the output space of the Memory
Layer would be diversified enough to enlarge the capacity of MemoryFormer. We use 2048 sequences
of 1024 token length to visualize the distribution of the frequency that each bucket is retrieved within
a hash table in Figure 4. Specially, we choose the first table T1 and the last table T64 of the Q,
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Table 6: Ablation study on whether to use the non-linearity in the Memory Block.

Model PIQA WinoGrande WSC ARC-E ARC-C LogiQA Avg.

MemoryFormer-tiny 0.602 0.522 0.375 0.437 0.228 0.26 0.404
MemoryFormer-tiny + GeLU 0.595 0.522 0.375 0.441 0.211 0.265 0.402
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Figure 4: The frequency at which each bucket in the hash table is retrieved.

K, V projection layers and the two layers in the FFN module from the first building block of the
MemoryFormer-tiny model. As shown in Figure 4, the number of times each bucket is hashed to by z
is generally uniform.

4 Related Works

Locality Sensitive Hashing. Locality sensitive hashing [5, 11, 1] (LSH) is a special kind of hash
function which is designed to maximize the collision probability for similar input items. It’s wildly
adopted in deep learning-based applications. Large scale image retrieval system [18, 15, 2, 30] uses
LSH to locate the similar images. Reformer[17] and YOSO [28] both use LSH algorithm to reduce
the memory consumption and improve the computational efficiency of the self-attention module.
LookupFFN [29] adopt the LSH to accelerate the inference speed of the Feed-Forward Network.
SLIDE [7] and MONGOOSE [6] improve the converging speed of neural network training process
with the help of locality sensitive hashing algorithms.

Efficient Transformers. Minimizing the computational complexity of the transformer model has
always been a center task for the deep learning community. Many previous works are dedicated to
reducing the complexity of multi-head attention module to sub-quadratic, such as CosFormer [22],
PerFormer [8], LinFormer [26] and so on. [14] uses a sliding window to constrain the attention map
within a local range. Besides, there are some researches [13, 20, 27] exploiting the sparsity of the
intermediate activation in the FFN (MLP) module to reduce the computation. Recently, with the
development of large language models, practical engineering method like FlashAttention [10] brings
substantial optimization for the self-attention mechanism.

5 Conclusion

In this work, we propose MemoryFormer, a novel transformer architecture that significantly reduces
the computational complexity (FLOPs) of transformer model from a new perspective. Unlike existing
methods that opt to optimize the computation of the multi-head attention operation, this work provides
a new solution from a new perspective. We observe that, in most scenarios the vast majority of
computations originates from the fully-connected layers in the transformer model. Thus we focus
on removing them. The MemoryFormeruses Memory Layer, which uses locality-sensitive hashing
algorithm to perform feature transformation in the embedding space, to replace all the FC layers. It
achieves a similar function as the computation-heavy matrix multiplication operation but with much
less FLOPs. We successfully eliminate nearly all the computations of the transformer model except
for the necessary ones required by the self-attention operation. We validate the efficiency and the
effectiveness of MemoryFormer via extensive experiments on public NLP benchmarks.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract and introduction reflect the paper’s
contributions and scope accurately.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussed in the Conclusion.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]

12



Justification: The paper does not include theoretical results
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: All the information needed to reproduce the main experimental results are
provided in the Sec. 3.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a LLM), releasing of a model checkpoint, or other means that are appropriate to the
research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [No]
Justification: The code and data will not be provided.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The details are provided in the Sec. 3.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: The error bar is not provided.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The details are provided in the Sec. 3.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: It is conformed.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: There is no risk in the paper.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: CC-BY 4.0 is included for each asset
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines: The paper does not involve crowdsourcing nor research with human subjects.

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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