© © N O O A~ W N =

Fedivertex: a Graph Dataset based on Decentralized
Social Networks for Trustworthy Machine Learning

Marc Damie Edwige Cyffers
University of Twente Institute of Science and Technology Austria
Enschede, The Netherlands Klosterneuburg, Austria

m.f.d.damie@utwente.nl

Abstract

Decentralized machine learning — where each client keeps its own data locally and
uses its own computational resources to collaboratively train a model by exchanging
peer-to-peer messages — is increasingly popular, as it enables better scalability and
control over the data. A major challenge in this setting is that learning dynamics
depend on the topology of the communication graph, which motivates the use
of real graph datasets for benchmarking decentralized algorithms. Unfortunately,
existing graph datasets are largely limited to for-profit social networks crawled at
a fixed point in time and often collected at the user scale, where links are heavily
influenced by the platform and its recommendation algorithms. The Fediverse,
which includes several free and open-source decentralized social media platforms
such as Mastodon, Misskey, and Lemmy, offers an interesting real-world alternative.
We introduce Fedivertex, a new dataset of 182 graphs, covering seven social
networks from the Fediverse, crawled weekly over 14 weeks. We release the
dataset along with a Python package to facilitate its use, and illustrate its utility on
several tasks, including a new defederation task, which captures a process of link
deletion observed on these networks.

1 Introduction

Decentralized machine learning [19]] has gained significant popularity in the past years. In this
paradigm, each node possesses a local dataset and some computational resources, and collaborates
with other participants by exchanging messages through peer-to-peer communication during the
training of a global, potentially personalized, machine learning model. In comparison to federated
learning [27], which keeps data local but orchestrates training through a central server, decentralized
learning offers additional flexibility as it avoids the bottlenecks and single points of failure that arise
from centralized supervision. The shift towards decentralized learning can also be motivated by
trust, as the communication graph can reflect users’ chosen collaborations—often referred to as nodes,
instances, clients, or participants in this context. The network topology has an impact on the learning
dynamics [28]], particularly in the presence of data heterogeneity [24,54]] and in terms of privacy
guarantees [45].

Decentralized learning has numerous real-world use cases [[19]], as nodes can represent healthcare
institutions or sensors distributed across installations. One of the most compelling applications is
for decentralized social networks [6]. In such cases, the graph often captures complex and diverse
relationships, which explains its popularity in machine learning. In particular, this motivates various
graph learning tasks [52]], including community detection, node classification, and edge prediction.
Social network dynamics also raise interesting questions related to polarization and time-evolving
properties of the graph [53]. Addressing these questions requires access to relevant social network
datasets that allow studying these properties.
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The Fediverse — a contraction of “federation” and “universe” — provides decentralized and interopera-
ble online social services. It is often seen as an alternative [2] to major social networks operated by
for-profit companies, and it promotes a very different culture. The Fediverse is decentralized across
many servers, called instances. Anyone can run an instance, which operates independently under
the moderation of its owner, and instances collaborate with each other: a user of a given instance
can interact with and follow users from other instances. Since 2018, the Fediverse has adopted
ActivityPub [32]], a protocol and open standard that provides a client-to-server API for creating and
modifying content, as well as a federated server-to-server protocol for delivering notifications and
content across servers. This enables interoperability between different instances and software. The
diversity of platforms, the growing number of users, and the international impact of the Fediverse
make it an interesting object of study for the machine learning community. In particular, agents in the
Fediverse tend to be more aware of the potential ethical issues of machine learning than traditional
users of social networks [49], and more interested in new features and improvements. This aligns
closely with the goals of Trustworthy Machine Learning and the paradigm of collaborative learning,
where agents are expected to monitor their participation based on expected benefits.

In this work, we provide the first dataset covering multiple software platforms in the Fediverse,
called Fedivertex, to enable researchers to easily run experiments on decentralized machine learning
tasks and to benchmark several graph learning tasks. By surveying seven different platforms and
constructing different types of graphs, we are able to capture the diverse dynamics at play in the
Fediverse. In particular, a striking difference from many mainstream social networks is the so-called
defederation process [30], in which instances choose to sever ties with other instances, often due to a
disagreement on moderation or security practices. While new link prediction is often regarded as the
primary task for time-evolving graphs [20], a major dynamic in the Fediverse is this complementary
edge deletion. Our dataset is the first to enable the study of this phenomenon. The current 14 distinct
timestamps for each graph are a starting point to study the evolution over time, and we plan to
continue to update the dataset in the future. More precisely, our contributions are as follows:

(i) We introduce Fedivertex, a large and diverse graph dataset based on the Fediverse. More
precisely, our dataset encompasses seven Fediverse platforms, resulting in 182 graphs: 13
different graphs each with a sequence of 14 snapshots obtained through weekly web crawls
over a period of three months.

(i) We provide a Python package, fedivertex, available through PyPI, to easily access and
use our dataset. The package includes built-in preprocessing tools to download and prepare
the graphs for machine learning tasks. We demonstrate its usefulness by benchmarking
several existing decentralized learning algorithms.

(iii) We formalize a novel graph analysis task: defederation prediction, which aims to predict
which edges or nodes will be removed from the graph at the next iteration, and we propose
baselines for this task.

2 Related work

Decentralized machine learning. Federated learning and fully decentralized learning are increasingly
studied [27, 1361 143]], with various algorithms based on gossip [8 2112229, 137,144,146} 51] or random
walks [17, 26} 21, 140]. These results highlight the importance of communication graphs for the
quality of the final model, the speed of convergence in the presence of heterogeneous data [31]],
personalization [5] and privacy guarantees [12} [13} [15, 45]], which motivates the use of recent
real-world social networks.

Social network datasets and analysis. Machine learning frequently relies on small social networks,
such as the Karate Club [55] or citation networks [[18, 142]. Several larger digital social networks are
also available via platforms like SNAP [34], in particular Facebook and Twitter graphs. It has been
shown that for-profit platforms influence user graphs, as their recommendations about whom to follow
accelerate the triadic closure process and exacerbate inequality in popularity [50L 56]]. This motivates
the study of social networks that do not follow this trend. In particular, the Fediverse enables analysis
at the level of servers rather than at the level of individual users, an approach that captures entities
more likely to develop consistent collaboration policies. Prior work on the Fediverse remains limited,
often focusing on a single network or on interactions between a fixed pair of networks, and typically
does not provide reusable datasets [[1, 23} 156].
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Table 1: Overview of the Fedivertex social networks. The number of instances and users has been
extracted on May 13, 2025 from FediDB, a reference database for the Fediverse communities. These
numbers are indicative as the networks evolve over time.

Peertube Mastodon  Pleroma Misskey Friendica Bookwyrm Lemmy
Type Video Micro Micro Micro Micro Book Social news
streaming  blogging blogging blogging blogging cataloging
1st release 2018 2016 2017 2014 2010 2022 2019
‘In-—* -B“ - - - : =i B = [——
= e e - = . El
Screenshot®™ "= _== =T i) Oy ol =
# instances1333 9652 616 1206 101 564
#users 583k 8 102k 76k 1071k 12k 51k 520k
Graphs  follow federation  federation  federation  federation  federation  fed. + blocks
active user  active user  active user intra-instance
cross-inst.

3 Fedivertex Dataset

3.1 Fediverse software and graphs

In the Fediverse, software is run by servers referred to as instances, without any centralized control
or coordination. Each instance hosts a subset of users and has its own internal rules and moderation.
Despite maintaining sovereignty over their rules and storing data locally, instances are not isolated
from each other, as they all use the same protocol and standard: ActivityPub [32]. This protocol
enables communication between instances and even across services. For instance, a video from
PeerTube can be shared on Mastodon, and the resulting post can be viewed from Misskey — unlike
traditional social network silos, where a Facebook user cannot use their account to read tweets or
watch YouTube videos. One can think of this interoperability similarly to email, where a user from
one provider (e.g., Gmail) can send a message to another (e.g., Outlook). ActivityPub includes both a
federation protocol — a server-to-server protocol that allows instances to share information — and a
social API-a client-to-server protocol that allows users to send information to their instance. A user’s
data is stored on their respective instance but can be duplicated and cached on other instances to be
accessible to other users. When two users communicate, only their respective instances — and possibly
a third instance hosting the interaction — are aware of the message. As a result, data permanence,
confidentiality, and moderation depend on the instance.

Fedivertex focuses on interactions between instances within a given software platform. In particular,
for each social network (except Peertube), the federation graph models the undirected communica-
tion graph between instances within that network. Federation graphs are naturally dense, because
two instances are connected with an edge if they have interacted at least once. We selected seven
of the most popular software platforms in the Fediverse to ensure sufficient activity for graph-based
analysis. Our selection covers diverse types of social network to reflect a range of communication
dynamics. We summarize the dataset in table[I]and present each of them in more detail below.

3.2 Fediverse social networks

Peertube provides an alternative to YouTube. Users can watch, bookmark, and comment on videos,
subscribe to channels, and create private and public playlists. Video search was added in 2020 with
SepiaSearch but remains limited; recommendation features are also a limitation compared to Youtube.
An instance u can follow an instance v to let its users see all the videos posted on v. We report this
follow graph as a directed graph with edges of weight 1 for following.

Mastodon was created as an alternative to Twitter in 2016 and is supported by the German non-profit
organization Mastodon gGmbH. Users post short-form status messages of up to 500 characters,
known as “toots.” It has experienced several surges in popularity, often in reaction to changes on
Twitter, and is sometimes adopted in parallel with it [25]. In addition to the federation graphs,
introduced above, we also build a weighted, directed active user graph, with one node per instance.
For each instance u, we take its 10k most recently active users. Whenever one of those users follows
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from fedivertex import GraphLoader

loader.list_graph_types("mastodon")
# List available graphs for a given software, here federation and active_user

G = loader.get_graph(software = "mastodon", graph_type = "active_user", index = 0, only_largest_component = True)
# G contains the Networkz graph of the giant component of the active users graph at the 1st date of collection

Listing 1: Code example from the Fedivertex package

someone on instance v, we increase the edge weight by 1. Thus weight of the edge from u to v
measures how much content seen on u originates from v. The graph thus contains self-loop as users
follow others on the same instance.

Pleroma is a microblogging software similar to Mastodon, and we thus also report active user
graph. Principal difference is allowing longer posts by default, up to 5000 characters, and offering a
lightweight implementation that can potentially run on a Raspberry Pi.

Misskey is a microblogging platform as well, on which we report the active user graph. It was
created in 2014 by Japanese software engineer Eiji "syuilo" Shinoda and allows posts of up to 3000
characters.

Friendica emerged in 2010 as an alternative to Google+ and Facebook, making it the oldest social
network in our study, and does not support metadata for active users graph with our crawler.

Bookwyrm allows users to track their reading activity, write book reviews, and follow friends.
Launched in 2022 by Mouse Reeve, it can be seen as an alternative to Goodreads.

Lemmy is organized into communities dedicated to specific topics, where users share links and
discuss their content. Although communities are local to an instance, users can subscribe to those
hosted by other instances and participate in discussions across instances. In addition to the federation
graph, we report two other graphs. Firstly, the intra-instance graph where the instance u is linked
to v if an user of u has published a message on instance v. This graph is directed and very sparse.
Then, in cross-instance graph, two instances are connected as soon as there exists a pair of users
who published a message in the same thread, but possibly on a third instance. This is an undirected
graph, denser that the previous one.

3.3 Fedivertex package and availability

Our dataset can be directly downloaded from Kaggle [14]. To facilitate its use, we also provide a
Python package, Fedivertex, which allows users to directly load the graphs in NetworkX format
through an easy-to-use interface, as shown in listing [T} We facilitate interaction with Fedivertex
package by releasing several notebooks to analyze the graphs. Finally, we follow the Gephi convention
for graph encoding, allowing the graph CSYV files to be opened directly in this software [4].

3.4 Construction via Web crawling

For each of the 13 graphs introduced above, we produce a new version every week (thus presenting
14 different timestamps of each of the graph at the moment of the article submission). To identify all
available servers for a given software, we query the Fediverse Observexﬂ which provides a curated list
of Fediverse instances commonly accepted by the community. We then query each of these instances
to compute the edges of the graph. Relying on the Fediverse Observer list helps minimize server
load and allows us to benefit from existing curation. Notably, the Fediverse Observer’s crawler runs
daily and is also open-source. We release the code of our crawler for reproducibility and to allow
extensions to other social media or other scraping parameters.

3.5 Ethical concerns

Our work aims to bring more attention to the Fediverse social networks, who could benefit from
Trustworthy Machine Learning applications, for instance to assist in moderation task [6] or with user
experience and recommendation systems. However, Fediverse software has often been developed to

"https://fediverse.observer
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167 avoid various downsides of hastily deployed machine learning models, from toxicity to invisible filter
168 bubbles, and dark patterns to poor accuracy [9,!41]. It is thus part of the challenge and the motivation
169 to focus on tasks where the improvement for the user overcomes the possible drawbacks. Hence, we
170 decide to illustrate our datasets only on tasks that could respect the Fediverse mindset.

171 The collection of the dataset raises two major problems, the privacy and the possible disturbance for
172 the service. Concerning the impact of the crawling, we designed our crawler to minimize the impact
173 on the servers, by limiting the size of the queries, using a delay of 0.4 second between requests on a
174 given instance to avoid disturbing their operations. We do not disguise our requests into real users’
175 ones and we use a clearly identifiable user agent providing a direct contact to us. We respect the
176 policy of the instances by following the instructions given by robots. txt files.

177 In order to respect the privacy of the users, we did several design choices. First, our dataset is
178 instance-based and not user-based, which is a better granularity for privacy. Second, we only report
179 general metadata but never store actual messages or content from the social networks. Third, we
180 only use public API endpoints, which do not require accounts on this platform: we do not try to
181 circumvent these privacy practices by creating accounts to access more information. Forth, we also
182 respect informal privacy practices. For instance, we ignore all users using the hashtag #NOBOT
183 in their profile as it is an informal anti-bot policy on Mastodon. Finally, we limit the access by
184 post-processing instances names to avoid direct clicking links. The whole scraping process was
185 supervised by the legal department of our institutes to ensure compliance with GDPR.

1ss 4 Dataset analysis

157 4.1 Dataset properties

(a) Peertube Follow graph on April 28th 2025.
Colors encode the official language of each

instance, with green for French, blue for En- (b) Misskey Active User graph after removal of
glish, black for German, red for Italian and or- Misskey.io on May 7th, same colors than left figure,
ange when there is no official language. In- and Chinese in yellow, Japanese in purple and Korean
teractive version: https://marc.damie.eu/ in brown. Interactive version: https://marc.damie,
peertube_graph/index.html eu/misskey_graph/index.html

Figure 1: Examples of graphs communities based on the official languages in Fedivertex dataset

188 The Fedivertex dataset presents different characteristics depending on both the graph and the software
189 considered. We share in this section a few observations. First, all graphs are provided with their
190 temporal evolution, with new nodes and edges appearing or disappearing each week. For readability,
191 we present only a subset of the graphs and refer the reader to appendix [A]and the notebooks for a
192 more systematic revie

193 Communities. Fedivertex contains language labels for Peertube, Lemmy, Bookwyrm, and Misskey.
194 For Peertube, the labels are directly extracted from the instance descriptions. For the others, we

*https://wuw.kaggle.com/code/marcdamie/exploratory-graph-data-analysis-of-fedivertex
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G = loader.get_graph(software = "misskey", graph_type = "active_user")
lang_labels = [data["description_language"] for node_name, data in G.nodes(data=True)]

Listing 2: Code example to extract language information from the Misskey active user graphs

Table 2: Small world properties of the Fedivertex graphs and SNAP Social graphs

Graph Directed Avg. Avg. Path Cluster.  Small-world o
Degree Length Coef.

Bookwyrm Federation No 55 1.23 0.89 1.14
Friendica Federation No 156 1.41 0.85 1.41
Lemmy Federation No 355 1.18 0.94 1.15
Lemmy Intra-instance Yes 13 2.03 0.69 3.80
Lemmy Cross-instance Yes 42 1.60 0.82 1.89
Mastodon Active user Yes 125 2.09 0.73 21.95
Misskey Federation No 317 1.66 0.76 2.21
Misskey Active user Yes 19 2.36 0.62 20.78
Peertube Follow Yes 23 2.82 0.53 4.45
Pleroma Federation No 269 1.64 0.82 2.26
Pleroma Active user Yes 7 3.95 0.30 2.53
Facebook Ego No 47 3.7 0.61 39.44
Github No 29 3.25 0.14 31.49
Wikipedia Vote No 15 3.25 0.17 519.64

infer the label from the language of the instance description. The labels can be easily used for label
prediction tasks through our API, as described in appendix [B] We report on fig.[Ta]the labels for the
Peertube graph, which exhibits a clear French-speaking community and Misskey, which is dominated
by the Japanese community but also exhibits smaller Korean and Chinese communities, and we refer
to section [5.3]for the associated prediction task.

Graph statistics. We report few metrics in table 2] that are usually applied for social networks. All
the reported graphs exhibit small-world properties to an extend, as they satisfies ¢ > 1, which means
that a node is more likely to connect to the neighbors of its neighbors and the average path length is
small. However, the strength of the small world properties depends on the software.

4.2 Comparison with existing graph datasets

We compare our graph with the most popular
social network graphs from SNAP [34]. We 10°
include the Wikipedia Vote graph [33]]— which
encodes all Wikipedia voting data up to Jan- 107
uary 2008, representing each user who partici-

pated in a vote as a node and adding a directed
edge from node i to node j if user ¢ voted for 8
user j— as well as the Twitter and Facebook Ego  ©
graphs [35]], corresponding respectively to the

—
——

== Peertube follow
10-3 4 Lemmy cross-instance
=== Bookwyrm federation
= Misskey active users

Follow and Friend relationships. We also in- 1o~ ] == Facebook Ego

clude the GitHub graph [48]], where nodes are o e B0

developers who have starred at least 10 reposi- 10-5 | = = Wikipedia Vote

tories and edges represent mutual follower rela- 100 10t 10? 10¢
tionships. On fig.[2} while GitHub and Twitter Degree

exhibit the classical power-law decay over much
of the support of the distribution, consistently
with preferential attachment networks [3]], the
degree distribution of Fedivertex is more diverse.
We note some similarities between the Facebook
Ego graph and the Peertube follow graph, with a smooth concave decay followed by a short power-law

Figure 2: Complementary Cumulative Distribution
Function (CCDF) of the degree for several Fediver-
tex graphs and other widely-used social networks.
A normalized version is available in appendix@
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tail for the most popular users. Most of the graphs, however, exhibit only the a concave curve, which
suggests that the attachment dynamics in Fedivertex differ from those in traditional social networks,
allowing for a smoother distribution of node importance. This difference with Fedivertex is confirmed
by the statistics of table[2} Fedivertex has a wider range of average path length (from 1.18 to 3.95
versus from 3.25 to 3.7) and of degree (from 7 to 355 versus 15 to 47) and have smaller small-world
0. A more systematic comparison is available in this notebookﬂ

5 Applications

5.1 Decentralized machine learning and statistics

Fedivertex graphs are particularly well adapted to experiments testing fully decentralized machine
learning, as they provide a credible use-case scenario. We illustrate this by reproducing the main
figures of [12]]. This paper proposes training a global model with differential privacy by performing
a random walk on the communication graph: at each step, the stochastic gradient is computed on
the local dataset of the current node and sanitized by adding Gaussian noise. The paper derives
privacy guarantees in the Pairwise Network Differential Privacy setting, where each pair of nodes has
a specific privacy budget depending on their relative position, a high budget corresponds to a greater
risk of leaking information. In particular, the paper establishes a connection between the structure of
these privacy budgets and the communicability of the graph, showing that nodes close to each other
have higher privacy budget than far apart ones. Using graphs with different topologies is interesting to
verify that similar patterns appear for privacy losses and known graph quantities such as centrality or
communicability. Finally, the paper claims to be quite efficient in terms of privacy—utility trade-offs.

On fig.[3] we see that the link between communicability and privacy budgets is clear on Fedivertex
graphs, with the same patterns visible in fig.[3aand fig. 36} However, it also shows that real-world
graphs can be more challenging in terms of convergence, as fig. |3c|exhibits slower convergence on
the Mastodon active-user graph than on a synthetic graph with the same number of nodes. This could
be explained by the presence of nodes with low centrality, typically connected by only a single edge,
which makes it harder for the random walk to visit them frequently enough within the chosen number
of steps compared with the more regular graph tested in the original paper. To ease comparison, we
provide more background on the task and the original figures in appendix [B]

Privacy loss Communicability ° . ° . 0o T4
PRI A P Pt bt 4 . . X
iﬁlﬂr Pl iﬁlﬂr Fi- i . .
i o i o -
piray . _— e e 08
== i = o [}
| —_— .° . o'."' 07
= == ° o S %0 o
< o ® e %0 o ®
o » S o6
° . ot e .
.
. °® } » 02 —F- Centralized DP-SGD
| Local DP-SGD
L oo o 4 ° 04 1 RW DP-SGD on complete graph
° ° e o hd =¥~ RW DP-SGD on Mastodon AU
o o » o o » 03 —F~ RW DP-SGD on Geometric graph

0 2500 5000 7500 10000 12500 15000 17500 20000
Iteration

-3.75 =-3.50 -3.25 -10 -8 -6 Mean Privacy Loss Katz Centrality

(a) Bookwyrm federation graph (b) Mean privacy loss and Katz
communicability and privacy loss, centrality for Lemmy intra-instance
logarithmic scale graph

(c) Test accuracy on private logistic
regression on the Houses dataset for
graph with 3852 nodes

Figure 3: Numerical experiments reproducing the results of [12] with Fedivertex graphs

5.2 New links and defederation prediction

A key feature of Fedivertex is its support for temporal graph analysis, as we release weekly snapshots
for each graph. Understanding temporal changes in graphs is seen as a major challenge in graph
learning [39,47]]. This is particularly relevant in social networks, where the creation of links often
speeds up the triadic closure of the graph, as friends of friends tend to become friends over time
(16, 561, especially when platforms actively recommend new connections [50]. We refer to table 2]
for Fedivertex graphs’ clustering coefficients.

*https://www.kaggle.com/code/marcdamie/fedivertex-vs-snap-social-graphs/notebook
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Table 3: Comparison of Adamic-Adar (AA), Common Neighbors (CN), Jaccard and Random method
to predict new edge (Add) and edge deletion (Del) on different graphs by reporting the number of
correct predictions in Top-K scores (the higher the better). We report the average of three runs over
disjoint periods of time.

Graph AA CN Jaccard Random

Add Del Add Del Add Del Add Del
Mastodon AU (Top 1000) 38 10 40 9 14 10 074+05 6+1.4
Misskey AU (Top 200) 43 13 43 1.7 07 2 02£02 2£0.8

Misskey federation (Top 1000) 494 62 491 63 396 60 42+6  H1£3.7

An interesting behavior observed in the Fediverse is that edges between instances are sometimes
deleted, a phenomenon that has received little attention so far, likely because edge deletions are
uncommon in other social networks. However, in the context of Fedivertex, predicting deletions is
interesting for several reasons. First, in some platforms, deletions are as important and can dominate
the change in the number of edges and nodes, as seen in fig. il Secondly, avoiding centralization
around a single central server is a key challenge in the Fediverse, and understanding defederation
[30] could help maintain a sufficiently decentralized structure. Finally, new link prediction and edge
deletion are complementary tasks that may benefit from being studied jointly.

From fig. ] we observe that federation graphs are the most stable over time, as one could expect
from their construction in comparison to active users or cross-instance graphs, where activity can
fluctuate. However, while some networks grow during the studied period (Friendica federation and
Lemmy cross-instance), others show variations dominated by the loss of edges (such as the Pleroma
federation or Misskey active users). More precisely, by restricting our analysis to the subgraph of
the nodes present at all 14 dates, most federation graphs have an increasing number of edges, with
sometimes sharp drops as we can see for Misskey and Lemmy in fig.[da| Overall, the network is thus
growing, but also shows defederation peaks that are quicker than our weekly crawling. In fig. Ab] we
can see that the other graphs do not share this clear increasing trend, but tend to alternate between
more edge creation and more edge deletion. Finally, the number of nodes itself varies over time, with
new servers appearing and others being deleted, leading to the complex evolution reported in fig.

We formally introduce the defederation prediction task. Let G, = (V;, &;) be the graph collected at
time ¢ and compare it to the graph Gy = (Vy, &) collected at t’ > ¢. Let G, be the subgraph induced
by V. = V; N Vy; the goal is to predict all edges either created (e € (V. x V) N (Ep \ &;)) or deleted
(e € (Ve x V)N (& \ Ev)) between ¢ and ¢'. The possible new edges lie in the set (V. x V.) \ &,
whereas the deleted ones are in &, a set significantly smaller if the graph is sparse. Similarly, one
could predict nodes that drop from the graph. In particular, reliable prediction could help detect
instances which stopped running because of technical problems despite being active in the graph,
and possibly provide technical help to such instances. More formally, the goal would be to predict
Vt \ Vt+1 given Qt.

New link prediction can be done based on the topology [38], by using the fact that similar nodes are
more likely to connect. Methods are thus often based on computing scores for each possible pair of
nodes, and then return as prediction the edges with the highest scores. Common scores include the
number of common neighbors, the Jaccard score, and the Adamic-Adar score. These scores are then
evaluated by looking among the top-K predictions how many are indeed new edges, as we report
in table[3] Intuitively, deletion could be seen as the opposite of edge creation, so we propose as a
baseline, to return the edges with the lowest scores. However, this approach has limited success for
federation graphs. We believe this might be due to defederation being extremely quick, and thus
the granularity of our current dataset does not seem sufficient to achieve better than random. An
interesting future work could be to use our crawler with higher frequency during defederation periods.
It might also indicate that other methods should be developed for this task, opening interesting
questions for future work. We refer the reader to appendix |C|for more analysis.

5.3 Community detection

The Fedivertex social networks are used by many communities that might overlap. The same
communities might also use several of the Fedivertex software platforms. To illustrate the feasibility
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Figure 4: Temporal evolution of Fedivertex graphs

of community detection with our dataset, we use the official languages of each instance as ground
truth labels, as shown in fig. [T} and test three algorithms: Louvain [7], Greedy Modularity [10], and
Label Propagation [[L1] on the Peertube follow graph and the Misskey active user graph. To avoid
many unique labels, we keep only the 5 most represented languages in each graph and ignore the
other nodes using other languages. Results are in table d] We assess the quality of this detection
using the Adjusted Rand Index (ARI) and the Adjusted Mutual Information (AMI). The Rand index
corresponds to the proportion of node pairs belonging to the same cluster that are classified as such
(i.e., the sum of true positives for all classes) over all node pairs, and the adjusted version corresponds
to normalization with respect to a random clustering. Similarly, the AMI score corresponds to the
mutual information between the ground truth and predicted labels, adjusted for chance. Finally, we
report modularity for each clustering — a metric for unsupervised clustering that assesses the inherent
quality of the partitioning. This suggests that other labels might be suitable as well for clustering
the graphs. No method dominates in this benchmark, highlighting that our graphs exhibit diverse
structures which may challenge algorithms in different ways. Experiments are in notebook

Other Fedivertex graphs can be used for community detection, and additional labels could be derived
from the data, for example, based on the names of the instances or their official descriptions. It is
also possible to track the evolution of communities over time.

Table 4: Performance of several community detection algorithms (average of 100 runs for Louvain).

Graph Algorithm ARI AMI Modularity
Louvain 0.055 0.123 0.2168

Peertube follow Greedy Modularity 0.061 0.110 0.209
Label Propagation  0.008  0.029 0.003
Louvain 0.097 0.250 0.611

Misskey active user  Greedy Modularity 0.014  0.165 0.513
Label Propagation ~ 0.229  0.255 0.027

6 Conclusion

In this work, we introduce Fedivertex, a dataset modeling interactions between instances across
several software platforms of the Fediverse. This is the first dataset publicly released to enable
reproducible experiments on graphs from the Fediverse, and it allows the study of more diverse graph
dynamics than existing social network datasets. We hope that these graphs can foster machine learning
research on this topic and contribute to the development of trustworthy decentralized machine learning,
notably on the Fediverse. Among possible applications, this dataset could support the development
of decentralized spam detection, the prediction of new or deleted links, the prevention of instance
shutdowns through early prediction, and many other tasks related to time-evolving graphs.

*https://www.kaggle.com/code/marcdamie/community-detection-on-fedivertex
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The list of contributions in the introduction matches the content of the paper
Guidelines:
* The answer NA means that the abstract and introduction do not include the claims
made in the paper.
* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.
* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.
* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We detail our choice of software for the datasets and of the collected material
for each nodes, in particular with respect to the high privacy requirements in the Fediverse.
We also let some tasks for future work.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: The paper does not contains new theoretical results,
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We release the dataset, the crawler and the code.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The dataset is publicly available on Kaggle. We use as required Croissant and
we provide a Python package to interact with the dataset as well. We also provide Kaggle
notebooks demonstrating the use of our Python package and some of our experiments.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: we provide the code of the experiments and details in appendix.
Guidelines:

» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We report error bars when relevant.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: we detail how the crawling was performed. The examples of computation on
the datasets where performed locally on a regular laptop. Most experiments can be executed
on a generic Kaggle notebook in a few hours.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This work conforms with the Code of Ethics
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses the advantage of having datasets closer to real use-case
for Trustworthy Decentralized Machine Learning. The privacy implications of the datasets
are also discussed.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The choices made when constructing the datasets limit the risk of misuses.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The code from other paper is cited and we respect all the requirements for the
new datasets we produce.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: This is one of the central contributions of the paper.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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802 * We recognize that the procedures for this may vary significantly between institutions

803 and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
804 guidelines for their institution.

805 * For initial submissions, do not include any information that would break anonymity (if
806 applicable), such as the institution conducting the review.

807 16. Declaration of LLM usage

808 Question: Does the paper describe the usage of LLMs if it is an important, original, or
809 non-standard component of the core methods in this research? Note that if the LLM is used
810 only for writing, editing, or formatting purposes and does not impact the core methodology,
811 scientific rigorousness, or originality of the research, declaration is not required.

812 Answer: [NA]

813 Justification: LLM were only used for editing purposes.

814 Guidelines:

815 * The answer NA means that the core method development in this research does not
816 involve LLMs as any important, original, or non-standard components.

817 ¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
818 for what should or should not be described.

20


https://neurips.cc/Conferences/2025/LLM

	Introduction
	Related work
	Fedivertex Dataset
	Fediverse software and graphs
	Fediverse social networks
	Fedivertex package and availability
	Construction via Web crawling
	Ethical concerns

	Dataset analysis
	Dataset properties
	Comparison with existing graph datasets

	Applications
	Decentralized machine learning and statistics
	New links and defederation prediction
	Community detection

	Conclusion

