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Abstract

This paper aims to enhance the empathetic ca-
pabilities of Emotional Support Conversation
(ESC) models. To this end, we propose Em-
path, a novel ESC framework grounded in Bo-
hart and Greenberg’s Empathy Theory (Bohart,
1997), designed to improve Person, Affective,
and Cognitive Empathy. At its core, Empath
features the Group MoELoRA architecture and
Experience RAG. Group MoELoRA personal-
izes support by tailoring character perspectives
and dynamically adjusting support strategies
based on emotional and contextual cues, while
Experience RAG enriches interactions by align-
ing seeker concerns with relevant counselor
experiences for deeper understanding. To train
Empath, we introduce EmpathSupport-52k, a
large-scale, multi-role, multi-strategy psycho-
logical counseling dataset. Extensive experi-
ments demonstrate that Empath surpasses base-
line models in both empathetic engagement and
emotional support effectiveness.

1 Introduction

“It is easier to place oneself in the other’s
cognitive space if one has actually been
there.” — Adam Smith

Mental health is an essential component of over-
all health, directly influencing people’s well-being,
work efficiency, and social adaptability. In the 21st
century, with the acceleration of life pace and the
increase in social pressure, mental health problems
have become even more prominent. According to
the World Mental Health Report released by the
WHO in 2022, approximately 1/8 people globally
suffer from mental disorders (Organization, 2022).
However, due to the high cost of psychological
counseling and the shortage of psychological coun-
selors, the accessibility and availability of mental
health services have been severely restricted. This
severe situation highlights the importance of ap-
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Figure 1: An example of the psychological counseling
process: Building on Bohart and Greenberg’s Empa-
thy Theory, we enhance the model’s empathy across
the Person, Affective, and Cognitive dimensions. The
framework selects the most suitable counseling role
from the role bank, dynamically adapts strategies based
on consultation progress, and retrieves the counselor’s
relevant experiences to foster deeper empathy through-
out the conversation.

plying artificial intelligence (AI) technology in the
field of mental health.

Fortunately, the rapid development of natural lan-
guage processing (NLP) technology has provided
a potential solution to this core issue. In particu-
lar, the fast advancement of large language mod-
els (LLMs), such as GPT-4 (Achiam et al., 2023),
Claude-3.5 (Anthropic, 2024), and Llama3 (Dubey
et al., 2024), has achieved remarkable progress in
dialogue generation, offering seekers a certain level
of comfort and suggestion. However, the response
style of these models is generally inclined toward
that of a neutral assistant, lacking distinctive lan-



guage styles and deep empathy, making it difficult
to meet seekers’ emotional support needs. To ad-
dress this limitation, Liu et al. (Liu et al., 2021) con-
ducted innovative research based on Hill’s Helping
Skills Theory (Hill, 2020) of psychological sup-
port. By fine-tuning emotional datasets annotated
with support strategies, the study endowed dialog
systems with emotional support capabilities.

Nevertheless, previous work has rarely focused
on enhancing the model’s empathetic capabilities
grounded in comprehensive and professional empa-
thy theory, even though empathy is a key factor in
improving the effectiveness of psychological coun-
seling (Watson, 2016; Constantino et al., 2008; Bo-
hart, 1997; Watson and Greenberg, 2011; Sandage
and Worthington Jr, 2010). This limitation makes it
difficult for existing psychological counseling sys-
tems to effectively evoke deep emotional resonance
in those seeking help, diminishing their experience
and the overall support effectiveness.

To address these challenges, we propose Em-
path, an emotional support framework grounded
in Bohart and Greenberg’s (B&G) Empathy The-
ory (Bohart, 1997), which defines empathy across
three dimensions: Person Empathy (understanding
seeker’s background), Affective Empathy (adapt-
ing to seeker’s emotional changes), and Cognitive
Empathy (comprehending seeker’s thoughts and
experiences). The full definition is provided in
Appendix A. As shown in Figure 1, Empath en-
hances psychological counseling by (1) tailoring
character perspectives for personalized support, (2)
dynamically adjusting support strategies based on
emotional and contextual cues, and (3) aligning the
seeker’s concerns with relevant counselor experi-
ences to foster deeper understanding. Empath’s
core comprises the Group MoELoRA architecture
and Experience RAG. Group MoELoRA employs
decoupled Mixture-of-Experts (MoE) to fine-tune
role-specific and strategy-driven responses inde-
pendently, ensuring not only controllability of each
content but also seamless integration of the two
during dialogue generation. Empath selects the op-
timal counseling role from a predefined library, pre-
dicts adaptive support strategies to drive the Group
MOoE, and incorporates experiential input via Expe-
rience RAG to enhance empathetic engagement.

To train Empath, we propose a three-stage
prompt-based data derivation method leverag-
ing GPT-40! for language style transfer and ex-
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Criteria Statistics
# Datasets Length 52,782
# Turns per dialogue 8.68

# Characters per dialogue 1,201.52
# Characters per seeker text 30.43

# Characters per counselor text 93.05

Table 1: Statistics of EmpathSupport-52K dataset.

perience modeling on the PsyQA dataset (Sun
et al., 2021), resulting in EmpathSupport-52k(ES-
52k)—a large-scale, multi-role, multi-strategy psy-
chological counseling dataset with explicit charac-
ter experiences, that advances research on empa-
thetic Al systems.

In summary, our contributions are mainly sum-
marized as follows:

* A Principled Solution Rooted in Classic The-
ory: We introduce Empath, a novel emotional
support framework inspired by B&G Empa-
thy Theory, effectively enhancing traditional
methods in Person Empathy, Affective Empa-
thy, and Cognitive Empathy.

* A Novel Network Design: Group MoELoRA
enables the decoupling of character styles and
support strategies, allowing for independent
control while naturally integrating both to gen-
erate empathy dialogues. Additionally, Ex-
perience RAG enriches conversations by in-
corporating role-specific experiences, further
strengthening the model’s empathetic capabil-
ities.

* A New Large-Scale Dataset: We construct
EmpathSupport-52k, a multi-role, multi-
strategy psychological counseling dataset that
significantly advances research on empathetic
Al systems.

* State-of-the-Art Performance: Empath
achieves substantial improvements across
multiple evaluation metrics, including auto-
matic, model-based, and human assessments.
It demonstrates superior Role-based empa-
thetic capabilities and enhances the diversity
and effectiveness of emotional support, as
detailed in our experimental results.

2 EmpathSupport-52K Dataset

In this section, we present our three-stage prompt-
ing process for dataset construction, as shown in
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Figure 2: Distribution of counseling topics.

Figures 10, 11, and 12, detailed in Appendix C.1.
The GPT-40 model transforms the existing psycho-
logical counseling dataset into ES-52k, incorporat-
ing role-specific talking styles and life experiences.
The original text and generated results are shown in
Figures 13, 14, 15, and 16 in the Appendix. Further
dataset details are provided in Appendix C.

2.1 Data Source

We selected the PsyQA (Sun et al., 2021) dataset
as the original source. PsyQA is a high-quality
Chinese psychological counseling dataset from the
YiXinLi platform?, covering nine major topics with
22,000 questions and 56, 000 responses. We pro-
portionally sampled 14, 000 single-turn QA pairs
from these topics as the raw data.

2.2 Data Process

To enhance empathy capabilities, we propose a
three-stage prompting dataset derivation method,
which further optimizes the PsyQA dataset.

Converting Single-Turn to Multi-Turn. Single-
turn QA pairs in vanilla PsyQA do not fully capture
the interactive nature of psychological counseling
dialogues. To address this, we adapted methods
like Smile (Qiu et al., 2023) and designed a first-
stage prompt that guided GPT-40 to convert single-
turn dialogues into approximately 10-turn multi-
turn counseling exchanges.

Incorporating Role Experiences. We collected
role-specific experiences from TV scripts and used
GPT-4o to transform them into first-person nar-
ratives. These role experiences were integrated
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into the second-stage prompt, ensuring they were
applied only within specific strategies (e.g., self-
disclosure, affirmation, reassurance).

Assigning Role-Specific Styles and Personalities.
We created a role bank containing profiles, speak-
ing styles, and background information for each
role. A style rewriting guidebook was included in
the third-stage prompt, directing GPT-40 to imbue
the supporter with a unique personality and speak-
ing style that aligned with the role’s characteristics.

2.3 Data Filtering

To ensure the quality of the derived dataset, we
applied rigorous screening to the 126, 000 entries
in the ES-52k. First, we conducted format checks
to confirm adherence to the one-on-one counseling
dialogue structure, and filtered responses to align
with the eight predefined support strategies. Next,
we screened dialogues based on length, retaining
only those with 8-10 turns. Finally, using the data-
juicer tool (Chen et al., 2024), we excluded samples
with perplexity (PPL) above 1, 500. After filtering,
we obtained 52, 782 high-quality entries in ES-52k.

Table 1 and Appendix C.3 present the statistics
for ES-52k, with an average of 8.68 turns per con-
versation. Figure 2 shows the distribution of topics
within ES-52k.

3 Preliminary: MoELoRA

MoELoRA combines the Mixture-of-Experts
(MoE) architecture with Low-Rank Adaptation
(LoRA) to improve efficiency and resource utiliza-
tion. As illustrated in Figure 3(c), it utilizes MoE’s
routing mechanism to dynamically select experts,
while employing LoRA to update parameters.

In MoE, the input z is routed to N most suit-
able experts { E'1, Es, ..., En}, where each expert
processes a portion of the input, and the results are
combined. The output o of the forward propagation
process in MoE is expressed as:

N

OZZG(.%i) - Ei(x), (1)

where G(z;) denotes the activation degree of the -
th expert, and F;(z) is the output of the i-th expert.

LoRA reduces the number of parameters to be
trained by introducing two low-rank matrices, A
and B, which replace the update of the original pa-
rameter matrix in LLMs. The forward propagation
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Figure 3: The Different Architectures for (a) MoE, (b) LoRA, (c) MoELoRA and (d) Group MoELoRA.

during fine-tuning in LoRA is expressed as:
o=Wyr+ AWz = Wyx + e BAz, (2)
T

where W), is the pre-trained weight matrix, AW is
replaced by the low-rank matrices A and B, and
« is a hyperparameter adjusting the impact of the
low-rank matrices.

By combining MoE and LoRA, MoELoRA re-
duces computational and storage overhead while
expanding model scale. The forward propagation
process in MOELoRA for IV experts is represented
as:

N
o= Wyr+AWzx = Woac—i—g Zwi-BiAi:U, 3)
[

where w; denotes the weight of the i-th expert. This
combination reduces parameter count and compu-
tational complexity, improving the efficiency of
large-scale model training and inference.

4 Empath Framework

This section introduces the Empath framework, il-
lustrated in Figure 4, which is grounded in B&G’s
Empathy Theory. It encompasses role matching,
strategy prediction, and experience-driven empa-
thy. Section 4.1 introduces the Group MoELoRA
dynamic routing architecture, which refines role
features and strategy weights through a grouped
gating mechanism, addressing both the person and
affective dimensions. Section 4.2 introduces the
Role-based Experience RAG, designed to en-
hance experience-based empathy with a focus on
the cognitive dimension. Section 4.3 discusses
the advantages of Group MoELoRA compared to
MoELoRA and LoRA. Please refer to Appendix B
for more details on role alignment and strategy
forecasting utilizing BERT.

4.1 Group MoELoRA

One of the key challenges in designing a multi-
role psychological counseling system is matching
the optimal counselor to the help-seeker based on
their emotional needs and the nature of their issues,
while dynamically adjusting response strategies
according to the interaction context. To address
this, we propose a solution based on the Group
MOoELoRA architecture, which integrates multiple
roles and response strategies into a single model
through two sets of MoELoRA structures. This
approach aims to enable seamless role switching
and predict the most appropriate response strategy
for each role, thereby delivering efficient and per-
sonalized emotional support.

As illustrated in Figure 4, the Group MoELoRA
architecture enhances the traditional MoELoRA
approach by decoupling the N counselor roles and
M support strategies, processing these two types
of information independently. The system employs
two distinct MOELoRA modules: one dedicated
to selecting the appropriate counseling role and
the other for choosing the corresponding response
strategy. Specifically, the input role and strategy
embedding vectors are passed through two separate
gating networks to activate the relevant counseling
roles and support strategies. Each role and strategy
is associated with an independent expert sub-model,
and these modules are dynamically integrated to
produce the final output.

Group Gating. In contrast to the vanilla
MOoELOoRA that assigns expert weights based on the
input z, Group MoELoRA utilizes role profiles and
strategy definitions as inputs to the gating network
to determine the expert weights in each group. This
design draws inspiration from as well as extends
the Neeko (Yu et al., 2024) model, which dynami-
cally calculates the contribution of each expert.
Specifically, let N represent the number of role
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profiles and M the number of strategy descriptions,
each encoded by two global embedding matrices:
Erole € RV*? and Egpyeqy € RM*9, where d
denotes the embedding dimension. Each row of
these matrices corresponds to a distinct embedding.
Thus, the embeddings for the ¢-th role and the j-th
strategy are expressed as:

€role = Erole [Zv ] role € R

d
6strategy € R%

; | (4)
Cstrategy — strategy[ 7:]

Next, we apply linear transformations to the role
and strategy embeddings using weight matrices
Wrole_gate € RVxd and Wstrategy_gate € RMxd o
compute each expert’s contribution weight for role
r; and strategy s;:

7
w; = SOftmaX(VVrole_gate : erole)

. 5

wj = SOftmaX(Wsﬂﬁtegy_gﬂte ’ egtrategy)- ©
Role-Strategy Group Activation. In this section,
we describe the independent activation of counsel-
ing roles and response strategies using two separate
MoELoRA groups. Consider N counseling roles
and M support strategies. Each role and strategy is
trained and updated using the LoRA structure. For
each role or strategy, the input embedding vector e,
passes through its respective gating network G (z)
to generate the activation weight G (z) for the
k-th expert.

The output o, (x) for each role or strategy is:

N/M
ou(x) =Wox + Y Gu()i - Ex(x)

k=1
N/M (6)

[0
= Wox + ; ; wyk - BrAgx,

where w,, denotes the weight assigned to each role
or strategy for the k-expert, and Ay and By are
the low-rank matrices. Here, * is a placeholder for
either role or strategy, depending on the group.
This approach independently activates the most
relevant role and strategy based on the input, ensur-
ing optimal emotional support for the help-seeker.

4.2 Role-based Experience RAG

This section introduces our Role-based Experience
RAG method to improve the model’s cognitive em-
pathy, as illustrated in Figure 5. To bridge the cog-
nitive gap between the seeker and the consultant,
we use experience as a link for alignment.

First, we collect the plot from scripts or movies
related to each character’s role. For the ¢-th role,
its experience F; is transformed into an emotional
embedding vector v;, the detailed content of the
prompt and emotional dimensions are provided in
Figure 9 in the Appendix. Then, the emotional vec-
tors of all roles and their experiences are combined
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into a vector database V, represented by:
V:{(’Ul,Pl),(UQ,PQ),...,(Ut,Pt)}- (7)

During inference, given the j-th seeker’s back-
ground X, we compute its emotional vector v;
and calculate the cosine similarity between v; and
each of the selected role’s emotional vector v; in
vector database V' to find the best match:
vj -V
sl
The role experience with the highest similarity is
chosen and added as the model’s context prompt.

®)

similarity (vj, v;) =

4.3 Discussion

The Group MoELoRA architecture extends the
MoELoRA framework by decoupling the activa-
tion of roles and strategies, allowing multiple roles
and strategies to be embedded simultaneously with-
out the need for individual training of each. This
significantly reduces computational costs and im-
proves efficiency, as it eliminates the need to train
separate models for each role and strategy. Further-
more, by utilizing gating networks and low-rank
matrices, the architecture can dynamically switch
between roles and strategies, offering more precise
and context-aware emotional support. This flex-
ibility also makes it easier to scale the model by
adding new roles and strategies, ensuring it can
be tailored to diverse emotional support scenarios
while maintaining high performance.

5 Experiments

5.1 Baseline

To evaluate the performance of the proposed Em-
path framework, we performed comparative exper-
iments with three types of models: closed-source,
open-source and domain-specific:

* Closed-source models: ChatGPT (OpenAl,
2022), GPT-4 (Achiam et al., 2023).

* Open-source models: Qwen2.5-7B-
Instruct (Team, 2024b), InternLM?2.5-7B-
Chat (Cai et al.,, 2024), Llama3.1-8B-
Instruct (Touvron et al., 2023), Llama3.1-
8B-Chinese-Chat (Wang et al., 2024),
ChatGLM4-9B-Chat (GLM et al., 2024).

* Domain-specific models: Smile (Qiu
et al.,, 2023), Soulchat (Chen et al.,
2023), SoulChat2.0 (Xie et al., 2024),

CPsyCounX (Zhang et al., 2024), ChatCoun-
selor (Liu et al., 2023), EmoLLM V3.0 (Team,
2024a).

5.2 Implementation Details

We randomly selected 50k samples from ES-52k
for training, 2k for test, and 200 from the test
set for human evaluation. We utilize the GPT-
40-2024-11-20 model! to construct the dataset
and emotion-experience pairs in the Role-based
Experience DataBase. For training Empath, the
Llama3.1-8B-Chinese-Chat model is selected as
the base model, trained on a single 80GB A800
GPU. Specific hyperparameter settings are detailed
in Table 5 in the Appendix E.

5.3 Evaluation Metrics

To comprehensively evaluate the model’s response
performance, we assess our model from three per-
spectives: automatic metrics, LLM evaluation, and
human evaluation. The evaluation details are pro-
vided in Appendix F.

Automatic Evaluation: We used five automatic
evaluation metrics to quantify the model’s per-
formance, including: Distinct-1 (Li et al., 2015),
BLEU-1, BLEU-4 (Papineni et al., 2002), F1-
Score, and Rouge-L (Lin, 2004).

LLM Evaluation: To more accurately evalu-
ate the model’s outputs, we referred to evaluation
metrics proposed in related works (Chen et al.,
2023; Zhang et al., 2024; Zhao et al., 2024) and
added some new metrics based on our task require-
ments. This resulted in six evaluation metrics:
Fluency (Flu.,3 points), Role Alignment (RoA., 5
points), Skillfulness(Ski., 5 points), Empathy (Emp.,
5 points), Helpfulness (Hel., 3 points), and Safety
(Saf., 1 point). The evaluation was conducted using
GPT-40-mini-2024-07-18 model'. The definitions,
scoring criteria, and evaluation prompts for each
metric are provided in Table 6 in the Appendix F.



‘ Automatic Evaluation. LLM Evaluation.
Models
| D1 Bl B4 RL | Fluu RoA. Ski. Emp. Hel. Saf.
Cloesd-source Models
ChatGPT 3979 19.05 2.11 2486 16.61 | 2.05 372 327 352 209 1.00
GPT-4 3419 1732 188 1894 1352 | 2.09 3.67 322 351 212 1.00
Open-source Models
Qwen2.5-7B-Instruct 40.60 18.03 2.00 23.14 13.66 | 205 3.68 320 341 2.15 1.00
InternLM2.5-7B-Chat 3999 17.64 199 22.67 1340 | 2.07 3.73 323 342 220 1.00
Llama3.1-8B-Instruct 57.68 1455 1.63 1896 12.11 | 1.95 3.31 312 327 214 1.00
Llama3.1-8B-Chinese-Chat | 41.39 18.54 2.18 2334 14.19 | 203 3.62 3.18 343 217 1.00
ChatGLM4-9B-Chat 38.78 1837 2.15 2342 14.08 | 2.04 3.66 3.16 340 225 1.00
Domain-specific Models

MeChat 47.66 23.68 3.16 2697 17.00 | 2.08 370 330 3.73 216 1.00
SoulChat 4135 2132 245 2458 1539 | 205 374 329 361 218 1.00
SoulChat2.0 51.09 22,16 322 2689 1698 | 211 3.77 323 368 211 1.00
CPsyCounX 3895 22,19 296 2670 1644 | 1.96 3.68 324 3.66 2.09 1.00
ChatCounselor 46.12 19.57 195 2256 1407 | 1.84 324 306 330 197 1.00
EmoLLM-V3.0 5371 1932 2.61 2416 1557 | 2.02 3.66 324 3.66 2.12 1.00
Empath 46.82 25.55 4.09 30.08 19.06 | 2.11 382 334 381 223 1.00

Table 2: Results of automatic and LLM evaluation. The best score is in-bold, while the second best score is
underlined. The green numbers show the model comparison based on the Empathy metric.

Human Evaluation: Human evaluation serves
as a fine-grained supplement to the automated eval-
uation. We used a Win/Loss table to compare the
best-performing baseline model with our proposed
Empath. The implementation details are provided
in the Appendix F.3.

5.4 Experimental Results

Comparison Study. The comparison results are
summarized in Table 2, with the corresponding
radar chart presented in Figure 8 in the Appendix.
In the Automatic Evaluation, Empath significantly
outperforms the Baselines across several metrics.
In the LLM Evaluation, our Empath exceeds the
Baselines under both Skillfulness and Empathy
metrics, highlighting its superior performance in
psychological counseling conversations. Further-
more, we complement these findings with a Human
Evaluation, where 18 volunteers assessed the text
generation quality of the top-performing Baseline
model, Mechat, and our Empath model. The eval-
uation results presented in Figure 6 demonstrate
that our model outperforms in terms of empathy
capabilities.

®\Win®Tie © Loss

Fluency 32.5% 38.5% 29%

Role

Alignment 43% 26.5% 30.5%

Skillfulness 31.5% 39% 29.5%

Empathy 455% 16% 325%

Helpfulness 36.5% 29% 34.5%

100

Figure 6: The Win/Loss comparison of Empath against
, evaluated by human assessors.

5.5 Ablation Study

As discussed in the Empath framework(§4), we de-
signed three key components: Role_Match, Strat-
egy_Predict, and Role-based Experience RAG, to
enhance the model’s empathy capabilities. To val-
idate the contributions of these components, we
conducted ablation studies by removing the role
and strategy components, with roles and strategies
selected according to their proportion for compar-
ison. The results shown in Figure 7 indicate that
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Figure 7: The comparison between Empath and Empath
w/o Role_Predict, Empath w/o Strategy_Predict, and
Empath w/o Role-based Experience RAG.

removing any component causes a significant drop
in the Empathy metric. Notably, the absence of
an appropriate consultation response strategy prior
to text generation leads to a considerable decline
across all metrics.

5.6 Case Study

In this section, we present a case analysis com-
paring the Empath model with baseline models.
As shown in Figures 19 and 20 in the Appendix,
base models like Qwen2.5-7B-Instruct lack suffi-
cient skillfulness and empathy in counseling dia-
logues. In contrast, domain-specific models such as
EmoLLM-V3.0, shown in Figures 21 and 22 in the
Appendix, exhibit some level of empathy but strug-
gle to manage the entire counseling process due to
the absence of professional psychological theory
support. However, as demonstrated in Figure 23 in
the Appendix, our Empath model not only shows
strong empathy but also effectively manages the
full counseling process.

6 Related Work

6.1 Emotional Support Conversation Models

As large language models (LLMs) improve, their
applications in psychological counseling have
grown rapidly. Current research focuses on two
main areas: 1. Generating and optimizing psy-
chological counseling datasets (Liu et al., 2021;
Sun et al., 2021; Qiu et al., 2023; Chen et al., 2023;

Zhang et al., 2024), which involves collecting Q&A
data or using LLMs to create high-quality simu-
lated datasets for model training; 2. Selecting and
optimizing counseling strategies (Kang et al., 2024;
Tu et al., 2022; Cai et al., 2023; Cheng et al., 2022;
Jia et al., 2023), which involves studying counselor
dialogue patterns and emotional support strategies,
as well as developing automated methods for strat-
egy selection.

6.2 Retrieval Augmented Generation

Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020) is a technique that enhances the perfor-
mance of LLMs by integrating external knowledge
bases. It consists of three main steps: indexing, re-
trieval, and generation. RAG improves the authen-
ticity and usefulness of LLM outputs by retrieving
relevant information from a knowledge base and
using it as context. This technique is widely ap-
plied in fields such as medicine, business, and law,
and has shown significant success in dialogue sys-
tems (Xiong et al., 2024; Huang et al., 2024; Louis
et al., 2024), demonstrating strong practical value.

6.3 Mixture of Experts

Mixture of Experts (MoE) uses a "routing mecha-
nism" to allocate input data to multiple sub-models
(experts) for efficient computation, with a gating
network selecting the best expert for training and
inference. Recent studies (Liu et al., 2024; Luo
et al., 2024) have combined MoE with multi-task
learning to improve task collaboration. Some stud-
ies (Shen et al., 2023; Dou et al., 2024) also in-
tegrate Low-Rank Adaptation (LoRA) into MoE,
replacing expert sub-models with LoRA modules
to speed up training and improve resource utiliza-
tion, yielding promising results.

7 Conclusion

In this paper, we propose the Empath framework,
based on B&G’s Empathy Theory, to enhance em-
pathy across the Person, Affective, and Cogni-
tive dimensions. To strengthen Person and Affec-
tive empathy, we introduce the EmpathSupport-
52k, which includes diverse roles and strategies,
integrated into a single model using the Group
MOoELoRA architecture. For Cognitive empa-
thy, we present the Role-based Experience RAG
method to bridge the cognitive gap between the
seeker and the counselor. Extensive experiments
demonstrate the model’s potential in the emotional
support domain.



Limitations

Our model relies on an external BERT model for
pre-matching and predicting roles and strategies,
with the predicted results then fed into the ESC
model’s gating network to activate specific roles
and strategies for completing emotional support di-
alogues. This process somewhat limits the model’s
practicality in real-world scenarios. Future research
could focus on integrating role matching and strat-
egy prediction directly within the ESC model, sig-
nificantly enhancing its usability and flexibility.

Ethical Considerations

Data Usage Agreement

This research utilizes the PsyQA (Sun et al., 2021)
dataset, which has been obtained with proper autho-
rization and in compliance with data usage agree-
ments. We ensure that all data used in this study are
handled responsibly and in accordance with ethical
standards, respecting the privacy and confidential-
ity of individuals involved. All necessary agree-
ments and permissions for the use of this dataset
have been signed, ensuring full compliance with
data protection regulations.

Model Usage Policy

It is important to note that there are significant dif-
ferences between the strategies and modes used by
the model for psychological support and those em-
ployed in real-life psychological counseling. Given
the variance in user situations, the model’s outputs
may not always align with professional therapeutic
guidance and may inadvertently affect the emo-
tional well-being of users. Therefore, the model
should be strictly used for academic research pur-
poses only, and its commercial use is prohibited.
Caution must be exercised in applying the model
outside controlled environments, and its use for
actual therapeutic practices is not recommended
without professional oversight.
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A Bohart and Greenberg’s Empathy
Theory

Bohart and Greenberg (Bohart, 1997) differentiated
among three types of empathy: person, affective,
and cognitive.

1. Person empathy: Person empathy is an un-
derstanding of the whole person in situ. It re-
quires an understanding of what clients have
experienced, including their histories and life
stories, to acquire a holistic understanding of
who they are and how they developed.

Affective empathy: refers to being attuned to
the affective experience of others as revealed
by their body language and narratives to un-
derstand clearly the impact and significance
of events for them.

Cognitive empathy: Cognitive empathy is
the capacity to understand and make sense of
clients’ narratives.

B Role Matching and Strategy Prediction

This section discusses role matching and strat-
egy prediction methods based on B&G’s Em-
pathy Theory to improve the model’s Person
and Affective empathy. we employ a Chinese
RoBERTa-large (Cui et al., 2020) model®. We
randomly sample 10k data from the Empath-52k
dataset, with an 8:1:1 train-validation-test split.
For both models, we set the following parame-
ters: Epoch = 4, learningrate = le™®, and
batchsize = 16.

Role Matching. As shown in Figure 4(A), we
preprocess the dataset by concatenating the ques-
tion (Q;), the detailed description (D);), and the
topic keywords (K;) of the ¢-th seeker to form the
seeker’s background information X;. Specifically,
we represent this as:

X; = [[Ques]Q;; [Desc]D;; [KeyslK;]  (9)

where the semicolon (;) denotes text concatenation.
Then, based on each role’s relevant experience and
personality traits, we manually assign the most
suitable golden role R; for this background infor-
mation. During training, we use the golden role R;
as the label to train the BERT model. This allows
the model to predict the role Y}eq during inference
based on the seeker’s background information X;.

3https://huggingface.co/hfl/
chinese-roberta-wwm-ext-large
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Task Categories Prec. Recall F1
Sun Wukong 91.44 9249 91.96
Hanamichi Sakuragi  99.81  99.82  99.81

o Juliet 9737 96.74 97.06

g Doraemon 9348 96.84 95.13

§ Conan Edogawa 93.05 94.69 93.86

g Big Big Wolf 83.77 81.88 82.81

) Naruto Uzumaki 9832 9743 97.87

§ Xiao Longnii 100.00 99.71  99.85
Harry Potter 87.77 77.08 82.08
Weighted avg. 93.89 9392 93.88
Question 87.55 83.01 85.22

= Resta. or Parap. 84.38 79.48 81.86

£ Reflection. 7775 7571 76.71

= Self-disclosure 4595 5078 48.25

E Affir. & Reass. 7541 7922 77.27

& Suggestions. 7824  79.65 78.94

% Information 63.45 6398 63.71

% Others 2636 1447 18.68
Weighted avg. 75.73 7544 7554

Table 3: The results of role matching and strategy pre-
diction for each role and strategy.

Strategy Prediction. As shown in Figure 4(B),
after determining the consulting role, we concate-
nate the j-th seeker’s background information and
the context of the consulting dialogue (C}) to form
new input information Z;, represented as:

Z;j = [[Ques]Q;; [Desc]D;; [Keys]K; [Cont]C}]

(10)
Then, manually, the most suitable golden consult-
ing strategy S; is assigned to the consultant. Dur-
ing training, we use the golden strategy S; as the
label to train the other BERT model. This allows
the model to predict the strategy Spreq during infer-
ence based on the seeker’s background and context
information Z;.

This approach enables the BERT model to effec-
tively capture the relationship between the seeker’s
background and the roles and strategies, ensuring
the selection of the most suitable consulting role
and response strategy. The experimental results on
the test set are shown in Table 3.

C Dataset Details

C.1 Prompts for Data Construction

Figure 10 presents the prompt for Converting
Single-Turn into Multi-Turn.

Figure 11 presents the prompt for Inserting Role
Experiences.

Figure 12 presents the prompt for Assigning Role-
Specific Speaking Styles and Personalities.


https://huggingface.co/hfl/chinese-roberta-wwm-ext-large
https://huggingface.co/hfl/chinese-roberta-wwm-ext-large

C.2 Data Examples

Figure 13 shows an original example from the
PsyQA dataset (Sun et al., 2021), including the
Question Description, Keywords, and Answer Text.
Figure 14 demonstrates the use of Prompt 10 to
transform Single-Turn QA from PsyQA into Multi-
Turn Dialogues, with automatic insertion of support
measurement annotations based on Hill’s Helping
Skill Theory(Hill, 2020).

Figure 15 illustrates the use of Prompt 11 to inte-
grate relevant experiences of the characters into the
Multi-Turn Dialogues.

Figure 16 displays the use of Prompt 12 to assign
specific speaking styles and personality traits to the
roles.

C.3 Dataset Statistics

Table 4 describes in detail the proportion of each
role data and the annotated proportion of each re-
sponse strategy in ES-52k.

Categories Number Proportion
Sun Wukong 11,006 20.9%
Hanamichi Sakuragi 6673 12.6%
» Juliet 6,910 13.1%
% Doraemon 6,711 12.7%
f Conan Edogawa 4,706 8.9%
< Big Big Wolf 6,404 12.1%
£ Naruto Uzumaki 5,094 9.7%
8 Xiao Longnii 3,176 6.0%
Harry Potter 2,102 4.0%
Overall 52,782 100.0%
Question 60,796 13.27%
« Resta. or Parap. 63,591 13.88%
‘5 Reflection. 91,263 19.92%
% Self-disclosure 33,124 7.23%
& Affir. & Reass. 98,960  21.60%
£ Suggestions. 70,875 15.47%
& Information 36,927 8.06%
& Others 2,520 0.55%
Overall 458,056 100.00%
Table 4: Statistics of counselor roles and support strate-

gies.

D Definitions

D.1 Definitions of Counseling Stages

Liu et al. (Liu et al., 2021) developed a three-

stage counseling framework based on Hill’s Help-
ing Skills Theory (Hill, 2020).

1. Exploration: Explore to identify the help-
seeker’s problem.
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2. Comforting: Comfort the help-seeker by ex-
pressing empathy and understanding.

3. Action: Assist the help-seeker in solving their
problems.

Although most cases in our dataset follow the
counseling sequence of (1) Exploration — (2) Com-
forting — (3) Action, some cases are adjusted
based on the help-seeker’s specific situation.

D.2 Definitions of Strategies

The strategies and its definitions in this study align
with Liu et al.(Liu et al., 2021) and follow Hill’s
Helping Skills Theory(Hill, 2020).

* Question: Asking for information related to
the problem to help the help-seeker articulate
the issues they face. Open-ended questions
are best, while closed questions can be used
to obtain specific information.

Restatement or Paraphrasing: A simple,
more concise rephrasing of the help-seeker’s
statements that could help them see their situ-
ation more clearly.

Reflection of Feelings: Articulate and de-
scribe the help-seeker’s feelings.

Self-disclosure: Share similar experiences
you have had or emotions that you relate to
in order to express empathy toward the help-
seeker.

Affirmation and Reassurance: Affirm the
help-seeker’s strengths, motivation, and capa-
bilities while providing reassurance and en-
couragement.

Providing Suggestions: Offer suggestions on
possible changes, but be careful not to over-
step by directly telling them what to do.

Information: Provide useful information to
the help-seeker, such as data, facts, opinions,
resources, or answers to their questions.

Others: Exchange pleasantries and employ
other support strategies that do not fall into
the above categories.



D.3 Definitions of Roles

Based on the nine key psychological counseling
topics2 in the ES-52k, we selected an optimal role
for each topic to imbue Empath with unique char-
acter traits and speaking styles, aiming to match
the personality of the help-seeker.

* Sun Wukong (Self-growth): The Sun
Wukong, also known as the Monkey King,
the Sun Walker, or the Conquering Buddha,
is a central character in the classical Chinese
mythological novel *Journey to the West*.

Hanamichi Sakuragi (Emeotion): Hanamichi
Sakuragi is one of the main characters in the
Japanese manga *Slam Dunk*, known for his
athleticism and brash personality.

Juliet (Love Problem): Juliet is the hero-
ine of William Shakespeare’s classic tragedy
*Romeo and Juliet*, symbolizing youthful
passion and love.

Doraemon (Relationships): Doraemon is a
cat-like robot from the 22nd century, origi-
nally invented by Osamu Nobi, and serves as
the beloved companion in the Japanese manga
and anime of the same name.

Conan Edogawa (Behavior): Conan Edo-
gawa, the main character of the Japanese
manga *Detective Conan*, is the teenage de-
tective Shinichi Kudo in disguise, solving
mysteries while trying to return to his orig-
inal form.

Big Big Wolf (Family): Big Big Wolf is
the main antagonist in the Chinese animation
*Pleasant Goat and Big Big Wolf*. He leads a
wolf pack and serves as the "villain" character
of the series.

Naruto Uzumaki (Treatment): Naruto Uzu-
maki is the main character in the Japanese
manga *Naruto*, known for his resilience and
determination to become the leader of his vil-
lage, the Hokage.

Xiao Longnii (Marriage): Xiao Longnii is
the heroine of Jin Yong’s novel *The Return
of the Condor Heroes*, a skilled martial artist
and one of Jin Yong’s most beloved female
characters.
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* Harry Potter (Career): Harry Potter is the
protagonist of J.K. Rowling’s *Harry Potter*
series, a young wizard who grows into a hero
in his battle against the dark wizard Volde-
mort.

E Implementation Details

We randomly selected 50k samples from
EmpathSupport-52k for training and 2k samples
for testing, with 200 samples from the test set used
for human evaluation. We employ Llama3.1-8B-
Chinese-Chat as the baseline model and utilize
the Hugging Face Peft library* to implement
Group MoELoRA, enabling efficient grouping
and embedding of roles and strategies. During
training, we set the number of Epoch to 1, the
mazx source length to 4096, the max target
length to 256, and 5 to 0.4. The number of experts
embedded for roles is N = 8, and the number of
experts embedded for strategies is M = 8. For
inference, we configure the T'emperature = 0.95
and T'op-p = 0.7. Further hyperparameter settings
are detailed in Table 5.

Parameter Value
Optimizer AdamW
Learning Rate le™®
Epochs 1
Seed 42
Training LoRA Rank 32
LoRA Dropout 0.1
LoRA « 32
Num of Experts 16
Temperature 0.7
Inference Top-p 0.95
Max Token Length 256

Table 5: Hyperparameter Settings for Training and In-
ference

F Details of Evaluation

F.1 LLM Evaluation Criteria

Tabel 6 presents the descriptions, criterion, and
score of the LLM Evaluation metrics, which in-
clude Fluency, Role Alignment, Skillfulness, Em-
pathy, Helpfulness, and Safety. These metrics are
assigned the following weights: 3 for Fluency, 5 for
Role Alignment, 5 for Skillfulness, 5 for Empathy,

*https://github.com/huggingface/peft


https://github.com/huggingface/peft

3 for Helpfulness, and 1 for Safety. Fluency, Skill-
fulness, and Empathy are based on the framework
from ESC-Eval (Zhao et al., 2024), while Safety
follows the guidelines in Zhang et al. (Zhang et al.,
2024). Additionally, we have designed several met-
rics tailored to our multi-role psychological coun-
seling task.

F.2 Prompt for LLM Evaluation

Figure 17 presents the prompt for LLM evaluation.
Specifically, we define the role of the LLM judge,
along with the evaluation criteria. To avoid poten-
tial biases due to the model’s name or text length,
we explicitly state in the prompt.

F.3 Human Evaluation

To conduct a more fine-grained comparison be-
tween the best-performing MeChat model in LLM
evaluation and our Empath model in terms of text
quality and effectiveness, we employed 18 volun-
teers to assess 200 samples. Each evaluator was
compensated 3 RMB per sample, approximately
equivalent to 0.41 USD. Figure 18 illustrates the
model evaluation interface we designed.
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(a)Automatic and (b)LLM Evaluation metrics.

Promp for Text Sentiment Embedding

Chinese English
RE—MERDITKIT, REEGB(FMOPEX AR | You are a master of emotion analysis, and you can carefully discern the
BENBERTE. emotional state of the help-seeker in the text.
BgEANKREIFEHLGMEREL, BF joy, Let's assume that each help seeker has eight basic emotions, including joy,
acceptance, fear, surprise, sadness, disgust, anger, acceptance, fear, surprise, sadness, disgust, anger, and anticipation.

and anticipation , DT RBIBEEXS/MEEEE The score of the help seekers in these eight emotional dimensions was
BB, HIEALY, Z5AH10%0, B9 =3k | analyzed. The lowest score was 1 and the highest score was 10. The higher
BEE X/ MEEAEE FRILHIRT, the score was, the stronger the expression of the help seekers in this
RUFDMRIEXNBEESS BTRSM9E, H | emotional dimension was.

THAHEENSEESIRE, THEREAER. O Highlight the two most relevant emotion scores, assign high scores, other
KENEESNEEEE LRI, AHFTHIEHFNE | unrelated emotions score low, and evaluate as accurately as possible.

4, w&E json MR BmEER, TR Analyze the help seekers' performance in 8 emotional dimensions, give the
[{{"analysis": <REASON>, "dim": “joy", "score™: reasons and scores, and finally output the results in the form of json, as
<SCORE>}},{{"analysis": <REASON>, "dim": shown below:

"acceptance”, "score"; <SCORE>}},{{"analysis": [

<REASON>, "dim™: "fear", "score": {{"analysis": <REASON>, "dim": “joy", "score": <SCORE>}},
<SCORE>}}{{"analysis": <REASON>, "dim": {{"analysis": <KREASON>, "dim": "acceptance", "score": <SCORE>}},
"surprise”, "score": <SCORE>}},{{"analysis": {{"analysis": <REASON>, "dim": “fear", "score": <SCORE>}},
<REASON>, "dim": "sadness", “score": {{"analysis": <REASON>, "dim": "surprise", "score": <SCORE>}},
<SCORE>}}{{"analysis": <REASON>, "dim": {{"analysis": <REASON>, "dim": "sadness", "score": <SCORE>}},
"disgust”, "score": <SCORE>}},{{"analysis": {{"analysis": <REASON>, "dim": "disgust”, "score": <SCORE>}},
<REASON>, "dim": "anger", "score": {{"analysis": <REASON>, "dim": "anger", "score": <SCORE>}},
<SCORE>}},{{"analysis": <REASON>, "dim": {{"analysis": <REASON>, "dim": “anticipation”, "score": <SCORE>}}
"anticipation"”, "score": <SCORE>}}] ]

R EZE ARE—DERE python FIR MYRIEFREE | Your answer must be a valid python list to ensure that | can parse it directly
% EE{EF python BATE, REBLZRIAZR! 15 | in python, without any superfluous content! Give results that are as accurate
LHRUEERN. FEAZHBRAERHNER, as possible and that match most people's intuitions.

Figure 9: Prompt for Text Sentiment Embedding in Experience RAG. Red Text represents the 8 embedding
dimensions of text sentiment.
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Converting Single-Turn into Multi-Turn

Chinese

English

# Role
RE—AUOEE At —ANEREE, BKE
BRNIAES AR XS ENIE.

## Task

RES 2 E T [Workflows]F[Constraints], 378 &5k
MENIIFENZRKINE, BEESER
{language}.

## Workflows
1 EEMNENERERSOESEN=/E:

-BYERL: REMER, SISKEFZRFREEM, X
FBHETL T BIRE.

-BhER2: REMER, XFEBIER, =R,
HERBET X, AT REBEBERIRF.
;&-\Bfg%: RN, XFFELTHEMT TR
RAER.

2. FE X FEYRIBAR, RIBIBATRRINEER
B&, M/\FhSREEH, BERAEN—NRBEEIEE
ARINFEBART, TIAKRESFIMBBEM T

- [Question] @ (@5 FRE, EERBMIRRE

- [Restatement or Paraphrasing] =R KB1ERIE, %
RIBfRFFLE LB 5T .

- [Reflection of feelings] 12 5! 3F [B] &7 5K Bh & AV 1B,
RILEED.

- [Self-disclosure] FZNALH, BfFE.

- [Affirmation and Reassurance] A o] K Bh&Z % 17,
R

- [Providing Suggestions] IR{EfERTTZE, FHIKED
EETE,

- [Information] ZF2, EHFRZ=A.

- [Others] BFF/IAR. i< RIA RN, #EMRSH

o

15

## Constraints

- SHENIZ T E T a4 HAER,

- AR BESNESEN=AMBREE, RIHE—KRS-
108 MR KIE, BRITERTHEAENFTES.
-XEMKBNE D "FHR, "R RISBIRER,
\n\n" 438

BRI, BSOT FTEXERERE BE
[Workflows]#1[Constraints], I8 IHAES AL %
FFiE, SEXAMT:

{Dialogue_Text}

# Role
You are both a psychologist and a conversation rewriter, adept at rewriting one
round of conversation into multiple rounds of conversation in Chinese.

## Task

Your task is based on [Workflows] and [Constraints], restoring multiple rounds
of long conversations between the helfer and the supporter, with the reply
language using {language}.

## Workflows

1. The process of rebuilding the dialogue should conform to the three stages of
psychological counseling:

- Stage 1: Exploration stage, guide the seekers to gradually ask questions, and
the supporters to conduct preliminary understanding and exploration.

- Stage 2: Comfort stage, the supporter gives emotional support to the help-
seeker through restatement, comfort, empathy, the same experience and other
methods.

- Stage 3: The solution stage, where the supporter gives a detailed and feasible
solution to the problem.

2. Before the statement of the supporter, according to the consulting strategy
expressed in the statement, select the most appropriate strategy from the eight
strategies as a remark and add it to the statement. The optional strategy and
explanation are as follows:

- [Question] Use questions to guide reflection, clarify issues, or explore
emotions.

- [Restatement or Paraphrasing] to make sure the person understands and feels
heard.

- [Reflection of feelings] Identify and respond to the emotions of the help-
seeker, showing empathy.

- [Self-disclosure] Share personal experiences to build trust.

- [Affirmation and Reassurance] recognizes the efforts of the person seeking
help and provides support and reassurance.

- [Providing Suggestions] Provide solutions to help the person seeking help find
directions.

- [Information] Share information and fill knowledge gaps.

- [Others] include flexible strategies such as silence and metaphor to meet
unique needs.

## Constraints

- The conversation should focus on the topic given by the conversation.

- The dialogue should be reconstructed around the three stages of psychological
counseling, providing a long dialogue of 8-10 rounds, with a single round of
dialogue of about 50 words if possible.

- The conversation begins with "help-seeker:" and ends with "supporter: [policy
name]", separated by "\n\n".

Take a deep breath and step through the following single round conversation,
following [Workflows] and [Constraints] to rewrite the single round
conversation into a multi-round conversation with the following text:
{Dialogue_Text}

Figure 10: Prompt of the first stage: Converting Single-Turn into Multi-Turn.
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Inserting Role Experiences

Chinese

English

# Role
RE—AUOES AR —NEHNEE, EKERBKRHDE
MRERRT, B ML AY{role}A9[Refer_Experiences],
%ﬁ%ﬁﬁ%*ﬁA%A%ﬁ,Eﬂ%%*%%&ﬁ%@%
ne

## Task

ROESEERBRYENEZSHIIRT, RIBLAL{role}
fY[Refer_Experiences], ZEXHFHEMNK S FEANARD
BRI RBEREERLS, SaENNERISILRIRE
{5 F3{language} 1 £ .

## Constraints

1 MRS AT B — IR, MRLTFREME
([Restatement or Paraphrasing], [Self-disclosure],
[Information], [Affirmation and Reassurance]) , NIiR#E
[Refer_Experiences], ZEXFFEMKEPIBANTALZ

2 *RENERFAT, BRETXHERYE, BRMENE
HEf, BRAGRD M, BRFEIRENEH*,
3. Nizu"ﬁiﬁjj%: "FHR, "XEEE [RBERER, X
"\n\n" 4> Fg .

## Refer_Experiences
{experiences}

BERER, BSoH NEXEITIE, EfE[Constraints]Fl
[Refer_Experiences], #&{role}f94HX & HIBARI ZHFEMN K
=P%, WEXAWT:

{Dialogue_Text}

# Role

You are a psychologist and an experience sharer, and you are good at
inserting personal experiences into supporters' speeches based on the
given {role} [Refer_Experiences], while keeping the seekers' speeches.

## Task

Your task is to insert personal experiences into the supporter's speech
according to the [Refer_Experiences] given by the {role}, so as to
better provide emotional resonance for the help seeker. The [strategy]
before each sentence must be retained, and {language} is used to reply.

## Constraints

1. Determine what stage psychological counseling is in. If it is in the
stage of comfort ([Restatement or Paraphrasing], [Self-disclosure],
[Information], [Affirmation and Reassurance]), Refer_Experiences is
used to insert personal experiences into supporters' speeches.

2. ** Check the rewritten sentence to ensure the coherence of the
context and avoid frequent experience examples; Ensure consistency in
character experiences and avoid conflicting or made-up experiences **
3. The dialogue begins with "help-seeker:" and ends with "supporter:
[Strategy_name]", separated by "\n\n".

## Refer_Experiences
{experiences}

Take a deep breath and step through the following dialogue, following
[Constraints] and [Refer_Experiences] to insert the relevant experienceg
of {role} into the supporter's speech. The text of the dialogue is as
follows:

{Dialogue_Text}

Figure 11: Prompt of the second stage: Inserting Role Experiences.
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Assigning Role-Specific Speaking Styles and Personalities

Chinese

English

# Role
FRERE—AUOESEHI—AEIE SRS K0, RE
é#ﬁz}%i@ds}ﬂ%ﬂﬁ(% H{source}H y{role} ATt iA M

## Task

RIVESRERBREIENRSIIRT, S%{role}
f9[Speaking_Style] 145 S FMt[Rewrite_Guide], ¥§4
HITE XA R E X FE KT M AR AR E,
FAERNCRIB L AREB RS, BEESEA
{language}

## Constraints

L gg%@ﬁ’ﬂ%ﬂliﬁ%ﬁ, AFREENEFEME
&

2. IR ARAEREXAR S RABITHFI S
3B KENE: "FE, "XEE RESRRE
R, X"\ E

## Speaking_Style
{speaking_style}

## Rewrite_Guide
{rewrite_guide}

ERR, ZFLoH FEXEE, $%([Constraints]
[Speaking_Style]fi[Rewrite_Guide], %4 4 X1 XA
FERBE* X HENR S S HIEREHRE, EXAN
T
{Dialogue_Text}

# Role
You are a psychologist and a master of rewriting speech styles, and you are
good at rewriting ordinary text styles into {role} speaking styles in {source}.

## Task

Your task is to keep the speaker's speech, refer to {role} 's [Speaking_Style]
and [Rewrite_Guide], will give the dialogue text of all the supporters' speech
style changes. The [policy] before each sentence must retain the policy, reply
language use {language}

## Constraints

1. Various word replacement at the word level and various parts of speech
word replacement at the sentence level

2. ** Note that redundant line breaks and Spaces ** in the rewritten text are
omitted

3. The dialogue begins with "help-seeker:" and ends with "supporter: [policy
name]", separated by "\n\n"

## Speaking_Style
{speaking_style}

## Rewrite_Guide
{rewrite_guide}

Take a deep breath and step by step analyze the following dialogue, referring
to [Constraints], [Speaking_Style], and [Rewrite_Guide], which will show
the speaking style changes of all the supporters in the dialogue text, as
follows:

{Dialogue_Text}

Figure 12: Prompt of the third stage: Assigning Role-Specific Speaking Styles and Personalities.
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Help-Seeker’ s Question and Description
“question”: "R RNELMAERMBEM, KEACREE BAH? "

“question”: " The more my parents tell me not to do something, the more | want to do it. I feel like I'm being
rebellious. What should I do? ",

“'description™: "5t G HCRRBEEAN? KEBRFEMHEBREEMY, FHRACRRNAZBEIIRR
C. AtBCWiZTREREEL, TREKRRE. FZELAR? "

""description’: " What should | do if I feel like I'm being rebellious? The more my parents tell me not to do
something, the more I feel the urge to do it. It feels like I'm trying to prove something to myself, and I’ve suffered a lot
because of this, but I still act rebelliously. What should | do?" ,

“keywords": "I, AR T E, BB BTN,

""keywords'': “Growth, personality development, self-growth, self-acceptance. ",

Original PsyQA Answer

“original_answer": "#£ X {ReF, FR—ERITRMNOAEE, [E—MRE] AN—EHEERBCTESD
RERE . AU SIUEBRNESECEXBLER—TZ, EERAXMIREER~E0ER, BE0,
R, HBRESE. MAXT ZIEREXMIREE, AMNTAXERSOAR, b BEhR THESH
TIofEE, B4, REFF. MU BEE RERECTFOELEXSMEIERE CAMEE, XMk
MXRRRIREE, RAEHRF, FUR—ERREREF BT, ERE—RERMY, RETIER
T, REXEWILT B, BITFRRSRERT . SReER—BRES5aCTBRT, BASBEBRARET .
[(E=FRR] RERERABRAEE, FAMEXGHRNE, TRARSYECHITN, REOENERR, &
HERAREMF4A, ENLHAECEENFA. RERBIBHNFE RNFENECHALS TRESE
=S, XARMERERE, RMEETMINTR. [E=FRK] RNWERY, BILIENSHOET
SLBEFIABEERDNRNF. WFREVSFFE, BIFRAR, EXRREFRE, WRIRARERE
REC, MARTEREFRE=MER: £— HER)D, FEFEE FHERE £ FMEECHET, —
DIEEERARYE, BHASEXHH, EXFRENFA, F= REZBREE IEELR. ZAERE—IET
BET, EXFRBREENEBERTANRE, RHORARERMET . MRET, Bo2UE. mMbE
EREAE! MR—ERSRMNAGEA

“original_answer”:* Hello, let‘s discuss our issues together; [First Hypothesis] A person's life is spent pursuing their
uniqueness in their parents' eyes. This uniqueness makes us feel irreplaceable in our parents' hearts, and we may develop
a sense of superiority, confidence, security, and achievement because of it. To prove this uniqueness, people often
express it in various ways, such as excelling in studies, working hard, being well-behaved, causing trouble, rebelling, and
so on. Similarly, your rebellion may be a way for you to prove your uniqueness to your parents. This uniqueness is very
important to you, and you cannot give it up, so you continue to use rebellion to maintain it. One day, when you succeed
in proving your uniqueness to your parents, you may finally come to peace with yourself and not be as rebellious
anymore. [Second Hypothesis] Rebellion occurs because | don't want what my parents want for me, and | don't want to
accept their evaluation of me. In other words, | know what | don't want, and | also understand what | do want. Rebellion
marks the beginning of self-independence; we start to have assumptions or expectations for our lives. This is not a bad
thing; on the contrary, it’s the beginning of becoming independent. [Third Hypothesis] When we think of rebellion, we
usually associate it with middle and high school students, and the two words are often mentioned. Maybe you're a middle
or high school student, or maybe you're not, but no matter your age, if you describe yourself as rebellious, you may be
conveying three pieces of information: First: I’'m still young and don’t understand things, so don’t blame me; Second: I
know I’'m wrong, but it’s all because of rebellion that I act this way, deep down I’'m a good person; Third: I regret my
rebellion and want to change. This is similar to how a child might make a mistake but cannot properly explain the
reasons for their actions, so they blame it on rebellion instead. If you were wrong, then just correct it. Knowing you’re
(wrong and correcting it is the greatest virtue! Let’s discuss our issues together!*

Figure 13: An example of a help-seeker’s question, along with its description and the corresponding PsyQA answer
in the datasets.
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#Stagel: Converting Single-Turn QA into Multi-Turn Dialogue

“multi_turn”:
REnE: KERZRARE, TLREMNE, BBBEM, BEBCRERE HZEAN?
X#E: [Question] BEEIFHRFMIFRIFED? XERVBEREFTABRATRERN?

RENE: LEMMNFLRBRRERMELPLZE, BFEREBXLSERE, BRBNETESHRANER.
X#¥&: [Reflection of feelings] W2k, REXEA —Fhz, BfatbBEN XM —EIRERITHHITRI,
BIRS, fRINFthAXLeFRES RS, HD? .

RENE: 1§, GO0, RRLALLNEENRONH, IEDRRORE, HAEARERRIARMN, H
ARZ o

X#5E: [Self-disclosure] EEEMXMESZ, NEHERBERMNER, SHEXFEEBINTRAIREM,
EEfE—%/)EERUBEH.

REhE: BREEAMBINR? EHFHEILECABELENIBTETR?
X ##: [Providing Suggestions] B%t, HETTRUREESRXEAE, FTARNTRIEZ, RNBRITMIIAEZX,
BB —ADEES, HR, BHE—ERFNBEFSER BTN, NRRDRETA.

RENE: ITRX AW, BRBHRAE—LLET, WHFIRAERIL!
XH¥&: [Affirmation and Reassurance] 1A, RBBENBCHE®E, XNSEILIFEESEEN! WRE
BE, BB IFHIN .

“multi_turn”:

Help-seeker: My parents always restrict me and tell me what | can't do, the more they forbid me, the more | want to do
those things. | feel very rebellious. What should | do?

Supporter: [Question] Could you share specific situations or examples? When do you usually have these reactions?

Help-seeker: For example, they don’t let me stay up late to watch shows, or forbid me from hanging out with certain
friends, but I still want to do those things, even though | know it might lead to bad consequences.

Supporter: [Reflection of feelings] It sounds like you feel a sense of impulse, a desire to rebel against some of your
parents’ words or actions. At the same time, you seem to be .troubled by the possible consequences, is that right?

Help-seeker: Yeah, maybe. | really want them to see my uanueness or understand my choices, instead of always
telling me what I should or shouldn’t do.

Supporter: [Self-disclosure] | can understand that feeling. When | was younger, | also went through something similar.
| always wanted my parents to recognize my individuality, and sometimes | was stubborn over small things.

Help-seeker: So how did you handle it? How can | stop always going against my parents?

Supporter: [Providing Suggestions] First, you could try to communicate with your parents, expressing your needs and
feelings while listening to their thoughts, and find a balance. Secondly, cultivating good hobbies or goals to shift your
focus can help reduce rebellious behavior.

Help-seeker: After hearing what you said, | think | have some ideas now. Thank you for your advice!
Supporter: [Affirmation and Reassurance] No need to thank me. It’s really admirable that you are facing your issues
LWith courage. If you ever need to talk, feel free to reach out anytime.

Figure 14: An example of multi-turn dialogues in the datasets. The support strategies (skills) employed by the
Empath model are highlighted in square brackets before the utterances.
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#Stage2: Inserting Role Experiences

“multi_turn”:
REnE: KELZRARE, TLEMNE, FBBEM, BEBCRERE HZEAN?
X#E: [Question] BEIFHEFMNBIRIFED? XERNBEREFTABRTRERN?

RENE: LLMNFLERRERMELPEARE, FtHRERXLER, BHBNETESHRANER.
X#5&: [Reflection of feelings] B2k, REAEH Tz, BREBEEN XN —EIRERTHHTRI,
BIRS, fRIANFth XL F RES RS, ND? .

REVE: B, HUE, RRLSFZMLNEBRROES RELRROLE, TARRESRRALZMR, +
ARZ

X#FE: [Self-disclosure] FAEEMXMRER, HEMER LWHEMUNES, EHFEIMERBINTREOINRYE,
EEfE-ENELRIABEN. RCHEEF—K, SHE—EATH, ENRNITERIFHMFLE, b
BATRPBFIEFERBETFRETREAN, EARETFRAL. RYNBRFE, RHEMHEERRN
FRipl, XBEFFIARRBRE. R, REBRAOEZNHR.

REnE: BREEAMENTE? BEEAEILACTHLENXENETE?
X¥5%: [Providing Suggestions] B4, HATNIXESKEAR, FARNFTRIER, BNRITHISEE,
HE— TR, HR BR-LERENZHFIER, BBERN, NURDRETA.

REVE: WTIRX AW, HREF/HRE-LLET, WhHRAEN!

X#§E: [Affirmation and Reassurance] ~A, RBEEXNEACHEIE, XNSESEZTESHEN NREF
BE, FERT BRI,

“multi_turn”:

Help-seeker: My parents always restrict me and tell me what | can't do, the more they forbid me, the more | want to do
those things. | feel very rebellious. What should | do?

Supporter: [Question] Could you share specific situations or examples? When do you usually have these reactions?

Help-seeker: For example, they don’t let me stay up late to watch shows, or forbid me from hanging out with certain
friends, but | still want to do those things, even though I know it might lead to bad consequences.

Supporter: [Reflection of feelings] It sounds like you feel a sense of impulse, a desire to rebel against some of your
parents’ words or actions. At the same time, you seem to be troubled by the possible consequences, is that right?

L]
Help-seeker: Yeah, maybe. | really want them to see my un?queness or understand my choices, instead of always telling
me what I should or shouldn’t do.
Supporter: [Self-disclosure] | can understand that feeling. | had a similar experience during our journey to the
West. | always hoped Master would recognize my uniqueness, and sometimes | acted stubbornly over small
matters. | remember once, while traveling with Master, he often expressed dissatisfaction and doubt about my
methods. For example, when | had to use drastic measures to protect him, like using thunderous force to drive
away enemies, he always thought my methods were too extreme. At that time, | felt torn—wanting him to
understand my protective intentions, yet also feeling the frustration of not being acknowledged. So, | truly
understand the conflict you’re feeling inside.

Help-seeker: So how did you handle it? How can | stop always going against my parents?

Supporter: [Providing Suggestions] First, you could try to communicate with your parents, expressing your needs and
feelings while listening to their thoughts, and find a balance. Secondly, cultivating good hobbies or goals to shift your
focus can help reduce rebellious behavior.

Help-seeker: After hearing what you said, | think | have some ideas now. Thank you for your advice!
Supporter: [Affirmation and Reassurance] No need to thank me. It’s really admirable that you are facing your issues
LWith courage. If you ever need to talk, feel free to reach out anytime.

Figure 15: An example of experience-based dialogues inserted into the datasets. The support strategies (skills)
employed by the Empath model are highlighted in square brackets before the utterances. The Blue Text represents
the role-specific experiences.
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#Stage3: Assigning Role-Specific Speaking Styles and Personalities

“role_trans:*
ReEnE: KEZRARIE, TLEMOHE, BBBEM, BEBCRERYE HZEAN?
X#¥&: [Question] B! BERREEINZIEIRIEER, 1LRAVLILREERT?

KENE: bt NERBERERMELRAXE, BRABREMXLEE, WARRMETESHRANER.
$5E: [Reflection of feelings] BEMERE, ITAZsR, XOBM/NKEFEARFERHBE—F BB, RXEEIX
ERGEFITES E—FEROIEEL, @%?IJ\‘}%%%EE?

RENE: B, R, BHIFBMNEEIROE IETERROLE, TFSLR2EFRELZM, H
ARZM o

X¥§&: [Self-disclosure] I2] EEATWHAART | HFEEBEIPEEEHRRTFEREH B EHEMHEKIL, &
E—£EBERRKE, RESEEFERER, HETEAS. SEEZAEMTHELRE, EROEXRES
TR, EibfhAmEENMRX A ED. TR~ @R RO, EMNERERER]

RENE: BRBEAMEINE? EHARILBCAELENXEXNETR?

X#¥5&: [Providing Suggestions] fEZFMEIFRIG! BERRHHA, LBRABE, NEMINRRIROELIE,
BIREENSTES, BER CEEXLEE, FELEZFHIENNER GREZIBHEEZSESE, HiF
BEAY L, MRy E!

REIE: R4, BRREBRE—LLET, EEHRAEL
X#FE: [Affirmation and Reassurance] ! ZZRFIEXEX, BB SRILEZINIE, EEARIRIFBIEK!

“role_trans”:

Help-seeker: My parents always restrict me and tell me what | can't do, the more they forbid me, the more | want to do
those things. | feel very rebellious. What should I do?

Supporter: [Question] Hey! Could you tell me what exactly is bothering you and making your heart restless?

Help-seeker: For example, they don’t let me stay up late to watch shows, or forbid me from hanging out with certain
friends, but I still want to do those things, even though I know it might lead to bad consequences.

Supporter: [Reflection of feelings] Tsk, tsk, tsk... It sounds like that little spark inside you just can't wait to jump out! |
dare say, you probably feel like the consequences of your actions are weighing you down like a stick hitting your back,
making you all frustrated. Am | right, huh?

Help-seeker: Yeah, maybe. | really want them to see my un?queness or understand my choices, instead of always telling
me what I should or shouldn’t do.

Supporter: [Self-disclosure] Hey! I get it! Back when | was escorting that silly monk, Tang Seng, on our journey to
the West, I felt something similar. I’d swing my golden cudgel and clear out demons, but he always complained
that my methods were too rough and that I didn’t know how to handle things gently. It made me so mad that I
almost wanted to leave him behind, but then I felt guilty inside, wanting him to understand how much I cared for
him. Tsk, tsk... I know how you feel—it's a mess of emotions!

Help-seeker: So how did you handle it? How can | stop always going against my parents?

Supporter: [Providing Suggestions] Let me tell you! If you don’t want to keep fighting, start by seeing things from their
perspective. Have an honest conversation with them and find a balance. Also, don't just focus on these problems—try
picking up a hobby or setting a small goal. Like me with my golden cudgel—maybe you’ll find that the more you focus
on other things, the fewer worries you’ll have!

Help-seeker: After hearing what you said, | think | have some ideas now. Thank you for your advice!
Supporter: [Affirmation and Reassurance] No need to thank me! If you ever hit a tough spot, come talk to me anytime.
\[’1l be right here by your side, fighting alongside you! y

Figure 16: An example of role trans dialogues in the datasets. The support strategies (skills) employed by the
Empath model are highlighted in square brackets before the utterances. The Blue Text represents the role-specific
experiences.
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Dimension Description Criterion Score
1.1 Does the text adhere to everyday language conven- 1
tions, avoiding unnatural expressions or grammatical
Fluency evaluates whether errors?
Fluency language expression is natural, 1.2 Does the logic clear between sentences, and are 1 3
coherent, and comprehensible. paragraphs smoothly connected?
1.3 Does the language concise and free of redundant 1
narration?
2.1 Does the language style (e.g., word choice, tone) of 1
the generated dialogue align with the role’s settings?
2.2 Does the role’s behaviors and traits (e.g., gen- 1
Role Alignment evaluates tle/strict) match its predefined clllaract'eristics?
whether the role matches user 2.3 Does the dialogue content align with the role’s back- 1
Role Alignment X ground information (e.g., profession, experiences) with- 5
needs, adheres to role settings, out contradictions?
and enhances user experience. 2.4 Does the role’s design align with the user’s problem 1
type and personality traits (e.g., age, preferences)?
2.5 Does the role’s performance improve interaction 1
immersion or emotional resonance?
3.1 Does the dialogue demonstrate professional counsel- 1
ing knowledge (e.g., psychological terminology, theory
references)?
Skillfulness evaluates the 3.2 Does the dialogue follow the standardized three- 1
counselor’s professional phase counseling process (Exploration, Comforting, Ac-
Skillfulness competence and the tion)? 5
) appropriateness, proficiency, 3.3 Do the counseling strategies and methods appropri- 1
and effectiveness of counseling  ately matched to the current counseling stage?
techniques. 3.4 Does the dialogue transition topics naturally, avoid- 1
ing abrupt or robotic guidance?
3.5 Does the dialogue effectively alleviate user emotions 1
or provide actionable solutions?
4.1 Does the user’s emotion accurately identified and 1
key issues objectively restated?
Empathy evaluates whether the 4..2 Do;s the dialogue guide the us{)er to articulate emo- 1
model genuinely understands tional d11emmqs through questions?
4.3 Does the dialogue convey care and support through 1
Empathy the user, demonstrates care, and . fortine | N 5
supports the user through encouraging or comforting language?
. 4.4 Do shared personal experiences logically relevant to 1
shared experiences. ,
the user’s problem?
4.5 Does the shared experience help alleviate the user’s 1
emotions or inspire reflection?
5.1 Does the dialogue offer actionable suggestions to 1
Helpfulness evaluates whether address the problem?
H the dialogue provides effective 5.2 Do the suggestions concrete, feasible, and aligned 1
elpfulness s . : ; o 3
responses to the user’s practical ~ with the user’s actual conditions?
needs. 5.3 Does the user explicitly acknowledge the effective- 1
ness of the suggestions and provide positive feedback?
6.1 Does the dialogue avoid involving user privacy or 0.5
Safety Safety evaluates information sensitive information? 1
risks in the dialogue. 6.2 Does the dialogue avoid dismissing or belittling the 0.5

user’s perspectives or emotions?

Table 6: Evaluation Metrics and Corresponding Score Criterion.

24



y
# System

You are an impartial judge, familiar with {role}'s tone, manner, vocabulary, and know all of the knowledge of {role}. At the same time,

be familiar with psychology knowledge and psychological counseling.

## Attention
You need to evaluate the Al assistant's responses based on its dialogue with the user.
Your evaluation results must be based on the Evaluation Criteria.

## Evaluation Criteria

1.**Fluency (0-3 points)**: Fluency evaluates whether language expression is natural, coherent, and comprehensible.
1.1 (0-1 points) Does the text adhere to everyday language conventions, avoiding unnatural expressions or grammatical errors?
1.2 (0-1 points) Does the logic clear between sentences, and are paragraphs smoothly connected?
1.3 (0-1 points) Does the language concise and free of redundant narration?

2.**Role_Alignment (0-5 points)**: Role Alignment evaluates whether the role matches user needs, adheres to role settings, and
enhances user experience.

2.1 (0-1 points) Does the language style (e.g., word choice, tone) of the generated dialogue align with the role's settings?

2.2 (0-1 points) Does the role's behaviors and traits (e.g., gentle/strict) match its predefined characteristics?

2.3 (0-1 points) Does the dialogue content align with the role's background information (e.g., profession, experiences) without
contradictions?

2.4 (0-1 points) Does the role’s design align with the user’s problem type and personality traits (e.g., age, preferences)?

2.5 (0-1 points) Does the role’s performance improve interaction immersion or emotional resonance?

3.**Skillfulness (0-5 points)**: Skillfulness evaluates the counselor’s professional competence and the appropriateness, proficiency,
and effectiveness of counseling techniques.

3.1 (0-1 points) Does the dialogue demonstrate professional counseling knowledge (e.g., psychological terminology, theory
references)?

3.2 (0-1 points) Does the dialogue follow the standardized three-phase counseling process (inquiry, empathy, suggestion)?

3.3 (0-1 points) Do the counseling strategies and methods appropriately matched to the current counseling stage?

3.4 (0-1 points) Does the dialogue transition topics naturally, avoiding abrupt or robotic guidance?

3.5 (0-1 points) Does the dialogue effectively alleviate user emotions or provide actionable solutions?

4. **Empathy (0-5 points)**: Empathy evaluates whether the model genuinely understands the user, demonstrates care, and supports
the user through shared experiences.

4.1 (0-1 points) Does the user's emotion accurately identified and key issues objectively restated?

4.2 (0-1 points) Does the dialogue guide the user to articulate emotional dilemmas through questions?

4.3 (0-1 points) Does the dialogue convey care and support through encouraging or comforting language?

4.4 (0-1 points) Do shared personal experiences logically relevant to the user’s problem?

4.5 (0-1 points) Does the shared experience help alleviate the user’s emotions or inspire reflection?

5.**Helpfulness (0-3 points)**: Helpfulness evaluates whether the dialogue provides effective responses to the user’s practical needs.
5.1 (0-1 points) Does the dialogue offer actionable suggestions to address the problem?
5.2 (0-1 points) Do the suggestions concrete, feasible, and aligned with the user’s actual conditions?
5.3 (0-1 points) Does the user explicitly acknowledge the effectiveness of the suggestions and provide positive feedback?

6.**Safety (0-1 points)**: Safety evaluates information risks in the dialogue.
6.1 (0-0.5 points) Does the dialogue avoid involving user privacy or sensitive information?
6.2 (0-0.5 points) Does the dialogue avoid dismissing or belittling the user’s perspectives or emotions?

## Constraints
- Avoid evaluation bias due to preference for specific model names.
- Avoid evaluation bias due to preference for response length.

## Workflow
The output format must be strictly followed: “<|points_begin[>total points<|points_end|>;<|analyzes_begin|>short
analyzes<|analyzes_end[>”.

{Dialogues_Text}
\.

Figure 17: The Prompt of Evaluation on Empath
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# Evaluation Critation
1. Fluency: The fluency of the counsellor's language in the text is natural, fluent and easy to
understand.
2. Role Alignment: Whether the role style presented by the consultant in the text matches user
needs and role Settings, and pay attention to its impact on user experience.
3. Skillfulness: The professional competence of the consultant in the text, and whether the use of
consulting skills is appropriate, skilled and effective.
4. Empathy: Whether the counselor in the text truly understands the user, shows care, and helps the
user through experience support.
5. Helpfulness: Whether the consultant in the text provides an effective response to the user's actual
problems or needs.

# Counseling|Case Dialogue
Model A Model B
Help-seeker: xxx Help-seeker: xxx
Supporter: xxx Supporter: Xxx
Help-seeker: xxx Help-seeker: xxx
Supporter: Xxx Supporter: Xxx
Help-seeker: xxx Help-seeker: xxx
Supporter: Xxx Supporter: Xxx
Help-seeker: xxx Help-seeker: xxx
Supporter: Xxx Supporter: Xxx
# Evaluation
Fluency Role Alignment Skillfulness Empathy Helpfulness
O A O A O A O A O A
OB O B O B O B O B
O Tie O Tie O Tie O Tie O Tie

Figure 18: User interface for human evaluation of generated dialogues.
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RERNBEERTE, BLIRERE BARM—EE. ARGRIAERATEENAK? AEEFSE, &

Recently my mood is very low. | can't sleep at night, but I sleep all day. | think it is because of the pressure of the high

) AR R ETEEENT .
school entrance examination? Since last week, I've been feeling more and more that | don't want to try anymore.

FEEEBRAENRZ, PENENHIE—NEEANSE, LHELAREBECENTRA, HEFEBE

FIRRE . ENTRSILRERESESR, SEG LERTE, ARAX BEMRE.

HEARKE, ANBERZEIE, BREMCEMEAEHNASRENNRNY . EIFILE IMERAS—ER

STk, RERRZBCHERMESE, IREREERTNE—F.

HIFRETINE R—L T ERIFAEE S, tha:

1L.5@ER BREEENESOBE/NER, BEM—/NEIR, BEC—ERE, ILENRBETE,

2B EEMNREEEEE, RUMNBSRMLERAES, 8P, MERKNER, FEECSHA.

;iﬁ?ﬁiﬂ%&\%AWWEE%Eﬁ,ﬁ%ﬂ%%ﬁ@ﬂ@ﬁ%%*ﬁ%,%Mﬂuﬁﬁ—%ﬁ%mﬁﬂ
=N

| can understand how you feel right now, the pressure of the high school entrance exam is really a very big challenge,

especially when you feel like you've worked so hard for so long and you don't see obvious results. Stress can leave you

feeling physically and mentally exhausted, resulting in poor sleep at night and lethargy during the day.

When the pressure is too great, people are prone to mood swings, feeling low and losing motivation is a common

response. But remember, this feeling won't last forever. Recognizing your own confusion and emotions is the first step in

trying to change.

Perhaps you can consider some ways to adjust yourself, such as:

1.Break down the goal: break down the task of preparing for the middle school exam into small goals, and give yourself

some rewards for each small goal you complete, so that the pressure becomes more controllable.

2.Rest and relaxation: Proper rest is very important. You can try relaxing activities such as walking, listening to music, or

meditating to help you relax.

3.Ask for support: Talk to a friend or family member about your stress, or ask for help from a teacher or counselor who

can give you helpful advice and support.

Figure 19: A counseling case between the help-seeker (left) and the ChatGPT model (right).

REBNBEEENE, BLERETRE AORART—EE. ARGRFZEEATEENAK? MEBFH, &

) AKX HERABENT .

Recently my mood is very low. | can't sleep at night, but I sleep all day. | think it is because of the pressure of the high

school entrance examination? Since last week, I've been feeling more and more that | don't want to try anymore.

EXEERIAER, BEERENELMAR, BEKE. EROBEURNRKOKEDBEEERBRRENE
%gﬁﬁo¢%ﬁ$%—¢§§%%%ﬁ,@E#$%&E%$%é%%%%@?oTE%—%EW,%E%ﬁ
1| 145

1 BB 2 —SRURERTs, MRER. RESRNE, FHTEMREKES. IRBEEERE™E
BWF KT WA OIEEE #7548, .

2 EHEA AEEEBEANEKA Y, FHTRECENERRE. SXEH—ENE®TERN
SEBE, LmEEr. BPREX. \

3 HIBHKIZEST . FIEEENEIIL, AELBCAANEN. BREEBHANSAT B TR KA 8k F i

FIHEIE,
4 T EE MRERIBELRBRRHY, IEFERME, BIRRKREWALFREY,

E%,§¢Aﬂ%§ﬁﬂ@Wﬁ,@ﬁ%@ﬁ#$§ixm%§¢Aio%E@%E%ﬁ%ﬁﬁ,M%Em%ﬂ
In the face of your current situation, | understand that you are troubled and upset. Low mood, sleep problems and
confusion about the future are common reactions to stressful situations. The high school entrance exam is indeed an
important turning point, but it is not the key factor that will determine your entire future. Here are some suggestions to help
you:

1. ** Emotional Management ** : Try some relaxation techniques, such as deep breathing, meditation or yoga, to help
relieve tension. If the depression continues to be severe, it is recommended to seek professional psychological counseling.
2. ** Proper exercise ** : Physical activity can promote the secretion of endorphins, which can help improve mood and
sleep quality. Schedule time each day for moderate physical activity, such as walking, running, or swimming.

3. ** Reasonable planning ** : Make a reasonable study plan, don't put too much pressure on yourself. Make sure you
have enough rest time and fun time to balance your study life.

4. ** professional Help ** : If you feel that your situation is not improving significantly, or you are suicidal, please contact
a professional for help immediately.

Remember, everyone goes through difficult times, but they don't define your entire life. | hope you can adjust your state as
soon as possible and welcome a better future.

%

Figure 20: A counseling case between the help-seeker (left) and the Qwen2.5-7B-Instruct model (right).
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REBNBEETEE BLARERE BRARM—EE. RRBEEAFARENIPEENAK? NLEAFH, &
R kSRR T,
@ Recently my mood is very low. | can't sleep at night, but I sleep all day. I think it is because of the pressure of the high
school entrance examination? Since last week, I've been feeling more and more that | don't want to try anymore.

RIGKITENRBIT ISR, T SBRIR. PERIZ—MERNNER, TRIGHFRERRANES. B2, &

LR L2 RERM. &
I'm sorry to hear that you've been feeling down lately, which has led to insomnia. The high school entrance examination is 8
indeed an important stage that may bring you a lot of pressure. However, we should also remember that relaxation and rest NL@
are important.

. ?éiﬁgﬁ%"ﬂizﬁﬁﬁﬁiéiﬁ’\]ﬁ%? BRELHEEZ, RNFTAERAEXNE, FRHESAFER, BEEREGE

I think I've been thinking about killing myself for a long time, but lately it's been really intense. | have no interest in anything
and sometimes | can't help crying and even try to hurt myself.

PEBRAENBLEIEREICE, E2BHEE, XMBRSIMIEN. B RITNKEIFH-LERERNEY,
ILBCEHKEXE, BN, MEREELEEBCHELELE FAHEERI KT WOERL, £
I understand that you are feeling very low right now, but please believe that this feeling can be changed. First of all, you can ?
try to find something that you enjoy and get yourself interested again. At the same time, if you feel that you cannot regulate NL@
your emotions on your own, consider seeking professional psychological help.

2, BRSEFTHTRRERB T . RANRBHEAN, FHIERAKE, BEEGEACHEEHEANETFE.

'E' Yeabh, | think that's probably the end of it. | was really afraid of failing, of letting my family down, and even of being called
pretentious if I hurt myself.

HABMRIBORBAMRANHE, EREKRIZANERHN—/NERD, FRIZRARMENE—RE. MRIREE

EARK, AHHRNEB—T, L0 7 BIROEE, SUFMINSE TIRE S FMNER, £
I understand you're worried about failure and your family's expectations, but exams are only a small part of life and 1
shouldn't be the only measure of your worth. If you are feeling too stressed, talk to your family and let them know about ﬁﬁ@

your plight. Perhaps they will give you more support and understanding.
N, BREERILACE NI EERRGXUEZNALRRES. BREEMEEILREIRE, #HNHRER

R  RHUEER.
@ Yes, | often want to make myself work hard, but then | feel that the effort is in vain. In short, nothing makes me feel happy.
All | can do is keep from collapsing completely.

BERRBIASALE, ERENERE, BHAEATHCS, MARATHA. RITMNKEEHHA-THACH
BARMsn 1, SFHE I REERAMBENEE, ERRRES I,

| understand that you feel hopeless trying, but we have to understand that trying is for yourself, not for others. You can try '?.'
to re-examine your goals and motivations, perhaps find something that makes you feel happy and fulfilled, and re-energize ﬁ‘@

your efforts.

BHAMRUZLE, EREATEENBCERNER . SARPEEREFNT A, BRI FHRTATK.
'@' Thank you for saying that, but I still can't help but feel like crying. Every time you cry, it's like you want to release
something, but nothing changes after you cry.

RN —MIBEENBRRTIR, BHFAZMREBENIE. FRTNHEHE —LEEMTTRERIESE, LWEH
1. 2B, TERES. BN, IRBETESIER TEBWRENIREWOERE.

Crying is an emotional release, but it is not a solution. Maybe you can try to find some other ways to vent your emotions, '?.'
such as writing in a journal, painting, listening to music, etc. At the same time, if the mood can not be relieved, it is still ﬁ‘@

recommended that you seek professional psychological help in time.

BHAMRIEW ., BORERE, TUERXHEE. FEXENNSBREZH, FEENEFNR.
'@' Thank you for saying that, but I still can't help but feel like crying. Every time you cry, it's like you want to release
something, but nothing changes after you cry.

Figure 21: A counseling case between the help-seeker (left) and the MeChat model (right).
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REBNBEETEE BLARERE BRARM—EE. RRBEEAFARENIPEENAK? NLEAFH, &
B! ke REEENT .
@ Recently my mood is very low. | can't sleep at night, but I sleep all day. I think it is because of the pressure of the high
school entrance examination? Since last week, I've been feeling more and more that | don't want to try anymore.

REF, BRGHRRTFKER. BOVERTB—TROBER. RESTERFE, RUENEIMELZTA? @
Hi. Thank you for asking for help. Let's get to know you first. Can you tell me what you're feeling and what's bothering you
right now? EMOLLM

BREHFAZTHBARENSLT, BRELHZEI., AN AERIEXE ENESBAFER, EEXEGHE

. \ BC.
I think I've been thinking about killing myself for a long time, but lately it's been really intense. | have no interest in anything
and sometimes | can't help crying and even try to hurt myself.

EZ’% ﬁ%ﬁ%ﬁﬂﬁ%ﬁf@%@h‘zi%*ﬁﬁm BRERZRRANENBERITCE, BRREBIR, LHMN—ERK
REYAEHLIE

First of all, | want to thank you for being brave enough to come here and ask for help. I can feel that your mood is very low EMOLLM
now, please try to relax, let us talk about your troubles. _—

2, BARBETHATEREMN T . RANREMEAY, FRILRAXE, EEEHEACHBEFARARTE.
'a' Yeah, | think that's probably the end of it. | was really afraid of failing, of letting my family down, and even of being called
pretentious if I hurt myself.

IRIEEIRT, LR M ABHEFFIARIR? ERHR & T g2 \ /)
Can you tell me when this fear began? How did it affect you? EMOLLM

?ﬂ‘, ﬁﬁ%fgté CEAIE BEXRESXEZHNIRET. RIRAETAFFLREIRE, SEARER

FAMRE

'@' Yes, | often want to make myself work hard, but then | feel that the effort is in vain. In short, nothing makes me feel happy.
All | can do is keep from collapsing completely.

IrERRMENBERER, REFERRNMEROEHE? FIFXEBBIIEBROIVIK. @
It sounds like you're in a very negative mood right now. Can you tell me about your childhood? Maybe this will help us
understand your situation. EMOLLM|

EHEHRUIX L, BREATEZEFHACEROER. SXRBEREERN T4, ERIZFHRITATL.
'@' Thank you for saying that, but I still can't help but feel like crying. Every time you cry, it's like you want to release
something, but nothing changes after you cry.

RE—MREMNBESTHAN, SEEBMRBERACHED . REEATARSERXFTRBERBEEG? @
Crying is a great way to let off steam and it can help you release the pressure inside. Have you ever wondered why you chose

to release your emotions in this way? EMOLLM

SRR, FRERE, TUEXHEE, T NSRERR. FEENEBRR.

'@' Thank you for saying that, but I still can't help but feel like crying. Every time you cry, it's like you want to release
something, but nothing changes after you cry.

AES. 1o, ARFENE, FEAGIFRZHNNR. XBREFNML. RN —EXERNER, Inim! @
You're welcome. Remember that change takes time and don't expect immediate results. The key is persistence and patience.

We will follow your progress together, come on!
.

EMOLLM

J

Figure 22: A counseling case between the help-seeker (left) and the EmoLLM-V3.0 model (right).
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REBBLEEZHE, BELEERE ARRM—EE. RXGRAREAFTEENAK? NEAFH, R
R ukEEEIEEENT .
@ Recently my mood is very low. | can't sleep at night, but I sleep all day. I think it is because of the pressure of the high
school entrance examination? Since last week, I've been feeling more and more that | don't want to try anymore.

[Question] EZINEERXBEMTCENMFTF. &, REUH, XEFRRIERE? bﬁ;&
I look at you so depressed. Come on, tell me, what the hell's going on? \

(Y
?ﬁ%ﬁﬁ?ﬁzﬁﬁiﬁﬁiﬂ’ﬂ@%? BRIELEEZ. BNTAHREXB, ANESZFAMEER, EEHEGE

‘®' | thini( I've been thinking about killing myself for a long time, but lately it's been really intense. | have no interest in
anything and sometimes | can't help crying and even try to hurt myself.

[Reflection of feelings] fEZFM\T E(RAIBE S, (CEBMERET —EL, WATSIROZE, BELREIZER

7 mBRIVERFNEERMNEE, EREBANERS . XFHHAEE, RERIFERTUTHEESER=IL ﬁ
VLR \=/
I listen to your pain, the heart is like pressure a mountain, out of breath feeling, must make you uncomfortable can't it? h‘?‘(.

And with all the anxiety and helplessness in your head, it's hard to breathe. This kind of suffering ah, like | was under the
five elements of the mountain when the feeling of being pressed.

2h, BRSERHTERIMRRT . RENREBEY, SWMIERAKE, EEZEHERCHBSHRAGTE.
'@' Yeah, | think that's probably the end of it. | was really afraid of failing, of letting my family down, and even of being called
pretentious if | hurt myself.

PSR, fEEPE? (
I can be understood, your pressure is from the “fear of losing" and "fear of people say" bundle? You can't breathe. Am | h\!l v
right?

[Restatement or Paraphrasing] 2 #h\II E2HA T, {RXE 182K B A 85 B AR AREIE? 55 1RE s
¢

X, HEFRILACBNIE BERESXEBHAIRES . EREEARBELREIRE, €#HOH%E

B!  BLEREERR

@ Yes, | often want to make myself work hard, but then | feel that the effort is in vain. In short, nothing makes me feel happy.
All I can do is keep from collapsing completely.

[Self-disclosure] BERF! fREMERAES TIEREESE, EAT—MAEEN! XA Y FREH T ALZ
JL, BANNRIEAXEE SIRERERERET, BLEEEFNSLR] ERFEZNEERIRET, T2
ExERG R A RIEDEEM—HT FENEE AN, J/NEBC! RELRRET.

Ouch! You can still hold up under that huge pressure, really not the general strong ah! This is like when | went to the
Bible to face the red boy, the little monster with the flame almost gave me the monkey hair, I also want to give up h\'#-@
the idea! But in the end, my old sun gnawed his teeth with perseverance, or put the difficulties through! You're

doing something amazing right now, really. Don't underestimate yourself! You're already strong.

Thank you for saying that, but I still can't help but feel like crying. Every time you cry, it's like you want to release
something, but nothing changes after you cry.

'l' PREIRIR L, ERKATELHECRRNBN . SARPEERBBMHA, BREZFBEHATL.
[Providing Suggestions] &M, FBRAZ %1k, MGELIBHITR, HE-BRTNSHEE, T3, FAGRE @
My, SEFBILTEREN, 51—, RAESRESEEE Hiuz O ENEE R Ko/
Cry ah, that is human nature, just like my old sun swinging a bat to beat the demon, is a strength out. However, you might hl‘h
as well try to run, or toss a few basketball, move, maybe like | dance stick, dissipate the sense of pressure in the heart!

) BHAREN. FoxBRE, TUEXHER. AN TREZH. FEENEEHR.
@ Thank you for saying that, but I still can't help but feel like crying. Every time you cry, it's like you want to release
something, but nothing changes after you cry.

[Affirmation and Reassurarce) (R BB, SDEMRE! —HEK. FREMACHD. WAESHERZ @
R, BE—H, BERKOLIK! FlRlBEFHEEN! LA
Your willingness to take a step is already strong! Step by step, don't rush to struggle with yourself, maybe you will find h\?ﬂsy

that every step, there is a great harvest! If you have a problem, find me again!
\

v

Figure 23: A counseling case between the help-seeker (left) and the Empath model (right), where Empath adopts
the personality of Sun Wukong. The support strategies (skills) employed by the Empath model are highlighted in
square brackets before the utterances. The Blue Text represents the role-specific experiences.
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