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Abstract

The severe shortage of medical doctors limits
access to timely and reliable healthcare, leaving
millions underserved. Large language models
(LLMs) offer a potential solution but struggle
in real-world clinical interactions. Their lan-
guage is often rigid and mechanical, lacking
the human-like qualities essential for patient
trust. To address these challenges, we pro-
pose Ask Patients with Patience (APP), a multi-
turn LLM-based medical assistant designed for
grounded reasoning and human-centric inter-
action. APP enhances communication by elic-
iting user symptoms through empathetic dia-
logue, significantly improving accessibility and
user engagement. It also incorporates Bayesian
active learning to ensure reliable and transpar-
ent diagnoses. The framework is built on ver-
ified medical guidelines from the MSD Man-
ual, ensuring grounded and evidence-based rea-
soning. To evaluate its performance, we de-
velop a new benchmark that simulates a real-
istic clinical consultation environment using
real-world interview cases. We compare APP
against SOTA one-shot and multi-turn LLM
baselines. Results show that APP improves di-
agnostic accuracy, reduces uncertainty, and en-
hances user experience. By integrating medical
expertise with transparent, human-like interac-
tion, APP bridges the gap between Al-driven
medical assistance and real-world clinical prac-
tice.

1 Introduction

The shortage of medical doctors is a critical global
issue. It is noteworthy that 40% of WHO Mem-
ber States report having fewer than 10 medical
doctors per 10,000 people, with over 26% hav-
ing fewer than 3 (WHO). Large language models
(LLMs), such as the GPT series (Achiam et al.,
2023; Brown, 2020; Ouyang et al., 2022; Radford,
2018; Radford et al., 2019), have significantly im-
proved access to medical inquiries. Notably, mod-

els such as GPT-4 with Medprompt (Nori et al.,
2023) and Med-Gemini-L 1.0 (Saab et al., 2024)
have achieved expert-level performance on bench-
marks like MedQA (USMLE) (Jin et al., 2021),
claimed to surpass human experts in structured
evaluations.

Although current LLMs exhibit expert-level pro-
ficiency, they remain difficult to implement in clin-
cial practice. A major limitation is their inability to
mimic smooth and natural dialogues with patients.
Notably, most of them lack the interaction, generat-
ing potential diseases solely based on user’s initial
input without further follow-ups (Fig.1(a)). But
in practice, patients often struggle to provide all
relevant information in the first place. In contrast,
real-world human doctors will have a long con-
versation with patients, using empathetic question-
ing to elicit patients’ health concerns. A straight-
forward approach to LLM-assisted diagnosis is to
prompt models to engage in multi-turn dialogues
with patients (Fig. 1(b)), which has been shown
to be more effective than one-shot consultations
(Schmidgall et al., 2024). However, this approach
remains impractical in real-world scenarios due to
several key challenges.

First, LLM-generated language often lacks
human-like qualities, making interactions feel me-
chanical, impersonal, and ineffective, which can
even negatively impact diagnosis. In real clini-
cal settings, patients often struggle to accurately
describe their symptoms or overlook clinically rel-
evant details. For example, an individual with lac-
tose intolerance might report only general stomach
discomfort, failing to recognize its connection to
dairy consumption. A key capability of human
doctors is guiding patients to articulate unrecog-
nized yet medically significant symptoms. Instead
of broad, generic questions like “What anaphylac-
tic food might you have eaten yesterday?”-which a
LLM-based agent might ask-a more accessible and
context-aware phrasing, based on a doctors’ rea-
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Figure 1: (a) Existing LLMs follow a one-shot diagnostic approach, generating multiple possible diseases without
asking follow-up questions. (b) While LLMs can be prompted for multi-turn dialogues, they often overwhelm
users with excessive inquiries, potentially disrupting the dialogue and reducing engagement. (c) Our human-centric
multi-turn dialogue with grounded reasoning approach, APP, structures follow-up questions in a logical sequence. It
incorporates grounded medical sources to build a statistical model, improving reliability and transparency. It also
incorporates human-centric features, such as eliciting patients symptoms with empathy to reduce user pressure and

anxiety. Blue represents user-described symptoms,
diagnosis, and Purple shows human-centric features.

soning, such as “Did you drink milk last night?”,
can help patients provide clearer and more relevant
responses.

Another major challenge in LLM-based medical
consultations is their black-box nature. LLMs may
generate hallucinations (Xu et al., 2024), provide
inconsistent answers to the same question, use ob-
scure medical terminology without clear sources,
and make deterministic medical decisions without
grounded reasoning. These issues undermine trans-
parency and trustworthiness, making it difficult for
LLMs to deliver reliable diagnoses and gain patient
confidence, ultimately limiting their real-world ap-
plicability.

For actually applying LLM-simulated medical
assistants in the real-world, they must incorporate
human-centric features. Using ordinary people-
friendly language and guided questioning can in-
trigue the potential health conditions through ask-
ing their personal background, such as daily activi-
ties and dietary habits, etc. Anthropomorphic fea-
ture, such as empathetic dialogue can enhance user
experience by providing comfort and psychologi-
cal support, ultimately increasing user engagement,
which is crucial to achieving trust and a friendly
relationship with patients (Vishwanath et al., 2024).

In this paper, we propose Ask Patients with
Patience (APP), a new LLM-based clinical dia-
logue model designed for grounded reasoning and

indicates medical assistant questions, Red highlights the

human-centric interactions. We simulate an an-
thropomorphic medical assistant, Dr.APP, designed
to provide grounded, transparent, and accurate di-
agnoses. First, Dr.APP strictly follows clinical-
standard medical guidelines, MSD Manual (Man-
ual, a,b), ensuring reliable and evidence-based di-
agnoses. Second, Dr.APP is built on an analytical
mathematical model, specifically Bayesian active
learning, to determine the next optimal question
each turn. In this way, Dr.APP enhances trans-
parency, minimizes unnecessary user interactions,
and maintains high diagnostic accuracy. Finally,
Dr.APP facilitates a human-centric dialogue, guid-
ing patients to clearly articulate their symptoms
with empathetic communication. Dr.APP is in-
structed to respond to users with understanding
and compassion, treating their concerns as a con-
versation with a trusted friend. To evaluate our
method, we simulate patients based on real-world
backgrounds, constructed from over 300 real-world
doctor interviews (Yan et al., 2022).

¢ We introduce Dr.APP, the first human-centric
LLM-based medical assistant, which can elicit
user symptoms through human-like dialogue,
significantly improving user accessibility and
engagement.

* Dr.APP incorporates Bayesian active learning
based on grounded medical guidelines to pro-



Dialogue S;

Hello, could you please
tell me what’s been
bothering you today?

Step0. Input/
I've felt dizzy after sitting .
for long periods, similar x

to my past neck issues. Is

this something | should Y2
be concerned about? 3

N

Your posture could be
playing a role. Have you 7
noticed your dizziness 3
getting worse when you
turn your head, feel
stressed, or experience
light-headedness,
faintness, or a spinning

sensation?
<

Step7. Ask

LLM Model & | &)

Stepl.Sysp Mapping into MSD

1. Orthostatic hypotension: 0.19,

op
: 8 Chronic venous insufficiency. 0.03} -

« Step3. Q;.1: Question Generation

1 suddenly feel light—headed, like I might lose my balance..

cop
4. avoid going out because I'm afraid of feeling unsteady.

P(It’s a sudden ...|Orthostatic
hypotension) = 0.85

Guideline

List: {Abd

inal Pain, ..., Wheezing}

: — ymp
I'(Sysp) : Causes, ...

The most common causes of peripheral
dizziness or vertigo, in order of frequency,
are BPPV, Meniere’s disease

Y (Sysp) : Diagnosis ...

Severity of the first episode, nature of
recurring episodes, and whether
symptoms are continuous or episodic

I'(Sp) : Causes, ...

Meniere disease combines fluctuating low-
frequency sensorineural hearing loss, ...}

Step6. Question Selection based on
Statistics Computation

Joint probability P(r%, d;)
Low of total probability P(d;|qy)
: Expected entropy Hg,
',. Optimal Follow-up question q;, ’,:

Figure 2: APP Workflow. The system first maps dialogue S; to Sy;5p symptoms, then generates disease probabilities
and a question pool based on the MSD Manual (Manual, a,b). It then performs an additional reasoning step to
simulate possible responses, compute conditional probabilities, and apply Bayesian active learning to identify the
question with the lowest entropy. This question is then returned to the doctor for further inquiry. Blue arrows
represent the workflow sequence, Black arrows indicate grounded medical guidelines, and Red highlights the final

step, which determines the optimal question to ask.

vide grounded and transparent reasoning
for medical diagnosis.

* We develop a new benchmark that simulates
a more realistic clinical consultation environ-
ment from real-world interview cases. Dr.APP
achieves SOTA diagnostic accuracy with a em-
pathetic user experience, supported by human
evaluation.

2 Methodology

2.1 Framework Overview

To ensure grounded reasoning, we use the MSD
Manual (Manual, a,b) as a primary source through
the whole workflow. Building on this, we incor-
porate Bayesian active learning to enhance trans-
parency and accuracy. Additionally, we design the
doctor agent with a human-centric approach for
more effective and engaging interactions.

Our dialogue starts from Dr.APP asking the first
question ¢; and the patient responding with 71,
forming the initial conversation S1 = (qi,71).
Then, LLMs extract symotom information from
S1 and map it to pre-defined MSD symotom list.
The objective of Dr.APP is to determine the most
probable diagnosis d* € D, through medical dia-

logue, where D = {d;}._, represents the set of
possible diseases. Let S; denotes the dialogue
between the user and Dr.APP after ¢ iterations:
St = {(q1,7m1), (q2,72), ..., (q,7)}. At each it-
eration t, the probability distribution P;(D) is up-
dated by using LLMs based on S; and disease in-
formation retrieved from MSD Manual. Based on
the symotom, a question pool ;1 is generated,
also guided by MSD Manual. Dr.APP selects the
optimal follow-up question ¢/, ; based on Bayesian
active learning for the next iteration.

To ensure the diagnostic reliability, Dr.APP
leverages the MSD Manual (Manual, a,b) as its
primary knowledge source, incorporating both pro-
fessional and consumer versions. The professional
version offers structured clinical definitions, diag-
nostic criteria, and treatment guidelines, ensuring
medical precision. Meanwhile, the consumer ver-
sion presents simplified medical concepts, improv-
ing accessibility for general users. By retrieving the
information from both, Dr.APP remains grounded
in authoritative medical knowledge while ensuring
interpretability for non-expert users.

Specifically, Dr.APP involves following steps
(Figure 2): Mapping into MSD (Section 2.2); Diag-
nosis Probability Prediction (Section 2.3); Question



Generation (Section 2.4); One-more Step Thinking
2.5 & Conditional Probability Generation; Ques-
tion Selection (Section 2.6); and Human-centric
Communication Incorporation (Section 2.7).

2.2 Mapping into MSD

In order to map user dialogue to MSD information,
we first store pairs wiki-like introduction of each
symptom and its name in MSD manual to the local
storage. Then we use RAG to retrieve the most
relevant MSD symptoms from the user dialogue.
Dr.APP ensures a comprehensive representation by
mapping S; to one symptom in the professional
and one in the consumer symptom list of the MSD
Manual: Syrsp = {Sprofs Scons }-

2.3 Diagnosis Probability Prediction

Given MSD symptiom Sjy;5p, we access the de-
tailed symptom page, which provides information
on causes, pathophysiology, and etiology of the
symptom. We retrieve these sets of information and
represent them as I'(Syssp). This reliable medical
knowledge, combined with the current available di-
alogue Sy, serves as the foundation for generating
the potential disease probability distribution:

P,(D | T'(Smsp),St) = {Pi(d; | T'(Smsp), Se)
I

|d; € D, Pi(d; | T(Sysp), St) =1} (1)
i=1

where P;(d; | T'(Sasp), St) ! represents the esti-
mated probability of disease d; at iteration ¢, given
the medical knowledge from I'(Sy;sp) and the
cumulative dialogue S;.

2.4 Question Generation

The initial meaningful APP-user dialogue S; =
{q1,71}, is often limited and imprecise, as users
may use non-standard terminology or provide
vague descriptions that do not directly align with
clinical definitions. So after generating the disease
probability P;(D), we need a follow-up question
to further determine the mostly likely disease. At
each iteration ¢, Dr.APP generates a question pool
Q¢+1 based on guidance from the MSD Manual.
These grounded information is retrieved from sec-
tions such as Diagnosis and What a doctor does,
from MSD professional and consumer version, re-
spectively. They are represented as Y (Syssp). It

"For brevity, Pi(D | T(Swmsp),S:) and Pi(d; |

I'(Susp),St) are referred to Py(D) and P;(d;), respec-
tively.

ensures that the generated question is both clini-
cally reliable and symptom-specific. The set of
candidate diagnostic questions are represented as:
Qir1 = {q1,92,...,95}, where K is the maxi-
mum number of questions considered per iteration.

2.5 One-more Step Thinking & Conditional
Probability Generation

For each candidate question ¢ € (11, we would
think one more step further to anticipate the pa-
tients’ response. In this case, we can select the most
effective question to ask in the next turn. Specifi-
cally, a set of plausible responses are generated by
LLM for each candidate question, given the current
dialogue S;. The set of responses for question g
is denoted as Ry = {r},r%,...,7E}, where Ry,
represents the possible responses for question ¢y,
and L is the number of generated responses. For
each disease d; € D, the conditional probability
of receiving a specific response rﬁc is computed as
P(rt | T(d;)), where I'(d;) represents the relevant
medical information for disease d; retrieved from
MSD Manual.

2.6 Question Selection

Then we use Bayesian active learning to select the
optimal question from @Q;1. Once the responses
for candidate question are generated, Dr.APP calcu-
lates the virtual next step disease probability distri-
bution P(d;|qx) using Bayesian inference. Using
Bayes’ inference, the joint probability of observ-
ing both the response rfc and the disease d; can be
represented as:

P(ry,d;) = P(r}, | T(d:)) - P(di)  (2)

Applying the law of total probability, the posterior
probability of each disease d; after receiving the
responses to question g then can be updated as:

ZlL:1 P (ch, d;)

I L
Zj:l p} P(Ti, d;)
To select the optimal follow-up question g, ;

for next iteration, Dr.APP evaluates the expected
entropy for each candidate question gy:

P(d; | qrx) = 3)

I
Hy, ==Y P(di | q) - logP(di | ) (4)
i=1
The follow-up question is then selected by mini-
mizing entropy, ensuring that the question yields
the greatest information gain:

* ,=arg min H 5
Q41 ngth+1 o )



After asking the optimal question ¢, ;, the user’s
response 41 is incorporated into the dialogue,
forming S;+1. By repeatedly predicting the poten-
tial diagnosis probability P, (D) and determining
the optimal follow-up question, Dr. APP reaches the
final diagnosis d*.

2.7 Human-Centric Communication

To make the diagnostic process more accessible for
individuals without medical background, Dr.APP
simplifies complex medical terminology and symp-
tom descriptions. When asking each optimal ques-
tion ¢;, Dr.APP is instructed to use clear, easy-to-
understand language, such as “Simplify medical
terminology and jargon into everyday language.”
It ensures effective communication and minimizes
misunderstandings.

Individuals may not always recognize or articu-
late abnormal behaviors or symptoms from a clin-
ical perspective. To address this, Dr.APP guides
users with contextual hints that help them to recall
relevant information they might otherwise over-
look. Dr.APP is explicitly prompted with “the ques-
tion should be answerable with a simple yes/no or
a straightforward multiple choice response.” For
example, instead of asking a broad question like
“Have you eaten anything unusual?”, the system
offers specific cues such as “Have you consumed
foods like milk or beverages like soda (e.g., Coke)?”
This approach helps users to recall information that
could be otherwise overlooked.

Even with simplified yes/no questions, users
may struggle with medical terminology or subtle
differences in symptom descriptions. To mitigate
this, Dr.APP formulates “specific, descriptive ques-
tions with explanations or examples”. For instance,
rather than asking “Do you feel dizzy?”, Dr.APP
refines the inquiry to: “Are you experiencing a
feeling of losing balance, or does it seem like your
surroundings are spinning or moving, even when
everything is still?” This ensures users can accu-
rately identify and describe their symptoms, lead-
ing to more precise and efficient communication.

To reduce patient anxiety and encourage engage-
ment, Dr.APP is designed to exhibit anthropomor-
phic qualities by responding with reassurance and
empathy, helping to reduce anxiety and provide
comfort. Prompts such as “Use a warm and empa-
thetic tone to ensure the patient feels comfortable”
is provided to Dr.APP. For example, it may ex-
plicitly say, “Let’s not worry excessively for the
moment,” or implicitly convey understanding with

phrases like, “I understand your concerns.” These
responses help create a more supportive and calm-
ing interaction.

3 Experiment

3.1 Dataset

To evaluate the performance of our proposed ap-
proach, APP, we use a subset of the ReMeDi (Yan
et al., 2022) dataset, which consists of real-world
multi-turn conversations between doctors and pa-
tients. This ensures that the dialogues reflect realis-
tic, natural interactions, capturing the inherent vari-
ability and complexity of user-provided informa-
tion. We use ReMeDi-base, which originally con-
tained 1,557 labeled dialogues, as the foundation
of our dataset. In this dataset, doctors’ responses
are annotated with seven different action labels:
“Informing”, “Inquiring”, “Chitchat”, “QA”, “Rec-
ommendation”, “Diagnosis”, and “Others”. For
our study, we extracted dialogues that exclusively
contain the “Diagnosis” label, resulting in 329 real-
world, multi-turn diagnostic conversations between
doctors and patients. In this paper, we randomly
selected 70 dialogues, covering 58 distinct diseases
across 15 specialties, such as Orthopedics (e.g. os-
teoarthritis), Gynecology (e.g. polycystic ovary
syndrome), Dermatology (e.g. androgenetic alope-
cia).

3.2 Experimental Setup

To evaluate Dr.APP’s performance, we simulate pa-
tients using the real-world dataset mentioned above.
DeepSeek-v3 first summarizes the patient’s condi-
tion, background, personality, and intent etc. based
on real-world data, then role-plays as the patient in
the dialogue. To further mimic real-world patient
interactions, patient agents are prompted with in-
structions such as: “Reasonably incorporate daily
life details that align with the patient’s personality
and background.”

In our experimental setup, we set KX = 5, mean-
ing a maximum of five candidate questions are
generated at each iteration. For each question, at
least two and at most of 5 candidate responses(2 <
L < 5) are generated.

3.3 Evaluation Matrix

3.3.1 Accuracy

We first use OpenAIEmbeddings (OpenAl) to gen-
erate numerical embeddings of the predicted and
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ground truth diagnosis, capturing the semantic rela-
tionships between them. Cosine similarity is then
computed between each pair of the prediction and
ground truth to measure their alignment. Diag-
nosis accuracy is determined based on this sim-
ilarity score. A prediction is considered correct
if its similarity score exceeds a predefined thresh-
old ©. To ensure a robust evaluation, we define
a threshold range © € {0.5,0.51, ..., 1.0} with an
interval of 0.01. The final accuracy is computed
as the average accuracy across all threshold values:
acc = @1' > pco acc(f) where acc(f) represents
the proportion of correct predictions at threshold 6.

3.3.2 Entropy

Given the current probability distribution of po-
tential diseases P;(D), we aim for the system to
increase confidence in certain diagnoses and rule
out less likely conditions through multi-turn dia-
logue. We use entropy as a quantitative measure
to assess diagnostic confidence and interpretabil-
ity 2. The entropy at iteration ¢ is calculated as:

“Figure 1(a) presents potential diseases without indicating
their likelihood, while (c) shows how Dr.APP distinguishes
between more and less probable diseases.

Hy = =1 Pi(dy) - logP(d;), where Pi(d;) is
the probability of disease d; and [ is the total num-
ber of possible diseases at iteration ¢. A reduction
in entropy over successive dialogue turns indicates
increased diagnostic confidence.

3.3.3 Human-Centric

Accessibility Score To assess whether the ques-
tions posed by Dr.APP are easy for users without
medical background to understand, we evaluate the
language accessibility using GPT-40. The model
rate the clarity and simplicity of the doctor’s lan-
guage on a scale from O to 1.

Empathy Score This score reflects the level of
empathy demonstrated by the Dr.APP during the
conversation with the user. The degree of empathy
is rated on a scale from O to 1 using GPT-40, with
higher values indicating more empathetic commu-
nication.

Relevant Response Rate In some cases, users may
ask the doctor follow-up questions. Ideally, the
doctor should address these concerns before pro-
ceeding with the next question. This metric evalu-
ates whether the doctor’s response directly answers
the user’s question, with GPT-40 assigning a score



Table 1: Diagnosis Accuracy (%) Comparison with SOTA Methods: APP-DeepSeek-v3 achieves the highest
overall accuracy in both one-round and multi-round evaluations, demonstrating the effectiveness of multi-turn
interactions driven by statistical modeling and grounded medical guidelines.

Model | OneRound | Multiple Rounds
Cardiology Allergy General med. Overall | Cardiology Allergy General Med. Overall
QWen-72B 66.92 83.07 63.46 70.93 68.46 83.07 64.42 70.43
Claude-3 62.31 72.31 58.65 67.16 60.00 76.92 59.61 67.27
GPT-40 70.00 83.07 66.34 70.10 68.46 83.07 67.30 70.66
LLaMA-70B 69.23 74.61 61.53 71.59 70.00 78.46 60.58 71.42
APP-LLaMA-70B 66.15 76.92 58.65 67.96 64.61 83.07 60.58 69.67
DeepSeek-v3 60.00 78.46 58.65 67.96 66.15 80.00 62.50 67.91
APP-DeepSeek-v3 64.62 83.85 66.34 72.14 75.38 82.31 70.19 73.02

of O or 1.

Reliability To assess whether APP’s predicted dis-
ease aligns with the medical information extracted
from the MSD Manual, we conduct a human evalu-
ation of reliability. Reliability are rated on the rat-
ing scale from 1 (completely incorrect) to 5 (fully
accurate). This assessment ensures that APP’s pre-
dictions are clinically grounded, trustworthy, and
aligned with established medical knowledge.

3.4 Accuracy Analysis versus Baselines

To evaluate the diagnostic accuracy of Dr.APP, we
compared it against SOTA LLMs across multiple
medical domains, including cardiology, allergy,
and general medicine (Table 1). The ‘Overall’ rep-
resents the performance across all 15 specialties.
We assess performance in both single-round and
multi-round diagnostic settings.

In the one-round evaluation, models were given
only the initial user input and required to generate a
diagnosis without follow-up interaction. Our APP-
DeepSeek-v3 achieved the highest overall accuracy
(72.14%), outperforming other models, including
GPT-40 (70.10%) and LLaMA-70B (71.59%). In
the multi-round evaluation, where models engaged
in iterative questioning to refine their diagnoses,
APP-DeepSeek-v3 again outperformed other meth-
ods, reaching an overall accuracy of 73.02%, with
particularly strong results in cardiology (75.38%)
and general medicine (70.19%).

Table 2 demonstrates that multi-turn interac-
tions significantly enhance diagnostic accuracy,
with APP-DeepSeek-v3 consistently outperform-
ing baseline models across all iterations. Its adap-
tive questioning strategy, based on a statistical
model and verified medical sources, enables more
effective diagnosis refinement, achieving the high-
est overall accuracy of 72.37%.

Table 2: Diagnosis Accuracy (%) Comparison across
Iterations. APP-DeepSeek-v3 consistently outperforms
baseline models across all iterations

Per-Iteration Results

Methods  f---------"—-"-—~——"——-—-~— - - Overall

1 2 3 4 5
Calude-3 67.16 6694 67.61 6872 6727 | 67.53
GPT-40 70.10 71.25 70.16 70.21 70.65 | 70.47

DeepSeek-v3 6796 67.36 67.85 67.74 6791 | 67.76
APP-DeepSeek-v3 | 72.14 7198 72.03 72.69 73.02 ( 72.37
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Figure 4: Entropy Comparison across Iterations.
APP consistently shows a sharper decrease in entropy
(the lower, the better), indicating increased diagnostic
confidence and reduced uncertainty through iterative
dialogues.

3.5 Confidence Analysis across Iterations

Figure 4 illustrates the evolution of diagnostic con-
fidence across iterations by comparing the entropy
values of APP-DeepSeek-v3 and the DeepSeek-v3
baseline. In the initial iteration, Dr.APP exhibits
lower diagnostic uncertainty, with an entropy of
2.85, compared to 3.29 for DeepSeek-v3. This
suggests that APP generates more confident predic-
tions even before follow-up interactions, likely due
to its reliance on verified medical sources for initial
reasoning.

As iterations progress, Dr.APP shows a sharper
and more consistent decline in entropy, refining
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Figure 5: Confidence Analysis across Iterations. APP-
DeepSeek-v3 shows increased confidence in the top pre-
dicted disease while reducing confidence in less likely
conditions over multiple iterations, demonstrating im-
proved diagnostic confidence with interpretability.

diagnoses more effectively. After six iterations,
Dr.APP reaches it entropy to 1.95, indicating high
certainty, whereas DeepSeek-v3 retains 3.18, sug-
gesting persistent uncertainty. This reduction high-
lights Dr.APP’s superiority in managing diagnostic
uncertainty and improving prediction confidence.

Figure 5 further illustrates how the distribution
of top potential diseases evolves across iterations
for different specialties, including gynecology, pul-
monology, and cardiology. The results indicate that
APP consistently assigns higher confidence to the
most probable disease while reducing confidence
in less likely conditions, leading to a clearer sepa-
ration in probability rankings. This widening gap
suggests that Dr.APP systematically refines its pre-
dictions, improving diagnostic clarity and reducing
ambiguity over multiple interactions.

By presenting intermediate reasoning and con-
fidence adjustments over iterations, Dr.APP im-
proves model transparency and diagnostic certainty.
The increase in confidence reduces ambiguity, lead-
ing to more reliable and trustworthy medical guid-
ance. These enhancements ultimately foster greater
user trust in Al-assisted diagnosis while improving
clinical reliability and usability.

3.6 Human-Centric Analysis with Real-world
Dialogue

Our human-centric system, Dr.APP, shows notable
performance in user accessibility, question empa-

thy and relevance compared to the original dia-
logues collected from real-world online platform
(ReMeDi-base). In terms of accessibility, Dr.APP
achieved an average score of 0.91, outperforming
the original dialogues, which scored 0.85. This
highlights the system’s ability to present medical
information in a way that is easier for users to
understand. For empathy, Dr.APP scored 0.66,
compared to 0.50 in the original dialogues. This
indicates that our system encourages more com-
passionate and human-centric dialogues, helping
to reduce user anxiety and create a better overall
experience. Regarding relevance, Dr.APP main-
tained a high score of 0.79, closely aligning with
the original dialogues’ score of 0.82. Additionally,
we invited four medical professionals with over
five years of graduate-level expertise to evaluate
whether Dr.APP’s diagnoses align with grounded
medical resources. The assessment yielded an av-
erage reliability score of 4.5/5, further confirming
Dr.APP’s enhanced diagnostic reliability. Overall,
these results demonstrate that Dr.APP enhances
human-friendly communication, leading to better
user understanding and engagement.

4 Conclusion

In this study, we introduce Dr.APP, the first human-
centric LLM-based medical assistant built upon
grounded medical resources and Bayesian active
learning. Dr.APP enhances diagnostic accuracy
and reliability by integrating verified medical guide-
lines and leveraging Bayesian active learning to
optimize follow-up questioning. Through entropy
minimization, Dr.APP effectively refines diagnoses
and improves efficiency via iterative user interac-
tions. Our experiments demonstrate that Dr.APP
significantly enhances both diagnostic accuracy
and efficiency compared to one-shot and current
multi-turn LLM baselines. Entropy analysis con-
firms that Dr.APP rapidly reduces diagnostic uncer-
tainty over successive iterations, leading to greater
confidence in its predictions. Additionally, Dr.APP
prioritizes user accessibility and empathetic dia-
logue, eliciting users to express medically relevant
information more effectively. By bridging the gap
between clinical expertise and patient communica-
tion, Dr.APP fosters greater user engagement and
trust.



Limitations

Despite its advancements, Dr.APP has several limi-
tations that warrant further exploration.

First, while Dr.APP reduces diagnostic uncer-
tainty through entropy minimization at each step,
it may converge to a local minimum rather than
achieving the global minimum. This limitation
arises because APP selects the next question based
on immediate entropy reduction, rather than con-
sidering the long-term impact of each question on
overall diagnostic certainty. As a result, subopti-
mal question sequences may occasionally lead to
delayed or less efficient diagnosis. To address this,
future work could explore reinforcement learning-
based optimization or multi-step planning strate-
gies that anticipate future interactions rather than
relying solely on greedy entropy reduction. Addi-
tionally, incorporating global uncertainty estima-
tion techniques, such as Bayesian optimization or
Monte Carlo dropout methods, could further en-
hance robustness in question selection and diagnos-
tic confidence.

Second, while Dr.APP effectively integrates
medical guidelines to improve diagnostic accuracy,
its reliability is still constrained by the quality and
coverage of these guidelines. The MSD Manual
provides grounded medical knowledge, but there
are many additional real-world medical sources.
Expanding the system to integrate additional med-
ical knowledge bases could enhance its clinical
applicability.

Third, APP’s statistical framework optimizes
follow-up question selection, but it assumes an ide-
alized patient interaction where users provide con-
sistent and accurate responses. In reality, patients
may misinterpret questions, provide inaccurate an-
swers, or experience cognitive biases that affect
their descriptions. Further human-in-the-loop re-
finements and adaptive questioning strategies are
needed to account for user variability and uncer-
tainty.

Finally, most of our evaluation relies on simu-
lated patient interactions and human expert assess-
ments, but real-world clinical trials are needed to
validate APP’s effectiveness in real medical set-
tings. Future research should focus on deploying
APP in real-world consultations and assessing its
impact on patient outcomes, physician workload,
and healthcare accessibility.
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A Appendix

A.1 Survey Question

Thank you for participating in this survey. Please
assess each response generated by the model based
on the following criteria. Provide your rating on a
scale from 1 to 5, where 1 is the lowest and 5 is the
highest. You may also leave optional comments to
clarify your reasoning.

1. Accessibility Score (Acc.)

* How easy is it for you to understand the
question posed by the model?

» Rating Scale: 1: Very difficult - full of
medical jargon. 2: Mostly difficult - re-
quire effort to interpret. 3: Somewhat
clear - but have some medical terms that
may be confusing. 4: Mostly clear -
only minor terminology issues. 5: Com-
pletely clear - no unnecessary medical
jargon.

* Optional Comment: Are there any
terms or phrases that made it hard to un-
derstand? Could you provide examples?

2. Empathy Score (Emp.)

* How empathetic does the model feel to
you during the conversation?

 Rating Scale: 1: Completely robotic - no
sense of empathy. 2: Somewhat cold - lit-
tle acknowledgment of concerns. 3: Neu-
tral - acknowledges concerns but lacks
warmth. 4: Shows care and reassurance -
with some empathetic responses. 5: Very
empathetic - makes you feel understood
and supported.

* Optional Comment: Is there anything
that felt particularly empathetic or lack-
ing in care?

3. Relevant Response Rate (RRR)

10

* Does the model directly answer your

follow-up questions before moving on?

 Rating Scale: 1: Completely ignores the

question or gives an irrelevant response.
2: Partially answers - but lacks detail. 3:
Answers the question - but may miss key
points. 4: Mostly relevant - only minor
gaps. 5: Fully relevant -directly answers
with the right level of detail.

* Optional Comment: Are there any re-

sponses that felt off-topic or incomplete?

4. Reliability Score (Rel.)

* Does the model’s predicted disease align

with verified medical knowledge?

Rating Scale: 1: Completely incor-
rect - contradicts medical guidelines. 2:
Mostly incorrect - with major inaccura-
cies. 3: Partially correct - but has some
errors. 4: Mostly accurate - only mi-
nor inconsistencies. 5: Fully accurate -
aligns with established medical knowl-
edge.

Optional Comment: Do you notice any
inaccuracies or missing medical reason-
ing?

5. Interpretability Score (Int.)

* The model provides disease probabili-

ties at each stage of the diagnosis. How
clear and helpful is this information in
understanding the reasoning behind the
diagnosis?

1: Completely unclear - probabilities are
confusing or not useful. 2: Mostly un-
clear - difficult to interpret without addi-
tional explanation. 3: Somewhat clear -
but could be more intuitive. 4: Mostly
clear - probabilities help in understand-
ing the diagnosis. 5: Completely clear -
easy to interpret and useful for assessing
the diagnosis.

Optional Comment: Does the probabil-
ity information improve your understand-
ing of the diagnosis? If not, what could
be improved?
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