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ABSTRACT

We aim to learn wavefunctions simulated by time-dependent density functional
theory (TDDFT), which can be efficiently represented as linear combination co-
efficients of atomic orbitals. In real-time TDDFT, the electronic wavefunctions of
a molecule evolve over time in response to an external excitation, enabling first-
principles predictions of physical properties such as optical absorption, electron
dynamics, and high-order response. However, conventional real-time TDDFT re-
lies on time-consuming propagation of all occupied states with fine time steps.
In this work, we propose OrbEvo, which is based on an equivariant graph trans-
former architecture and learns to evolve the full electronic wavefunction coeffi-
cients across time steps. First, to account for external field, we design an equivari-
ant conditioning to encode both strength and direction of external electric field and
break the symmetry from SO(3) to SO(2). Furthermore, we design two OrbEvo
models, OrbEvo-WF and OrbEvo-DM, using wavefunction pooling and density
matrix as interaction method, respectively. Motivated by the central role of the
density functional in TDDFT, OrbEvo-DM encodes the density matrix aggregated
from all occupied electronic states into feature vectors via tensor contraction, pro-
viding a more intuitive approach to learn the time evolution operator. We adopt
a training strategy specifically tailored to limit the error accumulation of time-
dependent wavefunctions over autoregressive rollout. To evaluate our approach,
we generate TDDFT datasets consisting of 5,000 different molecules in the QM9
dataset and 1,500 molecular configurations of the malonaldehyde molecule in the
MD17 dataset. Results show that our OrbEvo model accurately captures quantum
dynamics of excited states under external field, including time-dependent wave-
functions, time-dependent dipole moment, and optical absorption spectra charac-
terized by dipole oscillator strength. It also shows strong generalization capability
on the diverse molecules in the QM9 dataset.

1 INTRODUCTION

Density functional theory (DFT) (Hohenberg & Kohn, 1964; Kohn & Sham, 1965) provides an
efficient way to solve time-independent many-body Schrödinger equation using a variational prin-
ciple and has been widely applied to compute the properties of the ground state of molecules and
solids. However, many important physical and chemical phenomena involve the excited states and
the dynamic responses of the systems to external perturbations. In such cases, time-dependent
density functional theory (TDDFT) (Runge & Gross, 1984) provides a natural extension of the
time-dependent many-body Schrödinger equation. It can be formulated and solved in frequency
space in linear-response TDDFT (Casida, 1995), or in the time domain via real-time TDDFT (RT-
TDDFT) (Runge & Gross, 1984; Yabana & Bertsch, 1999; Qian et al., 2006; Ullrich, 2011), enabling
the investigation of excited state properties such as excitation spectra, optical absorption, charge
transfer, and electron dynamics under time-dependent external fields such as electromagnetic fields.
Starting from the static electronic wavefunctions obtained within ground-state DFT, RT-TDDFT
propagates these wavefunctions in the time domain under the influence of an external field, allowing
direct investigation of both linear and nonlinear physical properties.
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However, RT-TDDFT is computationally demanding due to the temporal and spatial discretization of
Kohn-Sham wavefunctions, long-time propagation, repeated evaluations of the Kohn-Sham Hamil-
tonian, and the increasing number of Kohn–Sham wavefunctions with system size. To accelerate this
procedure, machine learning (ML) provides a promising way to replace or approximate the costly
propagation steps, thereby accelerating quantum dynamical simulations while retaining accuracy.
In this work, we propose a new model, OrbEvo, designed to learn the full wavefunction evolu-
tion while incorporating the underlying physical symmetries of the TDDFT problem. In particular,
we consider the SO(2) equivariance induced by the presence of an external field, and we demon-
strate how ML-based partial differential equation (ML-PDE) frameworks can be adapted to capture
quantum dynamics effectively. We extend PDE learning to the setting of wavefunction coefficient
evolution on atom graphs, while enforcing SO(2) equivariance to respect the system’s symmetry
constraints. Furthermore, we propose effective methods to handle multiple electronic states, which
remain agnostic to the choice of backbone neural architecture. Together, these innovations allow our
approach to bridge the gap between ab initio quantum dynamics and scalable ML-based approxima-
tions. To facilitate future explorations based on our work, we will release our code and data upon
publication.

2 PRELIMINARIES

In this section, we will provide a formulation of the RT-TDDFT problem. At the same time, the
constraints inherent to this physical problem will be elaborated on, serving as the motivation for the
techniques developed. Our method is built upon and enabled by existing literature. We review them
in Appendix A.

DFT with predefined localized atomic orbital basis set. DFT provides a practical approximation
to solve the many-body Schrödinger equation of a molecular or material system. Instead of explicitly
modeling the many-body wavefunctions, DFT represents the system using a set of single-particle
Kohn-Sham wavefunctions {ψn : R3 → C}n=1,...,Nocc , where Nocc denotes the number of occupied
electronic states. Each electronic state can be occupied by up to two electrons according to the Pauli
exclusion principle. To construct these Kohn-Sham states, DFT often employs a basis set, such as
the localized atomic orbitals in this work, {ϕo : R3 → C}o=1,...,Norb , with Norb the total number of
orbitals in the system. These atomic orbitals are spatially localized around atoms and describe the
electronic states of isolated atoms, forming the Hilbert space of the system. In the linear combination
of atomic orbitals (LCAO) method, each electronic wavefunction ψn can be expressed as a linear
combination of atomic orbitals, ψn =

∑Norb
o=1 Cno ϕo, where C ∈ CNocc×Norb is the coefficient matrix

defining the contribution of each orbital. At the ground state, the coefficients are determined by
solving the Kohn-Sham equation (Kohn & Sham, 1965) in the matrix form, denoted as

HCn = ϵnSCn, (1)
where H ∈ CNorb×Norb is the Kohn-Sham Hamiltonian matrix, S ∈ RNorb×Norb is the overlap matrix,
and ϵn ∈ R are the eigen energies for the Kohn-Sham eigen states. This formulation highlights the
central role of the Hamiltonian and overlap matrices in determining the electronic structure.

TDDFT under external electric field. For the TDDFT problem in this paper, the input consists of
atom types and 3D atomic positions of the molecule, denoted as z ∈ NNa and R ∈ RNa×3, respec-
tively, whereNa is the number of atoms in the system, together with an applied time-dependent uni-
form external electronic field E(t) ∈ R3, as well as the initial ground state wavefunction coefficients
C(0). The goal is to predict the temporal evolution of the electronic wavefunction, represented by a
sequence of coefficient matrices {C(t)}Tt=1 that reconstruct the wavefunctions at each time step.

In the absence of external electronic field, the dynamics reduces to simple unitary evolution over
time, Cn(t) = exp(−iϵnt/ℏ)Cn(0), n = 1, . . . , Nocc, corresponding to phase rotations of the elec-
tronic wavefunction. However, under a time-dependent electronic field E(t), the perturbation cou-
ples on these electronic wavefunctions, leading to nontrivial transitions that must be captured by the
time-dependent Kohn–Sham equations in the LCAO basis as follows,

d

dt
Cn(t) = − i

ℏ
S−1H(t)Cn(t), (2)

where Hoo′(t) = ⟨ϕo(t)|Ĥ(t)|ϕo′(t)⟩, ℏ is the Planck constant, and Ĥ(t) is the Kohn-Sham Hamil-
tonian operator at time t, given by Ĥ(t) = T̂el + ĤH[ρ(r, t)] + V̂XC[ρ(r, t)] + V̂ext(t). Within
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Figure 1: The framework of RT-TDDFT. (a) Ground state wavefunctions as the initial input. (b)
External electric field applied onto the system. (c) Time evolution of wavefunctions under external
field. (d) Physical properties calculated from the time-dependent wavefunctions and dipole mo-
ments.

LCAO, the time-dependent electron density is ρ(r, t) =
∑Norb

o=1

∑Norb
o′=1 Doo′(t)ϕ

∗
o(r)ϕo′(r), where

D is the density matrix given by Doo′(t) =
∑Nocc

n=1 fnC
∗
no(t)Cno′(t). fn is the occupation num-

ber in electronic state ψn. The central task of RT-TDDFT is therefore to integrate Eq. 2 over time,
compute wavefunction coefficients C(t) in the local orbital basis, subsequently calculate electron
density ρ(r, t), update the density-dependent operators in the Kohn-Sham Hamiltonian and compute
Hoo′(t), and repeat this process iteratively for many time steps. In RT-TDDFT, each Kohn-Sham
wavefunction ψn evolves in time under the time-ordered evolution operator Û(t, t0), starting from
the initial time t0: ψn(t) = Û(t, t0)ψn(t0), where Û(t, t0) = T̂ exp

(
− i

ℏS
−1

∫ t

t0
Ĥ(t′)dt′

)
, and

T̂ is time-ordering operator. More details about time evolution of wavefunctions can be found
in Appendix E. For the machine learning model, the objective is to learn the time evolution of the
Kohn–Sham wavefunctions ψn(t), or equivalently Cn(t), in order to accelerate TDDFT calcula-
tions.

SO(2) equivariance in TDDFT. While property prediction, force field prediction, and Hamiltonian
matrix prediction are typically formulated under SO(3) equivariance, meaning that when the input
geometry is rotated, the corresponding predicted properties transform consistently under the same
rotation, this full rotational symmetry can be broken in the presence of an external field. In partic-
ular, when a uniform external electronic field along a specific direction is introduced, it defines a
preferred spatial direction. As a result, rotations that modify the angle between the field direction
and the molecular orientation will alter the system, whereas rotations around the field axis preserve
SO(2) equivariance. Consequently, the overall symmetry of the system is reduced. In this work, we
focus on the case of a uniform external electronic field applied along a specific direction, where the
molecular system is SO(2) under rotations around its axis, thereby reducing the symmetry require-
ment for predicted properties from SO(3) to SO(2) equivariance to consider the effect of uniform
external electronic field. The SO(2)-equivariance of TDDFT data is tested in Appendix F, Figure 4.

3 METHOD

3.1 OVERALL FRAMEWORK

The overall problem framework for TDDFT is illustrated in Figure 1. We describe the inputs and
targets of this framework, along with the multi time step outputs strategy used during both training
and inference of our machine learning model.
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Delta transformation for capturing small changes in wavefunction coefficients. One particular
challenge in our data is how to define the prediction target. Due to the small magnitude of external
electric field, the coefficients at future time steps differ only by a small amount compared to the
initial step by the factor of a global phase. Directly learning the wavefunction coefficient will make
the model only learn the global phase changes. To correctly model the delta wavefunction, we define
a global phase factor and delta coefficients for each electronic state as

γn(t) =
Cn(t)

TSCn(0)

|Cn(t)TSCn(0)|
∈ C, ∆n(t) =

1

α

(
Cn(t)

γn(t)
−Cn(0)

)
∈ CNorb , (3)

with α = 1, 000 to amplify the delta, in which case we have Cn(t) = (Cn(0) + α∆n(t)) γn(t).
In the absence of external electric field, i.e., when Cn(t) = exp(−iϵnt/ℏ)Cn(0), we will obtain
γn(t) = exp(−iϵnt/ℏ) since Cn(0) is real-valued, and ∆n(t) = 0. This highlights that the pro-
posed delta transformation is able to extract the delta wavefunctions induced by the external electric
field E(t). Since the ∆(t) carries the most information related to physical properties, we focus on
learning ∆(t) in this paper.

Time bundling. Time bundling (Brandstetter et al., 2022) is a technique in PDE surrogate models.
Instead of advancing time by one at each prediction step, we predict multiple future time steps at
once so that the total number of auto-regressive steps will be reduced to produce the same number
of total time steps. Formally, our model learns the mapping

M(θ) : C(0),∆(t− h), . . . ,∆(t− 1) 7→ ∆(t), . . . ,∆(t+ f − 1), (4)

where M is the neural network with parameters θ, h is the number of conditioning steps, and f is
the number of future steps. We use h = f = Ntb = 8 in our implementation.

By using neural networks to approximate the time propagation process, the simulation time can
be greatly reduced compared to classical numerical solvers. For example, the simulation time for
one molecule using TDDFT solver would take hours, compared to ∼1 second for neural network
inference. Given the predicted wavefunction coefficients, we can then calculate the properties of the
molecule, including dipole moments and absorption spectra.

3.2 MODEL

3.2.1 EQUIVARIANT GRAPH TRANSFORMER

Our model is based on EquiformerV2 (Liao et al., 2024), which is an SO(3)-equivariant graph trans-
former, and we use SO(2)-equivariant electric field conditioning to break the symmetry to SO(2).
In EquiformerV2, each node of the graph has an equivariant feature fi ∈ Rdsph×demb where dsph is
the number of spherical channels and demb is the embedding dimension. The spherical channels are
partitioned into different segments where each segment has a different rotation order ℓ ≥ 0. The
rotation order ℓ defines the equivariance property of each segment when the global reference frame
of input space undergoes a 3D rotation, and an order-ℓ segment has 2ℓ + 1 spherical channels, in-
dexed by m ∈ [−ℓ, ℓ]. For example, when the input reference frame is rotated by a rotation matrix
R ∈ R3×3, then ℓ = 0 features will transform as scalars and remain unchanged, ℓ = 1 features
will transform as 3D vectors and will be rotated by the same matrix R, and ℓ = 2 features will
transform as order-2 spherical harmonics and will be rotated by the corresponding wigner-D matrix
D(R) ∈ R5×5. Although EquiformerV2 has the possibility of reducing the range ofm to be smaller
than [−ℓ, ℓ], we always use the full 2ℓ+ 1 spherical channels in our implementation.

Equivariant graph transformers are composed of equivariant transformer blocks, which process the
features with equivariant graph attention and node-wise feedforward networks. The key operation
in equivariant graph attention is to compute a rotation invariant attention score αij and a rotation
equivariant message mij between node i and its neighbor node j. αij and mij are computed using
tensor products between the concatenated node features [fi, fj ] and the spherical harmonics projec-
tion of their relative vector rij as αij ,mij = TPθ([fi, fj ], rij), where TPθ contains parameters that
encode the distance information and mix different rotation orders. Node i’s feature is then updated
as the weighted sum of messages f ′i =

∑
j∈N (i) αijmj , where N (i) denotes the neighbors of node

i.
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Nsample

<latexit sha1_base64="Ct+ihXY79mTP0zdDJAydmD0l4+Y=">AAACqnicbZHLattAFIbH6i1xb0mzzEbUFLIIRiolyTK0XXSZljpJkYU5Mzq2B89FzBwlMUIP0Afotn2uvk3GthaV0wMDP9/5h3PjpZKekuRvL3r0+MnTZzu7/ecvXr56vbf/5tLbygkcCausu+bgUUmDI5Kk8Lp0CJorvOKLT6v81Q06L635TssScw0zI6dSAAWUjbmuPzeTWspmsjdIhsk64ocibcWAtXEx2e/9HBdWVBoNCQXeZ2lSUl6DIykUNv1x5bEEsYAZZkEa0Ojzet1zE78LpIin1oVnKF7Tf3/UoL1fah6cGmjut3Mr+L9cVtH0LK+lKStCIzaFppWKycarBcSFdChILYMA4WToNRZzcCAorKlThevuDMWNLH07xd1mjI5/1QtZq3wXzxyUcynuupRbuyDgW15dKZLO3nYpOAfLgAzeCqs1mKIec1Vhk6V5PUibfj8cL90+1UNx+X6YngxPvn4YnH9sz7jDDtlbdsRSdsrO2Rd2wUZMMMt+sd/sT3QcfYt+RNnGGvXaPwesE1FxD/cc2GQ=</latexit>

Dii
<latexit sha1_base64="3AJCNHpulGCX/tExQ6QE6P8LDGo=">AAACqnicbZHLbtNAFIYn5lbCrYUlG4sIiQWKbFQVllXLossWkbbIsaIz45NkyFysmeO2keUH4AG6hefibTpJvMApRxrp13f+0bnxUklPSfK3Fz14+Ojxk52n/WfPX7x8tbv3+tzbygkcCausu+TgUUmDI5Kk8LJ0CJorvOCL41X+4gqdl9Z8p2WJuYaZkVMpgALKxlzXX5tJLX82k91BMkzWEd8XaSsGrI3TyV7v17iwotJoSCjwPkuTkvIaHEmhsOmPK48liAXMMAvSgEaf1+uem/h9IEU8tS48Q/Ga/vujBu39UvPg1EBzv51bwf/lsoqmX/JamrIiNGJTaFqpmGy8WkBcSIeC1DIIEE6GXmMxBweCwpo6VbjuzlBcydK3U9xsxuj4V72Qtcp38cxBOZfipku5tQsCvuXVlSLp7HWXgnOwDMjgtbBagynqMVcVNlma14O06ffD8dLtU90X55+G6cHw4Gx/cHjUnnGHvWXv2AeWss/skJ2wUzZigll2y36zP9HH6Fv0I8o21qjX/nnDOhEVd/lZ2GU=</latexit>

Dij

SO(3)-Linear

<latexit sha1_base64="DOLogKoo+yzVsd8yYy4pzCu2eJM=">AAACq3icbZHLbtNAFIYn5tISbi0s2VhESGyIbITaLquyYYValbQVsRUdj0+SUeammeM2keUH4AXYwmvxNkwSL3DKkUb69Z1/dG6FlcJTkvzpRQ8ePnq8t/+k//TZ8xcvDw5fXXlTOY4jbqRxNwV4lELjiARJvLEOQRUSr4vF53X++hadF0Z/o5XFXMFMi6ngQAFlXycZ4ZJqw3kzORgkw2QT8X2RtmLA2jifHPZ+ZKXhlUJNXIL34zSxlNfgSHCJTT+rPFrgC5jhOEgNCn1eb5pu4neBlPHUuPA0xRv6748alPcrVQSnApr73dwa/i83rmh6ktdC24pQ822haSVjMvF6A3EpHHKSqyCAOxF6jfkcHHAKe+pUKVR3hvJWWN9OsdyO0fGveyFjpO/imQM7F3zZpYUxC4Jix6sqScKZuy4F52AVkMY7bpQCXdZZIStsxmleD9Km3w/HS3dPdV9cfRymR8Oji0+D07P2jPvsDXvL3rOUHbNT9oWdsxHjzLKf7Bf7HX2ILqPvUba1Rr32z2vWiQj/AhAj2Nk=</latexit>

Nocc

<latexit sha1_base64="Age47FzHBvUqYGPEEfH8g0BXt4k=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXfB2DXjwmYB6QhDA76U3GzM4uM7NCWPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dfiy4Nq777eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUy6caBZdYN9wIbMUKaegLbPqju6nffEKleSQfzDjGbkgHkgecUWOl2lmvWHLL7gxkmXgZKUGGaq/41elHLAlRGiao1m3PjU03pcpwJnBS6CQaY8pGdIBtSyUNUXfT2aETcmKVPgkiZUsaMlN/T6Q01Hoc+rYzpGaoF72p+J/XTkxw0025jBODks0XBYkgJiLTr0mfK2RGjC2hTHF7K2FDqigzNpuCDcFbfHmZNM7L3lX5snZRqtxmceThCI7hFDy4hgrcQxXqwADhGV7hzXl0Xpx352PemnOymUP4A+fzB3TFjLk=</latexit>

+

<latexit sha1_base64="9pXfutSgwr/U1k+gD4CVOY/Azeg=">AAACtHicbZHLattAFIbHStuk7iVOs+xG1BTSjZFKcLsJhHbTZQp1ErCEORod24PnImaOEguhB+hTdNs8Ut+mY1uLyumBgZ/v/MO5ZYUUjqLoTy84ePL02eHR8/6Ll69eHw9O3lw7U1qOE26ksbcZOJRC44QESbwtLILKJN5kq6+b/M0dWieM/kFVgamChRZzwYE8mg1OzxKUcpYQrqlWsG4uzj/MBsNoFG0jfCziVgxZG1ezk97PJDe8VKiJS3BuGkcFpTVYElxi009KhwXwFSxw6qUGhS6tt9034XtP8nBurH+awi3990cNyrlKZd6pgJZuP7eB/8tNS5p/Tmuhi5JQ812heSlDMuFmFWEuLHKSlRfArfC9hnwJFjj5hXWqZKo7Q34nCtdOsd6N0fFveiFjpOvihYViKfi6SzNjVgTZnleVkoQ1910K1kLlkcZ7bpQCnddJJktspnFaD+Om3/fHi/dP9VhcfxzF49H4+/nw8kt7xiP2lr1jZyxmn9gl+8au2IRxVrFf7Dd7CMZBEvAAd9ag1/45ZZ0I9F+JF9tu</latexit>

(ωmax = 4)
<latexit sha1_base64="HHrp88/uAk6SgQuwm5y2OcbEddg=">AAACp3icbZFNaxsxEIblTT9S9ytJj72ImkJ7MbshpD2G9JJbU6gdg72EkXZsC+tjkWaTmMU/INde0z/Wf1PZ3kPX6YDg5ZkZZl6NKLUKlKZ/Osnek6fPnu+/6L589frN24PDo2FwlZc4kE47PxIQUCuLA1KkcVR6BCM0XonFt3X+6gZ9UM7+pGWJuYGZVVMlgSIaTUgZDPz4+qCX9tNN8Mcia0SPNXF5fdi5nxROVgYtSQ0hjLO0pLwGT0pqXHUnVcAS5AJmOI7SQpyT15uFV/xjJAWfOh+fJb6h/3bUYEJYGhErDdA87ObW8H+5cUXTr3mtbFkRWrkdNK00J8fX7nmhPErSyyhAehV35XIOHiTFP2pNEabtobhRZWhc3G1ttOrXu5BzOrTxzEM5V/KuTYVzCwKxU2sqTcq72zYF72EZkcVb6YwBW9QToStcjbO87mWrbjceL9s91WMxPO5np/3THye9s/PmjPvsPfvAPrGMfWFn7IJdsgGTTLNf7IH9Tj4n35NhMtqWJp2m5x1rRQJ/AZIO1oY=</latexit>→2

<latexit sha1_base64="GUVT6+vaMsqNqXV7azuRKSviG6k=">AAACtHicbZHLattAFIbH6i11b06z7EbUFNKNkUJwuwkEuskyhToJWMIcjY7twXMRM0eJhdAD9Cm6bR4pb5OxrUXl9MDAz3f+4dyyQgpHUfTQC549f/Hy1cHr/pu3795/GBx+vHKmtBwn3EhjbzJwKIXGCQmSeFNYBJVJvM5WPzb561u0Thj9i6oCUwULLeaCA3k0GxwdJyjlLCFcU61g3ZydfJ0NhtEo2kb4VMStGLI2LmeHvd9JbnipUBOX4Nw0jgpKa7AkuMSmn5QOC+ArWODUSw0KXVpvu2/CL57k4dxY/zSFW/rvjxqUc5XKvFMBLd1+bgP/l5uWNP+e1kIXJaHmu0LzUoZkws0qwlxY5CQrL4Bb4XsN+RIscPIL61TJVHeG/FYUrp1ivRuj49/0QsZI18ULC8VS8HWXZsasCLI9ryolCWvuuhSshcojjXfcKAU6r5NMlthM47Qexk2/748X75/qqbg6GcXj0fjn6fD8rD3jAfvEPrNjFrNv7JxdsEs2YZxV7A/7y+6DcZAEPMCdNei1f45YJwL9CIMc22c=</latexit>

(ωmax = 2)

Restrict 

<latexit sha1_base64="c+q6tqCA8EBVjGT/Ty6twJyhmeE=">AAACp3icbZFNaxsxEIblTT8S9yNJe8xF1BTai9ktIe0xtJfekkLtGOwljLRjW1gfizSbxCz+Ab322vyx/JvK9h66TgcEL8/MMPNqRKlVoDR96CR7T54+e75/0H3x8tXrw6PjN8PgKi9xIJ12fiQgoFYWB6RI46j0CEZovBKLb+v81Q36oJz9ScsScwMzq6ZKAkU0mpAyGPjp9VEv7aeb4I9F1ogea+Ly+rjza1I4WRm0JDWEMM7SkvIaPCmpcdWdVAFLkAuY4ThKC3FOXm8WXvH3kRR86nx8lviG/ttRgwlhaUSsNEDzsJtbw//lxhVNv+S1smVFaOV20LTSnBxfu+eF8ihJL6MA6VXclcs5eJAU/6g1RZi2h+JGlaFxcbe10apf70LO6dDGMw/lXMm7NhXOLQjETq2pNCnvbtsUvIdlRBZvpTMGbFFPhK5wNc7yupetut14vGz3VI/F8FM/O+uf/TjtnX9tzrjPTtg79oFl7DM7Z9/ZJRswyTT7zf6w++RjcpEMk9G2NOk0PW9ZKxL4C5aG1og=</latexit>→4

<latexit sha1_base64="CWmJ9VjeEx5jMJREIWQLV2tcBOQ=">AAACtXicbZHNbtNAEMc35quErxS4cbGIkDhFdoVaLkiVuHAsEmkrxVY0ux4nq+yHtTtuEyw/AG/BFd6It2GT+IBTRlrpr9/MauY/wyslPSXJn0F07/6Dh4+OHg+fPH32/MXo+OWlt7UTOBVWWXfNwaOSBqckSeF15RA0V3jFV5+3+asbdF5a8402FeYaFkaWUgAFNB+9zlCpeUa4pkbDus3Ixifz0TiZJLuI74q0E2PWxcX8ePAjK6yoNRoSCryfpUlFeQOOpFDYDrPaYwViBQucBWlAo8+b3fht/C6QIi6tC89QvKP//mhAe7/RPFRqoKU/zG3h/3KzmsqPeSNNVRMasW9U1ioOHre7iAvpUJDaBAHCyTBrLJbgQFDYWK8L130PxY2sfOdivbfRq9/OQtYq38cLB9VSinWfcmtXBPygVteKpLO3fQrOwSYgg7fCag2maDKuamxnad6M03Y4DMdLD091V1yeTNLTyenXD+PzT90Zj9gb9pa9Zyk7Y+fsC7tgUybYd/aT/WK/o7Moj4qo3JdGg+7PK9aLyP4FiRHcQg==</latexit>

ωmax → 2

(b) OrbEvo-WF

…

(g) Density Matrix Computation

(a) Overview

…

OO C C C H H H H

…<latexit sha1_base64="YOl2Tq0psdsBGseXpYz50oQgz3M=">AAACqHicbZHPTttAEMY3Blqa0hbosRerERLtIbIRoj2i0kOPqdQQUGKh2fUkWWX/WLtjILLyAD1zLQ/G23ST+FCHjrTSp998o5nZ4YWSnpLkqRVtbe+8eLn7qv16783bd/sHh5felk5gX1hl3RUHj0oa7JMkhVeFQ9Bc4YDPLpb5wS06L635RfMCMw0TI8dSAAV0PfqOiuCYPt3sd5Jusor4uUhr0WF19G4OWr9HuRWlRkNCgffDNCkoq8CRFAoX7VHpsQAxgwkOgzSg0WfVauJFfBRIHo+tC89QvKL/VlSgvZ9rHpwaaOo3c0v4v9ywpPHXrJKmKAmNWDcalyomGy/Xj3PpUJCaBwHCyTBrLKbgQFD4pEYXrps75Ley8PUW9+s1Gv7lLGSt8k08cVBMpbhvUm7tjIBveHWpSDp716TgHMwDMngnrNZg8mrEVYmLYZpVnXTRbofjpZunei4uT7rpWffs52nn/Ft9xl32gX1kxyxlX9g5+8F6rM8E0+yB/WGP0eeoFw2i67U1atU171kjIv4XPVbWyw==</latexit>

!(t)

…<latexit sha1_base64="NAWuWG730nCgd9r9IsVtHLKdIjA=">AAACqnicbZHLbtNAFIYnpkAJl7awZGM1QioCRXZVlS6rwoJlQaQXOVZ1ZnySjDIXa+a4bWTlAXiAbstz8TZMEi9w2iON9Os7/+jceKmkpyT524mebDx99nzzRfflq9dvtrZ33p55WzmBA2GVdRccPCppcECSFF6UDkFzhed8+nWRP79G56U1v2hWYq5hbORICqCAsuE3VAR79Cn9eLXdS/rJMuKHIm1EjzVxerXT+T0srKg0GhIKvM/SpKS8BkdSKJx3h5XHEsQUxpgFaUCjz+tlz/P4QyBFPLIuPEPxkv7/owbt/Uzz4NRAE7+eW8DHcllFo6O8lqasCI1YFRpVKiYbLxYQF9KhIDULAoSToddYTMCBoLCmVhWu2zMU17L0zRS3qzFa/kUvZK3ybTx2UE6kuG1Tbu2UgK95daVIOnvTpuAczAIyeCOs1mCKeshVhfMszeteOu92w/HS9VM9FGf7/fSwf/jjoHd80pxxk71nu2yPpewLO2bf2SkbMMEsu2P37E/0OfoZXUbZyhp1mj/vWCui4h9cmtc7</latexit>

!(t + 1)

<latexit sha1_base64="DOLogKoo+yzVsd8yYy4pzCu2eJM=">AAACq3icbZHLbtNAFIYn5tISbi0s2VhESGyIbITaLquyYYValbQVsRUdj0+SUeammeM2keUH4AXYwmvxNkwSL3DKkUb69Z1/dG6FlcJTkvzpRQ8ePnq8t/+k//TZ8xcvDw5fXXlTOY4jbqRxNwV4lELjiARJvLEOQRUSr4vF53X++hadF0Z/o5XFXMFMi6ngQAFlXycZ4ZJqw3kzORgkw2QT8X2RtmLA2jifHPZ+ZKXhlUJNXIL34zSxlNfgSHCJTT+rPFrgC5jhOEgNCn1eb5pu4neBlPHUuPA0xRv6748alPcrVQSnApr73dwa/i83rmh6ktdC24pQ822haSVjMvF6A3EpHHKSqyCAOxF6jfkcHHAKe+pUKVR3hvJWWN9OsdyO0fGveyFjpO/imQM7F3zZpYUxC4Jix6sqScKZuy4F52AVkMY7bpQCXdZZIStsxmleD9Km3w/HS3dPdV9cfRymR8Oji0+D07P2jPvsDXvL3rOUHbNT9oWdsxHjzLKf7Bf7HX2ILqPvUba1Rr32z2vWiQj/AhAj2Nk=</latexit>

Nocc

OrbEvo
<latexit sha1_base64="gTf+w01UOpAmqKQ1GBqWDLeyd0Q=">AAACrHicbZHNbtNAEMc35quErxaOXCwipHKJbFQVjhUIiWORmraSY1Wz63Gyyn6Y3XHbyPID8ARc4bF4G9aJDzhlpJX++s2s5j8zvFLSU5L8GUX37j94+Gjv8fjJ02fPX+wfvDz3tnYCZ8Iq6y45eFTS4IwkKbysHILmCi/46nOXv7hG56U1Z7SuMNewMLKUAiigfK6BlrxsvrSH9O5qf5JMk03Ed0Xaiwnr4/TqYPRjXlhRazQkFHifpUlFeQOOpFDYjue1xwrEChaYBWlAo8+bjes2fhtIEZfWhWco3tB/fzSgvV9rHio7l34318H/5bKayo95I01VExqxbVTWKiYbdyuIC+lQkFoHAcLJ4DUWS3AgKCxq0IXr4QzFtax8P8XtdoxBfeeFrFV+iBcOqqUUt0PKrV0R8J1aXSuSzt4MKTgH64AM3girNZiimXNVY5uleTNJ2/E4HC/dPdVdcf5+mh5Pj78dTU4+9WfcY6/ZG3bIUvaBnbCv7JTNmGDf2U/2i/2OptFZlEX5tjQa9X9esUFE5V/acti4</latexit>

E(t)

O C

<latexit sha1_base64="DOLogKoo+yzVsd8yYy4pzCu2eJM=">AAACq3icbZHLbtNAFIYn5tISbi0s2VhESGyIbITaLquyYYValbQVsRUdj0+SUeammeM2keUH4AXYwmvxNkwSL3DKkUb69Z1/dG6FlcJTkvzpRQ8ePnq8t/+k//TZ8xcvDw5fXXlTOY4jbqRxNwV4lELjiARJvLEOQRUSr4vF53X++hadF0Z/o5XFXMFMi6ngQAFlXycZ4ZJqw3kzORgkw2QT8X2RtmLA2jifHPZ+ZKXhlUJNXIL34zSxlNfgSHCJTT+rPFrgC5jhOEgNCn1eb5pu4neBlPHUuPA0xRv6748alPcrVQSnApr73dwa/i83rmh6ktdC24pQ822haSVjMvF6A3EpHHKSqyCAOxF6jfkcHHAKe+pUKVR3hvJWWN9OsdyO0fGveyFjpO/imQM7F3zZpYUxC4Jix6sqScKZuy4F52AVkMY7bpQCXdZZIStsxmleD9Km3w/HS3dPdV9cfRymR8Oji0+D07P2jPvsDXvL3rOUHbNT9oWdsxHjzLKf7Bf7HX2ILqPvUba1Rr32z2vWiQj/AhAj2Nk=</latexit>

Nocc

13

13

13

9

<latexit sha1_base64="Ft/OYvXoXWQPXJlU2GmiHE9XHLA=">AAACpXicbZFNa9tAEIbXSj8SN23zccxF1JTmZKQS0l4Kob3kUkggdgK2MLOrsb31fojdURIj/AN667X5Z/03Wds6RE4HFl6eeYeZ2eGFkp6S5F8r2nrx8tXr7Z32m923797v7R/0vS2dwJ6wyrobDh6VNNgjSQpvCoegucJrPvuxzF/fovPSmiuaF5hpmBg5lgIooP4QlfqWjPY6STdZRfxcpLXosDouRvut38PcilKjIaHA+0GaFJRV4EgKhYv2sPRYgJjBBAdBGtDos2o17iL+GEgej60Lz1C8ok8rKtDezzUPTg009Zu5JfxfblDS+GtWSVOUhEasG41LFZONl7vHuXQoSM2DAOFkmDUWU3AgKPxQowvXzR3yW1n4eov79RoN/3IWslb5Jp44KKZS3Dcpt3ZGwDe8ulQknb1rUnAO5gEZvBNWazB5NeSqxMUgzapOumi3w/HSzVM9F/3P3fS0e3p50jn7Xp9xmx2xD+yYpewLO2Pn7IL1mGC/2B/2lz1En6Kf0VXUX1ujVl1zyBoRjR4BfdHVqA==</latexit>

ω = 0
<latexit sha1_base64="3DicrnFL57uc309dlcO3B5//drU=">AAACpXicbZFNa9tAEIbXSj8SN23zccxF1JTmZKQS0l4Kob3kUkggdgK2MLOrsb31fojdURIj/AN667X5Z/03Wds6RE4HFl6eeYeZ2eGFkp6S5F8r2nrx8tXr7Z32m923797v7R/0vS2dwJ6wyrobDh6VNNgjSQpvCoegucJrPvuxzF/fovPSmiuaF5hpmBg5lgIooP4QlfqWjvY6STdZRfxcpLXosDouRvut38PcilKjIaHA+0GaFJRV4EgKhYv2sPRYgJjBBAdBGtDos2o17iL+GEgej60Lz1C8ok8rKtDezzUPTg009Zu5JfxfblDS+GtWSVOUhEasG41LFZONl7vHuXQoSM2DAOFkmDUWU3AgKPxQowvXzR3yW1n4eov79RoN/3IWslb5Jp44KKZS3Dcpt3ZGwDe8ulQknb1rUnAO5gEZvBNWazB5NeSqxMUgzapOumi3w/HSzVM9F/3P3fS0e3p50jn7Xp9xmx2xD+yYpewLO2Pn7IL1mGC/2B/2lz1En6Kf0VXUX1ujVl1zyBoRjR4BgA3VqQ==</latexit>

ω = 1
<latexit sha1_base64="z/QdhILsRQXBxu0q2JTJ7/3+7mo=">AAACpXicbZHPTttAEMY3prQ00BbosRerEWpPkY0q2kslVC69VAKJBKTEimbXk2Sb/WPtjoHIygP0xrW8GW/DJvGhDh1ppU+/+UYzs8MLJT0lyWMr2nqx/fLVzuv27t6bt+/2Dw773pZOYE9YZd01B49KGuyRJIXXhUPQXOEVn50t81c36Ly05pLmBWYaJkaOpQAKqD9Epb4fj/Y7STdZRfxcpLXosDrORwetP8PcilKjIaHA+0GaFJRV4EgKhYv2sPRYgJjBBAdBGtDos2o17iI+CiSPx9aFZyhe0X8rKtDezzUPTg009Zu5JfxfblDS+FtWSVOUhEasG41LFZONl7vHuXQoSM2DAOFkmDUWU3AgKPxQowvXzR3yG1n4eou79RoN/3IWslb5Jp44KKZS3DUpt3ZGwDe8ulQknb1tUnAO5gEZvBVWazB5NeSqxMUgzapOumi3w/HSzVM9F/3jbnrSPbn40jn9UZ9xh31gH9lnlrKv7JT9ZOesxwT7ze7ZX/YQfYp+RZdRf22NWnXNe9aIaPQEgknVqg==</latexit>

ω = 2
<latexit sha1_base64="cV6N81+RvW/Qoja2rwBVFH9Knu8=">AAACqHicbZFNaxsxEIbl7VfqfiXtsRdRUyilmN00pLkEQnvp0YU6TrCXMNKObWF9LNJsErP4B/Tca/vD+m8q23voOh0QvDzzDjOjEaVWgdL0Tye5d//Bw0d7j7tPnj57/mL/4OV5cJWXOJROO38hIKBWFoekSONF6RGM0DgSiy/r/OgafVDOfqdlibmBmVVTJYEiupyg1qcfP/Cjq/1e2k83we+KrBE91sTg6qDzY1I4WRm0JDWEMM7SkvIaPCmpcdWdVAFLkAuY4ThKCwZDXm8mXvG3kRR86nx8lviG/ltRgwlhaUR0GqB52M2t4f9y44qmJ3mtbFkRWrltNK00J8fX6/NCeZSkl1GA9CrOyuUcPEiKn9TqIkx7h+JalaHZ4na7Rsu/noWc06GNZx7KuZK3bSqcWxCIHa+pNCnvbtoUvIdlRBZvpDMGbFFPhK5wNc7yupetut14vGz3VHfF+WE/O+4ffzvqnX1uzrjHXrM37B3L2Cd2xr6yARsyyQz7yX6x38n7ZJCMksutNek0Na9YKxLxFxou1kk=</latexit>

ω = 3, 4

Tensor Contraction

<latexit sha1_base64="VFKyDaMtAbh6R0kBOgRYs1fs1AM=">AAACqnicbZHNbtNAEMc3hkIbCrRw7MUiQuqhimxUFY5Ve+FYUNMWOVY1u54kq+yHtTtuG1l+AB6AKzwXb8Mm8aFOGWmlv37zX80XL5X0lCR/e9Gz51svXm7v9F/tvn7zdm//3ZW3lRM4ElZZd8PBo5IGRyRJ4U3pEDRXeM3n58v89R06L625pEWJuYapkRMpgALKxhpoRlSnvrndGyTDZBXxU5G2YsDauLjd7/0cF1ZUGg0JBd5naVJSXoMjKRQ2/XHlsQQxhylmQRrQ6PN61XMTfwykiCfWhWcoXtHHP2rQ3i80D85lj34zt4T/y2UVTb7ktTRlRWjEutCkUjHZeLmAuJAOBalFECCcDL3GYgYOBIU1dapw3Z2huJOlb6d4WI/R8a92aa3yXTx1UM6keOhSbu2cgG94daVIOnvfpeAcLAIyeC+s1mCKesxVhU2W5vUgbfr9cLx081RPxdWnYXoyPPl2PDg9a8+4zQ7YB3bIUvaZnbKv7IKNmGCW/WK/2Z/oKPoe/YiytTXqtX/es05ExT/qH9he</latexit>

1s
<latexit sha1_base64="u/ShzgF7syIPjsHBE81vls6/3AE=">AAACqnicbZHLbtNAFIYnhtISWmhhycYiqsSiiuwKFZZV2bAsiPQix6rOjE+SUeZizRy3jSw/AA/AFp6Lt2GSeFGnPdJIv77zj86Nl0p6SpJ/vejZ860X2zsv+692916/2T94e+Ft5QSOhFXWXXHwqKTBEUlSeFU6BM0VXvL512X+8hadl9b8pEWJuYapkRMpgALKxhpoRlQf++Zmf5AMk1XEj0XaigFr4/zmoPdrXFhRaTQkFHifpUlJeQ2OpFDY9MeVxxLEHKaYBWlAo8/rVc9NfBhIEU+sC89QvKIPf9SgvV9oHpzLHv1mbgmfymUVTb7ktTRlRWjEutCkUjHZeLmAuJAOBalFECCcDL3GYgYOBIU1dapw3Z2huJWlb6e4X4/R8a92aa3yXTx1UM6kuO9Sbu2cgG94daVIOnvXpeAcLAIyeCes1mCKesxVhU2W5vUgbfr9cLx081SPxcXxMD0Znnz/NDg9a8+4w96zD+wjS9lndsq+sXM2YoJZ9pv9YX+jo+hHdB1la2vUa/+8Y52Iiv/sXdhf</latexit>

2s
<latexit sha1_base64="XhRm/eYCfCqzGGQ+h0vf393zcJ8=">AAACqnicbZHLbtNAFIYn5lbCrYUlG4sIiQWKbFQVllW7YVkQaYscqzozPklGmZtmjttGlh+AB2ALz8XbMEm8wClHGunXd/7RuXGnZKAs+zNI7t1/8PDR3uPhk6fPnr/YP3h5HmztBU6EVdZfcgiopMEJSVJ46TyC5gov+PJ0nb+4Rh+kNd9o5bDUMDdyJgVQRMVUAy2Imty1V/ujbJxtIr0r8k6MWBdnVweDH9PKilqjIaEghCLPHJUNeJJCYTuc1gEdiCXMsYjSgMZQNpue2/RtJFU6sz4+Q+mG/vujAR3CSvPoXPcYdnNr+L9cUdPsU9lI42pCI7aFZrVKyabrBaSV9ChIraIA4WXsNRUL8CAorqlXhev+DNW1dKGb4nY7Rs+/2aW1KvTx3INbSHHbp9zaJQHf8epakfT2pk/Be1hFZPBGWK3BVM2UqxrbIi+bUd4Oh/F4+e6p7orzD+P8aHz05XB0fNKdcY+9Zm/YO5azj+yYfWZnbMIEs+wn+8V+J++Tr8n3pNhak0H35xXrRVL9BeNo2Fs=</latexit>

1p
<latexit sha1_base64="SdyFLOPXftquAQrOYB34DouHzmc=">AAACqnicbZHLbtNAFIYn5tISbi0s2VhESCxQZFeosKzKhmVBpC1yrOrM+CQZZW6aOW4bWX4AHoAtPBdvwyTxAqccaaRf3/lH58adkoGy7M8guXf/wcO9/UfDx0+ePnt+cPjiPNjaC5wIq6y/5BBQSYMTkqTw0nkEzRVe8OWndf7iGn2Q1nyjlcNSw9zImRRAERVTDbQgao5ce3UwysbZJtK7Iu/EiHVxdnU4+DGtrKg1GhIKQijyzFHZgCcpFLbDaR3QgVjCHIsoDWgMZbPpuU3fRFKlM+vjM5Ru6L8/GtAhrDSPznWPYTe3hv/LFTXNPpaNNK4mNGJbaFarlGy6XkBaSY+C1CoKEF7GXlOxAA+C4pp6Vbjuz1BdSxe6KW63Y/T8m11aq0Ifzz24hRS3fcqtXRLwHa+uFUlvb/oUvIdVRAZvhNUaTNVMuaqxLfKyGeXtcBiPl++e6q44Pxrnx+PjL+9HJ6fdGffZK/aavWU5+8BO2Gd2xiZMMMt+sl/sd/Iu+Zp8T4qtNRl0f16yXiTVX+Wm2Fw=</latexit>

2p
<latexit sha1_base64="yXPwk2Att1XmIZFvglHmXxYlQIk=">AAACqnicbZHNbtNAEMc3hkIbCrRw7MUiQuqhimxUFY5Ve+FYUNMWOVY1u54kq+yHtTtuG1l+AB6AKzwXb8Mm8aFOGWmlv37zX80XL5X0lCR/e9Gz51svXm7v9F/tvn7zdm//3ZW3lRM4ElZZd8PBo5IGRyRJ4U3pEDRXeM3n58v89R06L625pEWJuYapkRMpgALKxhpoRlSnRXO7N0iGySripyJtxYC1cXG73/s5LqyoNBoSCrzP0qSkvAZHUihs+uPKYwliDlPMgjSg0ef1qucm/hhIEU+sC89QvKKPf9SgvV9oHpzLHv1mbgn/l8sqmnzJa2nKitCIdaFJpWKy8XIBcSEdClKLIEA4GXqNxQwcCApr6lThujtDcSdL307xsB6j41/t0lrlu3jqoJxJ8dCl3No5Ad/w6kqRdPa+S8E5WARk8F5YrcEU9ZirCpsszetB2vT74Xjp5qmeiqtPw/RkePLteHB61p5xmx2wD+yQpewzO2Vf2QUbMcEs+8V+sz/RUfQ9+hFla2vUa/+8Z52Iin/IjNhP</latexit>

1d

<latexit sha1_base64="b3MAVi2cccFugve4QuHMmZGRWPc=">AAACrHicbZHNattAEMfX6lfqfiXtsRdRU0gvRioh7aUQyKXHFOIkIIswuxrZi/dD3R0lMUIP0CfotX2svk1Xtg6V04GFP7+ZZf4zwyslPSXJn1H04OGjx0/2no6fPX/x8tX+wesLb2sncCassu6Kg0clDc5IksKryiForvCSr067/OUNOi+tOad1hbmGhZGlFEAB5XMNtORlc9oeJh+u9yfJNNlEfF+kvZiwPs6uD0Y/5oUVtUZDQoH3WZpUlDfgSAqF7Xhee6xArGCBWZAGNPq82bhu4/eBFHFpXXiG4g3990cD2vu15qGyc+l3cx38Xy6rqfycN9JUNaER20ZlrWKycbeCuJAOBal1ECCcDF5jsQQHgsKiBl24Hs5Q3MjK91PcbccY1HdeyFrlh3jhoFpKcTek3NoVAd+p1bUi6eztkIJzsA7I4K2wWoMpmjlXNbZZmjeTtB2Pw/HS3VPdFxcfp+nx9Pjb0eTkS3/GPfaWvWOHLGWf2An7ys7YjAn2nf1kv9jvaBqdR1mUb0ujUf/nDRtEVP4FPD3YbQ==</latexit>

C(0)

<latexit sha1_base64="rdfdhbesYWbOcWurHT3NZUQ5zR0=">AAACtHicbZHNattAEMfXSj9S98tpjr2ImkIKxUihuDmG5pJjCnUSsISZXa3sxfshdkdJhNAD5Cl6bR4pb9OVrUPldGDhz29mmf/M0EIKh1H0OAj2nj1/8XL/1fD1m7fv3o8OPlw6U1rGZ8xIY68pOC6F5jMUKPl1YTkoKvkVXZ+1+asbbp0w+hdWBU8VLLXIBQP0aDE6TBTgiub1WbOo9VfRHOGXxWgcTaJNhE9F3Ikx6eJicTC4TzLDSsU1MgnOzeOowLQGi4JJ3gyT0vEC2BqWfO6lBsVdWm/cN+FnT7IwN9Y/jeGG/vujBuVcpaivbL263VwL/5ebl5ifpLXQRYlcs22jvJQhmrBdRZgJyxnKygtgVnivIVuBBYZ+Yb0uVPVnyG5E4bop7rZj9OpbL2iMdH28tFCsBLvrU2rMGoHu1KpSorDmtk/BWqg80vyWGaVAZ3VCZcmbeZzW47gZDv3x4t1TPRWXx5N4Opn+/DY+/dGdcZ98JJ/IEYnJd3JKzskFmRFGKvKb/CEPwTRIAhbwbWkw6P4ckl4E+i+tWNt9</latexit>

Cn,i(t)

<latexit sha1_base64="aupeoqsCHSZVvgE2Awp6v932m24=">AAACvXicbVG7jhNBEBwvr8O8zhBCsMJCIrJ2CO7IsCAhQoeE707yrqzeca898jxWM71nW6tNyPgHUiRSyPkQMj6F8SNgfbQ0UqmqRt3VnZdKekqS353oxs1bt+8c3e3eu//g4aPj3uNzbysncCSssu4yB49KGhyRJIWXpUPQucKLfPFuo19cofPSmk+0LjHTMDOykAIoUJPjZ2nhQNS8qT9MUsIV1VaIpkl9pSdB7ieDZFvxdcD3oD9M+K9vva9/zia9zpd0akWl0ZBQ4P2YJyVlNTiSQmHTTSuPJYgFzHAcoAGNPqu3MZr4RWCmcWFdeIbiLfvvjxq092udB6cGmvtDbUP+TxtXVLzOamnKitCIXaOiUjHZeLOTeCodClLrAEA4GWaNxRzCXihsrtUl1+0M0ytZ+n2K1S5Gy7+ZhaxVvk3PHJRzKVZtNrd2QZAfeHWlSDq7bLPgHKwDZXAprNZgpnWaqwqbMc/qPm+63XA8fniq6+D81YCfDE4+8v7wLdvVEXvKnrOXjLNTNmTv2RkbMcE+s+/sB/sZvYkwUpHZWaPO/s8T1qpo+ReMGuPO</latexit>

1
Nocc

∑
n

<latexit sha1_base64="rdfdhbesYWbOcWurHT3NZUQ5zR0=">AAACtHicbZHNattAEMfXSj9S98tpjr2ImkIKxUihuDmG5pJjCnUSsISZXa3sxfshdkdJhNAD5Cl6bR4pb9OVrUPldGDhz29mmf/M0EIKh1H0OAj2nj1/8XL/1fD1m7fv3o8OPlw6U1rGZ8xIY68pOC6F5jMUKPl1YTkoKvkVXZ+1+asbbp0w+hdWBU8VLLXIBQP0aDE6TBTgiub1WbOo9VfRHOGXxWgcTaJNhE9F3Ikx6eJicTC4TzLDSsU1MgnOzeOowLQGi4JJ3gyT0vEC2BqWfO6lBsVdWm/cN+FnT7IwN9Y/jeGG/vujBuVcpaivbL263VwL/5ebl5ifpLXQRYlcs22jvJQhmrBdRZgJyxnKygtgVnivIVuBBYZ+Yb0uVPVnyG5E4bop7rZj9OpbL2iMdH28tFCsBLvrU2rMGoHu1KpSorDmtk/BWqg80vyWGaVAZ3VCZcmbeZzW47gZDv3x4t1TPRWXx5N4Opn+/DY+/dGdcZ98JJ/IEYnJd3JKzskFmRFGKvKb/CEPwTRIAhbwbWkw6P4ckl4E+i+tWNt9</latexit>

Cn,i(t)
<latexit sha1_base64="ObpuTKrbKgubExliiHqluz959Gw=">AAACtHicbZHNattAEMfX6lfqfsRpjr2ImkIKxUilOD2G5pJjAnESsISZXa3srfdD7I6SCKEH6FP02jxS36YrW4fK6cDCn9/MMv+ZoYUUDqPozyB48vTZ8xd7L4evXr95uz86eHflTGkZnzEjjb2h4LgUms9QoOQ3heWgqOTXdH3a5q9vuXXC6EusCp4qWGqRCwbo0WJ0mCjAFc3r02ZR688/miP8tBiNo0m0ifCxiDsxJl2cLw4GP5PMsFJxjUyCc/M4KjCtwaJgkjfDpHS8ALaGJZ97qUFxl9Yb90340ZMszI31T2O4of/+qEE5VynqK1uvbjfXwv/l5iXm39Ja6KJErtm2UV7KEE3YriLMhOUMZeUFMCu815CtwAJDv7BeF6r6M2S3onDdFPfbMXr1rRc0Rro+XlooVoLd9yk1Zo1Ad2pVKVFYc9enYC1UHml+x4xSoLM6obLkzTxO63HcDIf+ePHuqR6Lqy+TeDqZXnwdn3zvzrhH3pMP5IjE5JickDNyTmaEkYr8Ir/JQzANkoAFfFsaDLo/h6QXgf4Lr5jbfg==</latexit>

Cn,j(t)

<latexit sha1_base64="+Dy09woNeXiuY0L8v7HnasEQbsA=">AAACtnicbZHNattAEMfX6lfqfjkJPeUiagopLUYqJckxNJceU4iTgK2a2dXKXrxf7I6SGKEH6GP02j5R3qYrW4fK6cDCn9/MMv+ZoVYKj0ly34sePX7y9NnO8/6Ll69evxns7l16UzrGx8xI464peC6F5mMUKPm1dRwUlfyKLs+a/NUNd14YfYEryzMFcy0KwQADmg3eThXgghbVWT2r9CdRH+LH9MNsMExGyTrihyJtxZC0cT7b7f2c5oaVimtkEryfpInFrAKHgkle96el5xbYEuZ8EqQGxX1Wrf3X8ftA8rgwLjyN8Zr++6MC5f1K0VDZuPXbuQb+LzcpsTjJKqFtiVyzTaOilDGauFlGnAvHGcpVEMCcCF5jtgAHDMPKOl2o6s6Q3wjr2ynuNmN06hsvaIz0XTx3YBeC3XUpNWaJQLdqVSlROHPbpeAcrALS/JYZpUDn1ZTKkteTNKuGad3vh+Ol26d6KC4/j9Kj0dH3L8PTr+0Zd8gBeUcOSUqOySn5Rs7JmDBSkV/kN/kTnUQ/Ih7NN6VRr/2zTzoR2b/VPNvt</latexit>

Cn,i(t + 1)
<latexit sha1_base64="+Dy09woNeXiuY0L8v7HnasEQbsA=">AAACtnicbZHNattAEMfX6lfqfjkJPeUiagopLUYqJckxNJceU4iTgK2a2dXKXrxf7I6SGKEH6GP02j5R3qYrW4fK6cDCn9/MMv+ZoVYKj0ly34sePX7y9NnO8/6Ll69evxns7l16UzrGx8xI464peC6F5mMUKPm1dRwUlfyKLs+a/NUNd14YfYEryzMFcy0KwQADmg3eThXgghbVWT2r9CdRH+LH9MNsMExGyTrihyJtxZC0cT7b7f2c5oaVimtkEryfpInFrAKHgkle96el5xbYEuZ8EqQGxX1Wrf3X8ftA8rgwLjyN8Zr++6MC5f1K0VDZuPXbuQb+LzcpsTjJKqFtiVyzTaOilDGauFlGnAvHGcpVEMCcCF5jtgAHDMPKOl2o6s6Q3wjr2ynuNmN06hsvaIz0XTx3YBeC3XUpNWaJQLdqVSlROHPbpeAcrALS/JYZpUDn1ZTKkteTNKuGad3vh+Ol26d6KC4/j9Kj0dH3L8PTr+0Zd8gBeUcOSUqOySn5Rs7JmDBSkV/kN/kTnUQ/Ih7NN6VRr/2zTzoR2b/VPNvt</latexit>

Cn,i(t + 1)

<latexit sha1_base64="iJ2RGgO5fJYKH5LIXRX78I3BMPY=">AAACrHicbZHNbtNAEMc35quErxaOXCwipHKJbFQVjhW9cCxS01ZyrGp2PU5W2Q+zO24bWX4AnoArPBZvwzrxAaeMtNJfv5nV/GeGV0p6SpI/o+jBw0ePn+w9HT97/uLlq/2D1xfe1k7gTFhl3RUHj0oanJEkhVeVQ9Bc4SVfnXb5yxt0XlpzTusKcw0LI0spgALK5xpoycvmtD1MPlzvT5Jpson4vkh7MWF9nF0fjH7MCytqjYaEAu+zNKkob8CRFArb8bz2WIFYwQKzIA1o9Hmzcd3G7wMp4tK68AzFG/rvjwa092vNQ2Xn0u/mOvi/XFZT+TlvpKlqQiO2jcpaxWTjbgVxIR0KUusgQDgZvMZiCQ4EhUUNunA9nKG4kZXvp7jbjjGo77yQtcoP8cJBtZTibki5tSsCvlOra0XS2dshBedgHZDBW2G1BlM0c65qbLM0byZpOx6H46W7p7ovLj5O0+Pp8bejycmX/ox77C17xw5Zyj6xE/aVnbEZE+w7+8l+sd/RNDqPsijflkaj/s8bNoio/As9vthy</latexit>

C(0)
<latexit sha1_base64="4R80yb2hTd5dMefroouq2S8PYOg=">AAAC7HicbZFLb9NAEMc35lXMK4UjF4sIiVNkI9RyrOgFiUuRSFsptqLd9ThZZR/W7jhNZPkD9M4NceXOp0Hc4JuwTiyEU0Za6b+/mdmZ2WGlFA7j+OcguHX7zt17B/fDBw8fPX4yPHx67kxlOUy4kcZeMupACg0TFCjhsrRAFZNwwZanrf9iBdYJoz/hpoRM0bkWheAUPZoNP6QM5kLXTFG0Yt2EqRcLVtRxk6Z7l1Vu0PVomILO/+bOhqN4HG8tuimSToxIZ2ezw8F1mhteKdDIJXVumsQlZjW1KLgE/3zloKR8Secw9VJTBS6rt1M30UtP8qgw1h+N0Zb+m1FT5dxGMR/ZNuz2fS38n29aYfE2q4UuKwTNd4WKSkZoovYLo1xY4Cg3XlBuhe814gtqKUf/0b0qTPVnyFeidN0U690Yvfi2FzRGuj6eW1ouBF/3KTNmiZTtxapKorDmqk+ptXTjkYYrbpSifmspkxU00ySrR0kThn55yf6qborz1+PkaHz08c3o5F23xgPynLwgr0hCjskJeU/OyIRw8p38IL/I70AHn4MvwdddaDDocp6RngXf/gDOgPMf</latexit>


0
0
...
0




<latexit sha1_base64="5WxhLUM3syKdz3+xdimYcDiryOM=">AAAC83icbZFLb9NAEMc35lXMK4UjF4sIqb1EdlUVjlXLgRMqiLSVYivaXU+SVfZh7Y7TRJY/AJ+BG+LKna/ChSt8DDaJeThlpJX++s3MzosVUjiM42+d4MbNW7fv7NwN791/8PBRd/fxuTOl5TDgRhp7yagDKTQMUKCEy8ICVUzCBZudrvwXc7BOGP0elwVkik60GAtO0aNR913KYCJ0xRRFKxZ1mL4CiXQv2U/T3/pgree5QfcXvhmlCAuskNX7YQo6//PFqNuL+/HaousiaUSPNHY22u18SHPDSwUauaTODZO4wKyiFgWX4HsqHRSUz+gEhl5qqsBl1Xr4OnruSR6NjfVPY7Sm/2ZUVDm3VMxH+ganbtu3gv/zDUscv8wqoYsSQfNNoXEpIzTRapNRLixwlEsvKLfC9xrxKbWUo993qwpT7RnyuShcM8ViM0YrftULGiNdG08sLaaCL9qUGTNDyrZiVSlRWHPVptRauvRIwxU3SlF/tZTJEuphklW9pA5Df7xk+1TXxflBPznqH7097B2fNGfcIU/JM7JHEvKCHJPX5IwMCCdfyXfyg/wMyuBj8Cn4vAkNOk3OE9Ky4MsvRkf0Rw==</latexit>


!(1)
!(2)

...
!(Ntb)




<latexit sha1_base64="JZWrQ81hts+918seSfm166WgljM=">AAADEXicbVFNaxNBGJ5dba3xK9Wjl8FQaBFCNkj1WNSDJ2nBtIVsCDOzb5Ih87HMvJsmLPsDPPtrvIlX74L/xUMnH2g37QsDD8/zDO/Hw3MlPXY6f6L43v2d3Qd7DxuPHj95+qy5//zc28IJ6AmrrLvkzIOSBnooUcFl7oBpruCCTz8s9YsZOC+t+YKLHAaajY0cScEwUMNmnnIYS1NyzdDJedVIP4JCdvh5mCLMsURe0dc0OUrTu5XuSpllFv1/S5feMB01UjDZvwbDZqvT7qyK3gbJBrTIpk6H+9HXNLOi0GBQKOZ9P+nkOCiZQykUhIkLDzkTUzaGfoCGafCDcnWaih4EJqMj68IzSFfszR8l094vdNjlIAw48dvakrxL6xc4ejcopckLBCPWjUaFomjp8s40kw4EqkUATDgZZqViwhwTGNKodeG6vkM2k7nfbDFfr1HzL2dBa5Wv02PH8okU8zrLrZ0i41teXSiUzl7VWeYcWwTKwJWwWrOQWspVAVU/GZStpGo0QnjJdlS3wXm3nRy3j8/etE7eb2LcIy/JK3JIEvKWnJBP5JT0iCC/yd9oJ9qNv8Xf4x/xz7U1jjZ/XpBaxb+uAbLE/dU=</latexit>


!(Ntb + 1)
!(Ntb + 2)

...
!(2Ntb)




<latexit sha1_base64="iJ2RGgO5fJYKH5LIXRX78I3BMPY=">AAACrHicbZHNbtNAEMc35quErxaOXCwipHKJbFQVjhW9cCxS01ZyrGp2PU5W2Q+zO24bWX4AnoArPBZvwzrxAaeMtNJfv5nV/GeGV0p6SpI/o+jBw0ePn+w9HT97/uLlq/2D1xfe1k7gTFhl3RUHj0oanJEkhVeVQ9Bc4SVfnXb5yxt0XlpzTusKcw0LI0spgALK5xpoycvmtD1MPlzvT5Jpson4vkh7MWF9nF0fjH7MCytqjYaEAu+zNKkob8CRFArb8bz2WIFYwQKzIA1o9Hmzcd3G7wMp4tK68AzFG/rvjwa092vNQ2Xn0u/mOvi/XFZT+TlvpKlqQiO2jcpaxWTjbgVxIR0KUusgQDgZvMZiCQ4EhUUNunA9nKG4kZXvp7jbjjGo77yQtcoP8cJBtZTibki5tSsCvlOra0XS2dshBedgHZDBW2G1BlM0c65qbLM0byZpOx6H46W7p7ovLj5O0+Pp8bejycmX/ox77C17xw5Zyj6xE/aVnbEZE+w7+8l+sd/RNDqPsijflkaj/s8bNoio/As9vthy</latexit>

C(0)
<latexit sha1_base64="iJ2RGgO5fJYKH5LIXRX78I3BMPY=">AAACrHicbZHNbtNAEMc35quErxaOXCwipHKJbFQVjhW9cCxS01ZyrGp2PU5W2Q+zO24bWX4AnoArPBZvwzrxAaeMtNJfv5nV/GeGV0p6SpI/o+jBw0ePn+w9HT97/uLlq/2D1xfe1k7gTFhl3RUHj0oanJEkhVeVQ9Bc4SVfnXb5yxt0XlpzTusKcw0LI0spgALK5xpoycvmtD1MPlzvT5Jpson4vkh7MWF9nF0fjH7MCytqjYaEAu+zNKkob8CRFArb8bz2WIFYwQKzIA1o9Hmzcd3G7wMp4tK68AzFG/rvjwa092vNQ2Xn0u/mOvi/XFZT+TlvpKlqQiO2jcpaxWTjbgVxIR0KUusgQDgZvMZiCQ4EhUUNunA9nKG4kZXvp7jbjjGo77yQtcoP8cJBtZTibki5tSsCvlOra0XS2dshBedgHZDBW2G1BlM0c65qbLM0byZpOx6H46W7p7ovLj5O0+Pp8bejycmX/ox77C17xw5Zyj6xE/aVnbEZE+w7+8l+sd/RNDqPsijflkaj/s8bNoio/As9vthy</latexit>

C(0)

OrbEvo OrbEvoGround state
DFT

OrbEvo
<latexit sha1_base64="5yoBw/ksG/4TUkvYLJA0iVehcNs=">AAACpHicbZFNT9tAEIY3pi00/YL22ItF1KqnyK4q2iMSFypxAIEBKXHR7HqSrLIf1u4YiKz8AE5c6U/rv+km8QEHRlrp1TPvaGZ2eKmkpyT514k2Xrx8tbn1uvvm7bv3H7Z3Pp57WzmBmbDKuksOHpU0mJEkhZelQ9Bc4QWfHizyF9fovLTmjGYl5hrGRo6kAAooGxaW/NV2L+kny4ifirQRPdbE8dVO5y4UikqjIaHA+0GalJTX4EgKhfPusPJYgpjCGAdBGtDo83o57Tz+EkgRj6wLz1C8pI8ratDezzQPTg008eu5BXwuN6ho9CuvpSkrQiNWjUaVisnGi9XjQjoUpGZBgHAyzBqLCTgQFD6o1YXr9g7FtSx9s8Xtao2WfzELWat8G48dlBMpbtuUWzsl4GteXSmSzt60KTgHs4AM3girNZiiHnJV4XyQ5nUvnXe74Xjp+qmeivPv/XSvv3fyo7f/uznjFvvMdtk3lrKfbJ8dsmOWMcEku2cP7G/0NTqKTqNsZY06Tc0n1oroz398PdW1</latexit>. . .

Time-evolving delta wavefunctions

External electric
 field 

FFN
SO(2)-
Layer
Norm

<latexit sha1_base64="gTf+w01UOpAmqKQ1GBqWDLeyd0Q=">AAACrHicbZHNbtNAEMc35quErxaOXCwipHKJbFQVjhUIiWORmraSY1Wz63Gyyn6Y3XHbyPID8ARc4bF4G9aJDzhlpJX++s2s5j8zvFLSU5L8GUX37j94+Gjv8fjJ02fPX+wfvDz3tnYCZ8Iq6y45eFTS4IwkKbysHILmCi/46nOXv7hG56U1Z7SuMNewMLKUAiigfK6BlrxsvrSH9O5qf5JMk03Ed0Xaiwnr4/TqYPRjXlhRazQkFHifpUlFeQOOpFDYjue1xwrEChaYBWlAo8+bjes2fhtIEZfWhWco3tB/fzSgvV9rHio7l34318H/5bKayo95I01VExqxbVTWKiYbdyuIC+lQkFoHAcLJ4DUWS3AgKCxq0IXr4QzFtax8P8XtdoxBfeeFrFV+iBcOqqUUt0PKrV0R8J1aXSuSzt4MKTgH64AM3girNZiimXNVY5uleTNJ2/E4HC/dPdVdcf5+mh5Pj78dTU4+9WfcY6/ZG3bIUvaBnbCv7JTNmGDf2U/2i/2OptFZlEX5tjQa9X9esUFE5V/acti4</latexit>

E(t)

Equivariant 
Graph 

Attention

SO(2)-
Layer
Norm

<latexit sha1_base64="gTf+w01UOpAmqKQ1GBqWDLeyd0Q=">AAACrHicbZHNbtNAEMc35quErxaOXCwipHKJbFQVjhUIiWORmraSY1Wz63Gyyn6Y3XHbyPID8ARc4bF4G9aJDzhlpJX++s2s5j8zvFLSU5L8GUX37j94+Gjv8fjJ02fPX+wfvDz3tnYCZ8Iq6y45eFTS4IwkKbysHILmCi/46nOXv7hG56U1Z7SuMNewMLKUAiigfK6BlrxsvrSH9O5qf5JMk03Ed0Xaiwnr4/TqYPRjXlhRazQkFHifpUlFeQOOpFDYjue1xwrEChaYBWlAo8+bjes2fhtIEZfWhWco3tB/fzSgvV9rHio7l34318H/5bKayo95I01VExqxbVTWKiYbdyuIC+lQkFoHAcLJ4DUWS3AgKCxq0IXr4QzFtax8P8XtdoxBfeeFrFV+iBcOqqUUt0PKrV0R8J1aXSuSzt4MKTgH64AM3girNZiimXNVY5uleTNJ2/E4HC/dPdVdcf5+mh5Pj78dTU4+9WfcY6/ZG3bIUvaBnbCv7JTNmGDf2U/2i/2OptFZlEX5tjQa9X9esUFE5V/acti4</latexit>

E(t)

(c) OrbEvo-DM

Atom type 
Embedding

Edge-Degree 
Embedding

SO(3)-Linear

<latexit sha1_base64="Age47FzHBvUqYGPEEfH8g0BXt4k=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXfB2DXjwmYB6QhDA76U3GzM4uM7NCWPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dfiy4Nq777eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUy6caBZdYN9wIbMUKaegLbPqju6nffEKleSQfzDjGbkgHkgecUWOl2lmvWHLL7gxkmXgZKUGGaq/41elHLAlRGiao1m3PjU03pcpwJnBS6CQaY8pGdIBtSyUNUXfT2aETcmKVPgkiZUsaMlN/T6Q01Hoc+rYzpGaoF72p+J/XTkxw0025jBODks0XBYkgJiLTr0mfK2RGjC2hTHF7K2FDqigzNpuCDcFbfHmZNM7L3lX5snZRqtxmceThCI7hFDy4hgrcQxXqwADhGV7hzXl0Xpx352PemnOymUP4A+fzB3TFjLk=</latexit>

+<latexit sha1_base64="T3vVzN9J2hihbGT4dX5oo+ottW4=">AAACqXicbVFNa9tAEF2rX6n7lbTHXkRNoVAwUglpjyG59JiUOjGxRZhdjezF+yF2R0mM0A/ovdf2f/XfdGXrUDkdWHi8ecO8t8NLJT0lyZ9B9ODho8dP9p4Onz1/8fLV/sHrC28rJ3AirLJuysGjkgYnJEnhtHQImiu85KvTtn95g85La77TusRMw8LIQgqgQF3NNdCSF/W35np/lIyTTcX3QdqBEevq7Ppg8GOeW1FpNCQUeD9Lk5KyGhxJobAZziuPJYgVLHAWoAGNPqs3lpv4fWDyuLAuPEPxhv13ogbt/VrzoGwt+t1eS/6vN6uo+JLV0pQVoRHbRUWlYrJxmz/OpUNBah0ACCeD11gswYGg8Eu9LVz3M+Q3svRdirttjJ6+9ULWKt+nFw7KpRR3fZZbuyLgO1pdKZLO3vZZcA7WgTJ4K6zWYPJ6zlWFzSzN6lHaDIfheOnuqe6Di0/j9Gh8dH44Oj7pzrjH3rJ37ANL2Wd2zL6yMzZhghn2k/1iv6OP0Xk0ja620mjQzbxhvYrEX8FM1+I=</latexit>

R

<latexit sha1_base64="wOCwbPL9HTMNVgfNP1yNeog8pq4=">AAACtXicbZHNattAEMfX6lfqfjlNbr0sNYUUipFCSXoMzaXHBOokYAszu1rZi/dD7I6SOEIPkLfotX2jvk1Wtg6V04GFP7+ZZf4zwwolPcbx31705Omz5y92XvZfvX7z9t1g9/2Ft6XjYsytsu6KgRdKGjFGiUpcFU6AZkpcsuVpk7+8Fs5La37iqhCphrmRueSAAc0G+1MNuGB5dVrPKvOFyvoAP88Gw3gUr4M+FkkrhqSNs9lu736aWV5qYZAr8H6SxAWmFTiUXIm6Py29KIAvYS4mQRrQwqfV2n5NPwWS0dy68AzSNf33RwXa+5VmobIx67dzDfxfblJi/i2tpClKFIZvGuWlomhpswuaSSc4qlUQwJ0MXilfgAOOYWOdLkx3Z8iuZeHbKW43Y3TqGy9orfJdPHdQLCS/7VJm7RKBbdXqUqF09qZLwTlYBWTEDbdag8mqKVOlqCdJWg2Tut8Px0u2T/VYXByOkqPR0fnX4cn39ow75AP5SA5IQo7JCflBzsiYcHJHfpHf5E90HKVRFuWb0qjX/tkjnYjsAyDj26c=</latexit>

Cn,i(t)

<latexit sha1_base64="XODCrtqLAImGnPGmue1A4P+kQ1w=">AAACsnicbZHNattAEMfX6lfqfsRuj7ksNYUeipFKSHsM7aXHFOIk1BZmdrWyF++H2B3FMUIP0IfINX2mvE1Wtg6V04GFP7+ZZf4zwwolPcbxfS968vTZ8xcHL/uvXr95ezgYvrvwtnRcTLhV1l0x8EJJIyYoUYmrwgnQTIlLtvrR5C+vhfPSmnPcFCLVsDAylxwwoPlgONOAS5ZXeT2vzGcq6/lgFI/jbdDHImnFiLRxNh/2/swyy0stDHIF3k+TuMC0AoeSK1H3Z6UXBfAVLMQ0SANa+LTaeq/px0AymlsXnkG6pf/+qEB7v9EsVDZO/X6ugf/LTUvMv6WVNEWJwvBdo7xUFC1tFkEz6QRHtQkCuJPBK+VLcMAxrKvThenuDNm1LHw7xc1ujE594wWtVb6LFw6KpeQ3XcqsXSGwvVpdKpTOrrsUnINNQEasudUaTFbNmCpFPU3SapTU/X44XrJ/qsfi4ss4ORmf/DoenX5vz3hAjsgH8okk5Cs5JT/JGZkQTtbkltyRv9Fx9DuCiO9Ko1775z3pRKQeADIB2uc=</latexit>

fn,i

<latexit sha1_base64="Zcs0nVyCH4/Yx09cf5+qkWSD8IQ=">AAACq3icbZHNbtNAEMc35quErxaOXCwiJC5ENkKFYwUXjkWQtiK2otn1OFllP6zdcdtg+QF4Aa7wWrwN68QHnDLSSn/9ZlbznxleKekpSf6Molu379y9d3B//ODho8dPDo+ennlbO4EzYZV1Fxw8KmlwRpIUXlQOQXOF53z9scufX6Lz0pqvtKkw17A0spQCKKAs00ArXjbf24VcHE6SabKN+KZIezFhfZwujkY/ssKKWqMhocD7eZpUlDfgSAqF7TirPVYg1rDEeZAGNPq82Zpu45eBFHFpXXiG4i3990cD2vuN5qGyM+n3cx38X25eU/k+b6SpakIjdo3KWsVk424DcSEdClKbIEA4GbzGYgUOBIU9DbpwPZyhuJSV76e43o0xqO+8kLXKD/HSQbWS4npIubVrAr5Xq2tF0tmrIQXnYBOQwSthtQZTNBlXNbbzNG8maTseh+Ol+6e6Kc7eTNPj6fHnt5OTD/0ZD9hz9oK9Yil7x07YJ3bKZkywiv1kv9jv6HX0JfoWZbvSaNT/ecYGEeFfLh7Y5g==</latexit>zi

<latexit sha1_base64="6DxGP1tnNuz1cJ2JbGnGKHm2xBw=">AAACt3icbZHNbtNAEMc35quErxQkLlxWREgcUGQjVNpbRS8cCyJtpcSKZtfrZJX9MLvjtsH1A/AaXNsX4m1YJ0bCKSOt9NdvZjXzn2GFkh7j+HcvunP33v0HOw/7jx4/efpssPv8xNvScTHmVll3xsALJY0Yo0QlzgonQDMlTtnyqMmfngvnpTXfcFWIVMPcyFxywIBmg5dTDbhgefWjfkf/6q/1bDCMR/E66G2RtGJI2jie7fZ+TjPLSy0McgXeT5K4wLQCh5IrUfenpRcF8CXMxSRIA1r4tFobqOmbQDKaWxeeQbqm//6oQHu/0ixUNiP67VwD/5eblJjvp5U0RYnC8E2jvFQULW22QTPpBEe1CgK4k2FWyhfggGPYWacL010P2bksfOvicmOjU9/MgtYq38VzB8VC8ssuZdYuEdhWrS4VSmcvuhScg1VARlxwqzWYrJoyVYp6kqTVMKn7/XC8ZPtUt8XJ+1GyN9r78mF4+Kk94w55RV6TtyQhH8kh+UyOyZhwckV+kWtyEx1EsyiPFpvSqNf+eUE6EX3/A4a63Rc=</latexit>

z,R

<latexit sha1_base64="6DxGP1tnNuz1cJ2JbGnGKHm2xBw=">AAACt3icbZHNbtNAEMc35quErxQkLlxWREgcUGQjVNpbRS8cCyJtpcSKZtfrZJX9MLvjtsH1A/AaXNsX4m1YJ0bCKSOt9NdvZjXzn2GFkh7j+HcvunP33v0HOw/7jx4/efpssPv8xNvScTHmVll3xsALJY0Yo0QlzgonQDMlTtnyqMmfngvnpTXfcFWIVMPcyFxywIBmg5dTDbhgefWjfkf/6q/1bDCMR/E66G2RtGJI2jie7fZ+TjPLSy0McgXeT5K4wLQCh5IrUfenpRcF8CXMxSRIA1r4tFobqOmbQDKaWxeeQbqm//6oQHu/0ixUNiP67VwD/5eblJjvp5U0RYnC8E2jvFQULW22QTPpBEe1CgK4k2FWyhfggGPYWacL010P2bksfOvicmOjU9/MgtYq38VzB8VC8ssuZdYuEdhWrS4VSmcvuhScg1VARlxwqzWYrJoyVYp6kqTVMKn7/XC8ZPtUt8XJ+1GyN9r78mF4+Kk94w55RV6TtyQhH8kh+UyOyZhwckV+kWtyEx1EsyiPFpvSqNf+eUE6EX3/A4a63Rc=</latexit>

z,R

(d) Embedding (e) EqfmV2 Block (f) SO(2)-LayerNorm

<latexit sha1_base64="NWECChpqTIYIYMjgwFW5WYFyt5E=">AAACpXicbZHPTttAEMY3hhZIaQv02IvVCJVTZFcVcETi0h6QqEQCUmJFs+tJss3+sXbHQGTlAXrrtX0z3qabxAccOtJKn34zo5lvhxdKekqSp1a0tf3q9c7uXvvN/tt37w8Oj/relk5gT1hl3R0Hj0oa7JEkhXeFQ9Bc4S2fXS7zt/fovLTmhuYFZhomRo6lAAqoPySp0Y8OOkk3WUX8UqS16LA6rkeHrV/D3IpSoyGhwPtBmhSUVeBICoWL9rD0WICYwQQHQRoIU7Jqte4iPg4kj8fWhWcoXtHnHRVo7+eah0oNNPWbuSX8X25Q0vg8q6QpSkIj1oPGpYrJxkvvcS4dClLzIEA4GXaNxRQcCAo/1JjCddNDfi8LX7t4XNto1C93IWuVb+KJg2IqxWOTcmtnBHyjVpeKpLMPTQrOwTwggw/Cag0mr4ZclbgYpFnVSRftdjheunmql6L/pZuedk9/fO1cfK/PuMs+sk/shKXsjF2wb+ya9ZhgP9lv9of9jT5HV9FN1F+XRq265wNrRDT6B4x41ic=</latexit>→ <latexit sha1_base64="Avl4MQ96O8AgbhWDkKStXBzc2Bg=">AAACoHicbZHfSxtBEMc3V62a2lbroy+HoSAI4a4U9VHwxT7VgFExOWR2b5Is2R/H7pwajvwBpa/tH9f/ppvkHnqxAwtfPvMdZmaHF0p6SpI/rejNxubbre2d9rvd9x8+7u1/uvW2dAL7wirr7jl4VNJgnyQpvC8cguYK7/j0cpG/e0LnpTU3NCsw0zA2ciQFUEC9k8e9TtJNlhG/FmktOqyO68f91o9hbkWp0ZBQ4P0gTQrKKnAkhcJ5e1h6LEBMYYyDIA1o9Fm1nHQefw4kj0fWhWcoXtJ/KyrQ3s80D04NNPHruQX8X25Q0ug8q6QpSkIjVo1GpYrJxou141w6FKRmQYBwMswaiwk4EBQ+p9GF6+YO+ZMsfL3Fy2qNhn8xC1mrfBOPHRQTKV6alFs7JeBrXl0qks4+Nyk4B7OADD4LqzWYvBpyVeJ8kGZVJ5232+F46fqpXovbL930tHva+9q5+FafcZsdsiN2zFJ2xi7YFbtmfSYYsp/sF/sdHUVX0feot7JGrbrmgDUievgLmHTTog==</latexit>

+

Scale Bias

<latexit sha1_base64="rdfdhbesYWbOcWurHT3NZUQ5zR0=">AAACtHicbZHNattAEMfXSj9S98tpjr2ImkIKxUihuDmG5pJjCnUSsISZXa3sxfshdkdJhNAD5Cl6bR4pb9OVrUPldGDhz29mmf/M0EIKh1H0OAj2nj1/8XL/1fD1m7fv3o8OPlw6U1rGZ8xIY68pOC6F5jMUKPl1YTkoKvkVXZ+1+asbbp0w+hdWBU8VLLXIBQP0aDE6TBTgiub1WbOo9VfRHOGXxWgcTaJNhE9F3Ikx6eJicTC4TzLDSsU1MgnOzeOowLQGi4JJ3gyT0vEC2BqWfO6lBsVdWm/cN+FnT7IwN9Y/jeGG/vujBuVcpaivbL263VwL/5ebl5ifpLXQRYlcs22jvJQhmrBdRZgJyxnKygtgVnivIVuBBYZ+Yb0uVPVnyG5E4bop7rZj9OpbL2iMdH28tFCsBLvrU2rMGoHu1KpSorDmtk/BWqg80vyWGaVAZ3VCZcmbeZzW47gZDv3x4t1TPRWXx5N4Opn+/DY+/dGdcZ98JJ/IEYnJd3JKzskFmRFGKvKb/CEPwTRIAhbwbWkw6P4ckl4E+i+tWNt9</latexit>

Cn,i(t)

SO(3)-
Layer
Norm

<latexit sha1_base64="gTf+w01UOpAmqKQ1GBqWDLeyd0Q=">AAACrHicbZHNbtNAEMc35quErxaOXCwipHKJbFQVjhUIiWORmraSY1Wz63Gyyn6Y3XHbyPID8ARc4bF4G9aJDzhlpJX++s2s5j8zvFLSU5L8GUX37j94+Gjv8fjJ02fPX+wfvDz3tnYCZ8Iq6y45eFTS4IwkKbysHILmCi/46nOXv7hG56U1Z7SuMNewMLKUAiigfK6BlrxsvrSH9O5qf5JMk03Ed0Xaiwnr4/TqYPRjXlhRazQkFHifpUlFeQOOpFDYjue1xwrEChaYBWlAo8+bjes2fhtIEZfWhWco3tB/fzSgvV9rHio7l34318H/5bKayo95I01VExqxbVTWKiYbdyuIC+lQkFoHAcLJ4DUWS3AgKCxq0IXr4QzFtax8P8XtdoxBfeeFrFV+iBcOqqUUt0PKrV0R8J1aXSuSzt4MKTgH64AM3girNZiimXNVY5uleTNJ2/E4HC/dPdVdcf5+mh5Pj78dTU4+9WfcY6/ZG3bIUvaBnbCv7JTNmGDf2U/2i/2OptFZlEX5tjQa9X9esUFE5V/acti4</latexit>

E(t) MLP

<latexit sha1_base64="tqfn5d1CVLoJE+nNIwPC2hy9ApM=">AAACsXicbZHNbtNAEMc35quErxSOXCwiJA4osgEVjhVcOBaJtEWJFWbX42SV/bB2x2kjyw/AO3CFd+JtWCc+4JSRVvrrN7Oa/8zwUklPSfJnEN26fefuvaP7wwcPHz1+Mjp+eu5t5QROhVXWXXLwqKTBKUlSeFk6BM0VXvD1pzZ/sUHnpTVfaVtipmFpZCEFUECL0WiugVa8qItmUZvXslmMxskk2UV8U6SdGLMuzhbHgx/z3IpKoyGhwPtZmpSU1eBICoXNcF55LEGsYYmzIA1o9Fm9s97ELwPJ48K68AzFO/rvjxq091vNQ2Vr1B/mWvi/3Kyi4kNWS1NWhEbsGxWVisnG7R7iXDoUpLZBgHAyeI3FChwICtvqdeG6P0O+kaXvprjej9Grb72Qtcr38dJBuZLiuk+5tWsCflCrK0XS2as+BedgG5DBK2G1BpPXc64qbGZpVo/TZjgMx0sPT3VTnL+ZpCeTky/vxqcfuzMesefsBXvFUvaenbLP7IxNmWAb9pP9Yr+jt9G36HvE96XRoPvzjPUiWv8FvrnavQ==</latexit>

fn,i
<latexit sha1_base64="z287z23KObfrJVdQoWH9zqluxNY=">AAACuHicbZHNbtNAEMc35quErxQOHHqxiJA4oMiuUEGcKnrhWCTSVopNmF2vk1X2S7vjtpHlB+A5eoUH4m1YJz7UKSOt9NdvZjXzn6FWCo9J8ncQ3bv/4OGjvcfDJ0+fPX8x2n955k3lGJ8yI427oOC5FJpPUaDkF9ZxUFTyc7o6afPnl9x5YfR3XFueK1hoUQoGGNB89DpTgEta1mUzr/V70fzIrBOKz0fjZJJsIr4r0k6MSRen8/3Br6wwrFJcI5Pg/SxNLOY1OBRM8maYVZ5bYCtY8FmQGhT3eb1x0MRvAyni0rjwNMYbevtHDcr7taKhsp3X7+Za+L/crMLyU14LbSvkmm0blZWM0cTtOuJCOM5QroMA5kSYNWZLcMAwLK3Xhaq+h+JSWN+5uN7a6NW3s6Ax0vfxwoFdCnbdp9SYFQLdqVWVROHMVZ+Cc7AOSPMrZpQCXdQZlRVvZmlej9NmOAzHS3dPdVecHU7So8nRtw/j4y/dGffIAXlD3pGUfCTH5Cs5JVPCSENuyG/yJ/oc/YwWkdiWRoPuzyvSi8j9A1at3do=</latexit>
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Figure 2: (a) Overview of OrbEvo. Top: Given the molecular structure and ground-state wave-
functions, OrbEvo predicts the delta wavefunctions (Equation 3) in future steps (one time bundle)
autoregressively. Bottom: OrbEvo takes wavefunction coefficients as node features on 3D atom
graphs, where each electronic state is represented by one graph. The output node features corre-
spond to the target wavefunction coefficients at the next time bundle. (b, c) OrbEvo architectures.
(b) OrbEvo-WF uses layer-wise pooling and global transformer blocks to perform electronic state
interactions. (c) OrbEvo-DM computes density matrix features from input wavefunctions via ten-
sor contraction and linear projection. Diagonal block features are added into node features and
off-diagonal block features are conditioned in equivariant graph attentions. (d) Embedding layer,
where atom type embedding, edge degree embedding and linear projection of input coefficients are
added together. (c) EquiformerV2 block with SO(2) equivariance, composed of two SO(2) Layer-
Norm layers, one equivariant graph attention layer and one feed forward network. (d) Illustration
of density matrix featurization via tensor contraction. (g) SO(2) LayerNorms, where the output of
the SO(3)-LayerNorm in the original EquiformerV2 is multiplied by a scale vector and added with
a bias vector. The scale and bias vectors are computed from the external electric field intensity at
current the the next time bundles with an MLP. Scale has different values for different rotation order
ℓ’s, which perserves the SO(3) equivariance. Bias has non-zero values only at m = 0, which breaks
the symmetry from SO(3) to SO(2).

3.2.2 WAVEFUNCTION GRAPHS WITH SHARED GEOMETRY

We model the wavefunctions on atom graphs where each atom has as feature its atom type zi ∈ N
and its coordinates ri ∈ R3.

Wavefunction as node features. The wavefunction coefficients for atomic orbitals of the same
atom are grouped together to form initial wavefunction features. The coefficients are further grouped
according their rotation orders ℓ. The resulting wavefunction feature for electronic state n and atom i
is fWF

n,i ∈ Rdℓ2×dcond , where dℓ2 = 9 corresponds to the concatenation of rotation orders up to ℓ = 2,
and the dcond = 2(2Ntb + 1) corresponds to the concatenation of real and imaginary parts of the
conditioning Ntb steps and the initial state C(0), which is real-valued. The additional multiplicative
factor of 2 is the multiplicity of rotation orders, which accounts for the fact that each atom has two s
orbitals and up to two p orbitals. Since each atom has zero or one d orbital in our data, we use zero
padding to fill the second multiplicity channel of rotation order ℓ = 2. We also zero-pad atoms with
fewer orbitals to the same maximum rotation order and multiplicity. Practically this only affects
hydrogen atoms, which have orbitals 1s, 2s and 1p.

Electronic states as set of graphs. As the wavefunctions of all occupied electronic states jointly
decide the electron density, and consequently the propagation operator, it is important to consider the
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interaction between electronic states when evolving each individual electronic state. One straightfor-
ward option would be ordering the electronic states according to their energy levels {ϵn}n=1,...,Nocc

and concatenating all electronic states together into a global feature vector. However, as shown in
Section 4.4, we find such an approach fails to learn the propagation. We attribute this failure to
the fact that the electronic states are eigen vectors of the initial Hamiltonian matrix and are better
interpreted as a set, thus mixing them as separate feature channels would make learning difficult.

Instead, we propose to model each electronic state as individual graphs {Gn}n=1,...,Nocc where Gn =
{FWF

n , z,R}. FWF
n = {fWF

n,i }i=1,...,Na
is the node features of electronic state n. z and R are atom

types and coordinates shared by all electronic states.

Wavefunction encoding. We apply a linear layer to fWF
n,i and increase its number of channels from

dcond to demb, where different weights are used for different rotation order ℓ’s, and bias is added to ℓ =
0. We also add the atom type embedding and the edge degree embedding from EquiformerV2 (Liao
et al., 2024) to the projected wavefunction features.

3.2.3 LEARNING INTERACTION OVER ELECTRONIC STATES

Interaction via wavefunction pooling. Following set learning methods (Qi et al., 2017; Maron
et al., 2020), we do average pooling after each graph transformer block over electronic states. The
pooled feature is processed with another graph transformer block and is subsequently broadcasted
back to each individual electronic states.

Interaction via density matrix. We use tensor product contraction to extract features from di-
agonal and off-diagonal blocks of the density matrix. The density matrix is defined as D(t) =∑Nocc

n=1 fnCn(t) ⊗ Cn(t)
∗ ∈ CNorb×Norb , where ⊗ is the outer product between vectors. We divide

the density matrix into matrix blocks Dij according to which atom pairs the left and right coeffi-
cients in the outer product belong to. We then use tensor contraction to re-organize each Dij matrix
into a set of equivariant features with rotation orders up to ℓ = 4. In practice, we use the linearity
of tensor contraction implement this process by first compute the atom pair features for each elec-
tronic state as D̃ij,n = contract (Ci,n(t)⊗Cj,n(t)

∗), we then aggregate over electronic states and
compute the density matrix feature as D̃ij =

∑Nocc
n=1 fnD̃ij,n. The resulting high-order features D̃ii

and D̃ij describe the density matrix blocks for the self-interaction of each atom and the interactions
between pairs of different atoms, respectively. An illustration for the density matrix feature compu-
tation is shown in Figure 2(d). Additional information on tensor product contraction can be found
in G. Due to delta transform, the density matrix will contain both linear term and quadratic term on
delta wavefunctions. We find that including the quadratic term will hurt the performance (as shown
in Section 4.4), potentially due to its small contribution in the density matrix which may be more
sensitive to noise, we thus only keep the linear term in our model. The diagonal pairs of the density
matrix are linearly projected and added to the initial node features and the off-diagonal density ma-
trix features are projected into the same channels using linear layers and are used in computing the
graph attention, denoted as αij ,mij = TPθ([fi, fj , linear(D̃ij)], rij).

3.2.4 ORBEVO MODELS

We design two OrbEvo models based on the above two interaction methods. The model architectures
are shown in Figure 2.

OrbEvo-WF. The model uses pooling as electronic state interaction. It has 6 local graph transformer
blocks, each followed by pooling and a global graph transformer block except for the last layer,
resulting in 5 global blocks in total. The model is called full wavefunction model as it makes use of
wavefunction features from all electronic states at each layer.

OrbEvo-DM. The model uses density matrix interaction. The density matrix is computed from the
input coefficients. The model has 6 layers in total, the off-diagonal blocks are feed into the first two
layers of the model. We use ℓ = 4 for the first two layers and ℓ = 2 for the later 4 layers since
the computational cost associated with higher-order features is much higher. The feature conversion
from ℓ = 4 to ℓ = 2 is done by only keeping the lower ℓ features.

Electronic state sampling with OrbEvo-DM Since OrbEvo process different electronic states in
parallel, and the number of electronic states grows linearly with the number of atoms, the com-
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putational cost of OrbEvo will be the cost of processing one molecular graph using the backbone
equivariant graph transformer multiplied by the number of electronic states. This can increase the
training cost significantly, particularly for larger systems. To mitigate this, we do sampling on the
electronic states during training and only supervise on the sampled electronic states. As a result,
only a subset of electronic states will be processed by the network layers during training. We indi-
cate the electronic state sampling using suffix -s. For example, WF-sall means we use all electronic
states when training OrbEvo-WF, and DM-s8 means we randomly sample 8 electronic states when
training OrbEvo-DM. We find that sampling will degrade the performance of the full wavefunction
model significantly while it will not affect the density matrix model. This is because the density
matrix model aggregates information from all electronic states at the input of the model and thus
sampling will not affect the interaction between electronic states, while the full wavefunction model
will have less information when using sampling.

OrbEvo-DM and OrbEvo-WF have 27,977,056 and 26,963,360 parameters, respectively. We opti-
mize the implementation by sharing the radial function computation for different electronic states.
We use automatic mixed precision for acceleration.

3.2.5 SO(2)-EQUIVARIANT ELECTRIC FIELD CONDITIONING

Following Gupta & Brandstetter (2023); Herde et al. (2024); Helwig et al. (2025), we use
FiLM (Perez et al., 2018) like method to insert the conditioning information by computing a scaling
factor and a shifting factor from the conditioning, and apply them to the feature map. We apply the
conditioning after each layer norm layer in the graph transformer blocks.

Since the feature maps are equivariant features, the conditioning features must also satisfy the equiv-
ariant constraints. Specifically, we apply a different scaling factor to different ℓ’s and compute the
bias according the direction of the electric field. In our case, the electric field is always along the
z-axis, so the spherical harmonics encoding of it is a vector with non-zero entries at m = 0 po-
sitions and zero otherwise. Mathematically, yℓ = sℓ ⊙ LN(x)ℓ + bℓ, LN(x)ℓ ∈ RN×(2ℓ+1)×C ,
s ∈ R1×1×C , bℓ ∈ R1×(2ℓ+1)×C nonzero for m = 0, zero otherwise. Here LN is an SO(3)-
equivariant LayerNorm as in EquiformerV2, sℓ and bℓ are computed using a MLP from the electric
field intensities at current next time bundles, and ⊙ is multiplication with broadcasting. Since the
scale term sℓ is the same for each ℓ, it preserves the SO(3) equivariance. On the other hand, the bias
term bℓ adds predefined directional information into the features and consequently breaks the SO(3)
equivariance to SO(2).

We show in the ablation studies in Section 4.4 that breaking the symmetry is essential to correctly
learn the mapping from ground state to the first evolution step.The SO(2)-equivariance of the OrbEvo
model is tested in Appendix F, Figure 5.

Wavefunction readout. We apply an additional equivariant graph attention block to readout the
wavefunctions, which is the same as the force prediction in EquiformerV2 but we keep the order up
to ℓ = 2.

3.3 TRAINING STRATEGY

Loss. We use the per-atom ℓ2-MAE loss (Chanussot et al., 2021; Liao et al., 2024), defined as

ℓ2-MAE(Cpred,Ctarget) =
1

N batch
a

N batch
a∑

i=1

∥Cpred
i −Ctarget

i ∥2, (5)

where Cpred and Ctarget are the predicted and ground-truth wavefunction coefficients, respectively,
Cpred

i and Ctarget
i denote the predicted and ground-truth coefficients for the i-th atom in the batch,

where different orbitals are concatenated into one vector, and ∥ · ∥2 denotes the ℓ2-norm. The atom
index runs over all sampled electronic states and all molecules in a batch. The loss is averaged over
all time steps in the time bundle.

Push-forward Training. Although training inputs ∆(t−h), . . . ,∆(t−1) are uncorrupted by error,
a distribution shift occurs during auto-regressive rollout, where errors made in previous predictions
leads to inputs ∆(t − h) + ε(t − h), . . . ,∆(t − 1) + ε(t − 1). Previous works have attempted to
mitigate this misalignment by intentionally corrupting training inputs with errors ε̂(i) sampled from
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Table 1: Results on the MDA dataset.

OrbEvo Model
Wavefunction Dipole Absorption

1-step
ℓ2-MAE

Rollout
ℓ2-MAE

Rollout
nRMSE

nRMSE-all nRMSE-z nRMSE-α

DM-s8 0.0242 0.0947 0.1778 0.3008 0.2326 0.0671
WF-sall 0.0192 0.0853 0.1585 0.3957 0.3066 0.0865

Table 2: Results on the QM9 dataset.

OrbEvo Model
Wavefunction Dipole Absorption

1-step
ℓ2-MAE

Rollout
ℓ2-MAE

Rollout
nRMSE

nRMSE-all nRMSE-z nRMSE-α

DM-s8 0.0190 0.0797 0.1885 0.1946 0.1459 0.0752
WF-sall 0.0164 0.0874 0.2071 0.6045 0.4629 0.1270

a distribution approximating the rollout error distribution. Pushforward training (Brandstetter et al.,
2022) samples these errors directly from the one-step error distribution of the model as

ε̂(t− h), . . . , ε̂(t− 1) = StopGrad (M (C(0),∆(−2h))−∆(−h)) ,
where ∆(−2h) := ∆(t−2h), · · · ,∆(t−h−1), and ∆(−h) := ∆(t−h), · · · ,∆(t−1). Practically,
this amounts to letting the model unroll once and then use the unrolled prediction as the new input.
However, the one-step error distribution at the outset of training produces noise that dominates the
signal at the beginning of training. Thus, in addition to maintaining uncorrupted inputs ∆i or adding
∆i+ ε̂i from the pushforward distribution with equal probability, we multiply the ε̂i with a warm-up
factor η(τ) ∈ [0, 1] which increases linearly to a maximum value of 1 according to the training step
τ . Finally, because the first target ∆(h + 1),∆(h + 2), . . . ,∆(2h + 1) cannot be modeled with
pushed-forward inputs, we double the weight for its loss in any batch that it appears in to balance
its utilization relative to other targets, which can all be modeled using either pushed-forward or
uncorrupted targets.

4 EXPERIMENTS

4.1 DATASET DESCRIPTION

We randomly selected 5, 000 diverse molecules from the QM9 (Ramakrishnan et al., 2014) dataset
to demonstrate the generalization capability of our model, and 1, 500 molecular configurations of
the malonaldehyde (MDA) molecule from the MD17 dataset (Chmiela et al., 2018) for the abla-
tion study. Both QM9 and MD17 are widely used in machine learning for materials science and
computational chemistry. We then performed self-consistent field (SCF) DFT calculation for each
molecule to obtain their ground-state Kohn-Sham wavefunctions using the open-source ABACUS
software package (Chen et al., 2010; Li et al., 2016; Lin et al., 2024). Subsequently, we carried out
RT-TDDFT calculations to propagate all occupied electronic states for 5 fs in a total of 1, 000 steps
with a time step of 0.005 fs under a spatially uniform, time-dependent electric field. During each
time step, wavefunction coefficient matrices were extracted and uniformly downsampled for every
10 steps. After downsampling, each time-dependent wavefunction trajectory contained 101 steps
including the first step, which were used as input data for the training, validation, and testing of our
OrbEvo model. More details about dataset generation and description can be found in Appendix D.

4.2 SETUP

Dataset Split For QM9, we use 4,000 molecules for training, 500 molecules for validation, and
500 molecules for testing. For MDA, we use 800 configurations for training, 200 configurations for
validation, and 500 configurations for testing.

Data Normalization We normalize the initial and delta wavefunction coefficients by dividing their
respective orbital-wise rooted mean square (RMS) across all orbitals in training dataset. For delta,
we also average across time. We normalize the electric field by scaling the maximum intensity to 1.

Evaluation Metrics We evaluate the performance of our OrbEvo model on three key physical prop-
erties: time-dependent wavefunction coefficients, time-dependent dipole moments, and optical ab-
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Figure 3: QM9 dipole and absorption with the OrbEvo-DM model on test samples 0, 10, 20, 30, 40.
Note that the test samples are randomly shuffled during dataset generation. The unit for dipole in
the plot is 0.529eÅ. The unit for absorption spectra is 0.529eÅ

2
/V .

sorption spectra characterized by dipole oscillator strengths. These properties are crucial for down-
stream tasks in TDDFT, and thus provides a comprehensive evaluation of the model’s outputs. The
detailed information about these three metrics are provided in Appendix B.

4.3 RESULTS

4.3.1 QUANTITATIVE RESULTS

The results on MDA and QM9 datasets are summarized in Table 1 and Table 2 respectively. The
wavefunction coefficients do not have a unit. The nRMSE errors also do not have units since they
are relative errors. Hence all metrics in the tables are unitless.

Overall, the results on the QM9 dataset shown in Table 2 suggest that the OrbEvo-DM model us-
ing density matrix as interaction between occupied electronic states outperforms the OrbEvo-WF
model which employs layer-wise pooling of the features of occupied electronic states. This may be
because the density matrix in the OrbEvo-DM model is inherently consistent with the mathematical
formulation of TDDFT: the density functional is used to evaluate the time-dependent Kohn–Sham
Hamiltonian in RT-TDDFT. Consequently, it is more straightforward for the OrbEvo-DM model to
learn the time evolution operator which depends directly on the density matrix D(t).

We conduct ablation studies on the MDA dataset to verify the model design choices and training
strategies. A lower wavefunction error shows a model’s ability to evolve the wavefunctions in time
while a lower error in dipole and absorption shows a model’s ability in capturing the underlying
physics. The results are summarized in Section 4.4. Additionally, we report the training and infer-
ence cost, as well the simulation time using the classical solver in Appendix C.

4.3.2 QUALITATIVE RESULTS

We show the computed dipole and absorption spectra produced by OrbEvo-DM in Figure 3. The
plots show that the wavefunctions produced by OrbEvo-DM starting from ground states can repro-
duce the per-time-step dipole moment with high correlation. The optical absorption produced by the
dipole prediction can faithfully locate the peaks in the spectra, which provides insightful information
into the molecular excited states.

9
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Table 3: Ablation studies on the MDA dataset.

OrbEvo Model
Wavefunction Dipole Absorption

1-step
ℓ2-MAE

Rollout
ℓ2-MAE

Rollout
nRMSE

nRMSE-all nRMSE-z nRMSE-α

DM-sall 0.0244 0.0997 0.1888 0.3203 0.2494 0.0729
DM-s8 0.0242 0.0947 0.1778 0.3008 0.2326 0.0671
DM-s4 0.0257 0.1010 0.1902 0.3096 0.2396 0.0734
DM-sall-cat 0.1269 0.4429 0.7875 2.063 1.6345 0.8040
DM-s8-no-dm(t) 0.0508 0.2788 0.5457 0.8738 0.6768 0.1758
DM-s8-onestep 0.0200 0.1501 0.2851 0.4369 0.3386 0.1211

WF-sall 0.0192 0.0853 0.1585 0.3957 0.3066 0.0865
WF-s8 0.0334 0.2074 0.4054 0.6579 0.5218 0.1338
WF-s4 0.0414 0.2527 0.4961 0.7762 0.6104 0.1582
WF-sall-onestep 0.0205 0.1978 0.3708 0.7400 0.5754 0.1590
WF-sall-inv-cond 0.0224 0.6773 1.1564 1.3405 1.2632 0.1667

4.4 ABLATION STUDIES

We conduct ablation studies on the MDA dataset to verify the model design choices and training
strategies. A lower wavefunction error shows a model’s ability to evolve the wavefunctions in time
while a lower error in dipole and absorption shows a model’s ability in capturing the underlying
physics. The results are summarized in Table 3.

Electronic states sampling. Models with suffix ”-all” use all electronic states during training. Mod-
els end with ”-s8” and ”-s4” randomly sample 8 and 4 electronic states during training, respectively.
The results show that the sampling does not affect OrbEvo-DM’s performance while it degrades the
performance of OrbEvo-WF significantly. It shows that by aggregating the electronics state infor-
mation early via density matrix can effectively capture the inter-electronic-state interaction. The
OrbEvo-WF results show the importance of considering all electronic states’ information.

Electronic state graph construction. In DM-sall-cat, we concatenate wavefunctions from all elec-
tronic states along the channel dimension at model’s input instead of considering them as individual
graphs. The result shows that the model cannot learn the wavefunction mapping correctly, demon-
strating the importance of our graph modeling method.

Density matrix ablation. In DM-s8-no-dm(t), we remove the dependency on the time-evolving
density matrix. The results show that the model cannot learn correctly, showing the importance of
time-evolving density in learning the propagation.

Training strategy. We show the results without using pushforward for DM-s8-onetep and WF-sall-
onestep. The results show that although the models are able to learn the onestep mapping more
accurately, the rollout error is significantly worse, showing importance of pushforward training for
learning error accumulation during rollout.

Equivariant conditioning. In WF-sall-inv-cond, we disable the equivariant electric field condition-
ing and add the bias term into the invariant ℓ = 0 part instead. The results show that although the
onestep error can go down normally, the rollout does not work. We observe that the model cannot
learn the mapping from the initial ground state to the first step correctly, although it is able to evolve
the subsequent steps given the groundtruth.

5 CONCLUSION

In this paper, we propose OrbEvo, which is built upon an equivariant graph transformer architec-
ture. We identify the key issues in modeling inter-electronic-state interaction and propose to model
electronic states as separate graphs. We further propose models based on density matrix featur-
ization and full wavefunction pooling interaction. Together with pushforward training, our models
can accurately learn the wavefunction evolution accurately. Moreover, we show that the density-
matrix-based model is able to learn the underlying physical properties without providing explicit
supervising signal to the model.
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A RELATED WORKS

DFT surrogate models aim to bypass the expensive self-consistency calculation by directly mapping
from inputs to the converged DFT outputs. Hamiltonian prediction models (Schütt et al., 2019;
Unke et al., 2021; Yu et al., 2023) learn to map from atom types and their 3D coordinates to the
converged Hamiltonian matrix. Equivariant 3D graph neural networks enable effective learning
with spherical basis through tensor products, albeit the increased computational complexity. For
efficiency, eSCN (Passaro & Zitnick, 2023) reduces SO(3) tensor products to SO(2) operations by
rotating the relative direction. EquiformerV2 (Liao et al., 2024) incorporates the eSCN convolution
into a graph transformer architecture. These models take atom types and coordinates as input. We
extend it to a setting where the input features are also high-order equivariant features.

Besides molecules, machine learning has enabled surrogate models for time-dependent PDEs (Li
et al., 2021; Tran et al., 2023; Gupta & Brandstetter, 2023; Zhang et al., 2024a) for applications such
as modeling fluid dynamics. These surrogate models frequently require conditioning on external
information, such as force magnitude or time steps Gupta & Brandstetter (2023); Herde et al. (2024);
Helwig et al. (2025). PDE surrogate models have also been developed for graph data (Brandstetter
et al., 2022), where the pushforward trick and temporal bundling were proposed to enhance stability
over long time-integration periods. We adopt the temporal bundling and apply pushforward training
on more realistic 3D graph. While Lippe et al. (2023) showed that the pushforward training may not
be helpful in general settings, we show that it can be indeed helpful for realistic graph data.

Machine learning TDDFT is relatively under-explored. Suzuki et al. (2020) use neural networks
to improve the exchange-correlation potential in TDDFT. Boyer et al. (2024) learns dipole mo-
ments using ridge regression. For time propagation within the ML-PDE paradigm, Shah & Cangi
(2024; 2025) study the evolution of charge density in one-dimensional diatomic systems. TDDFT-
Net (Zhang et al., 2024b) learns the density evolution starting from the ground-state density for
complex molecules. To the best of our knowledge, no existing work directly addresses the learning
of time-dependent wavefunctions, representing a critical gap in the field. Here we study TDDFT di-
rectly in the wavefunction space, which captures the underlying physical process and enables more
accurate predictions. The orbital-based representation that we adopted also allows for more efficient
data encoding.

B EVALUATION METRICS

Wavefunction We report the ℓ2-MAE error (Equation (5)) for the time-dependent wavefunctions.
For a more interpretable metric, we also report the normalized rooted mean square (nRMSE) error,
defined for each molecule as

nRMSE(Cpred,C target) =

∑nocc

e=1

√∑T
t=1

∑norb

i=1 ∥c
pred
t,e,i − ctarget

t,e,i ∥22
∑nocc

e=1

√∑T
t=1

∑norb

i=1 ∥c
target
t,e,i ∥22

, (6)

where nocc and norb denote the number of occupied electronic states and local atomic orbital bases
in the molecule.

Dipole Moment Dipole moment describes the density distribution over spatial directions and
are defined as ⟨ψ|r̂m|ψ⟩, where r̂m is the position operator along m ∈ {x, y, z} direction.
With the local atomic orbital basis, given the position matrices for three spatial directions
rm,ij = ⟨ϕi|r̂m|ϕj⟩ ∈ RNorb×Norb , the dipole moment of each molecule can be computed as
pm =

∑Nocc
i=1 C

†
i rmCi. We report the nRMSE of the dipole moment for all directions, defined

as nRMSE-all
(
ppred,ptarget

)
=

√∑T
t=1

∑
m∈{x,y,z}(p

pred
m (t)−ptarget

m (t))
2
/
√∑T

t=1

∑
m∈{x,y,z}(p

target
m (t))

2, as
well as for z direction, defined as nRMSE-z

(
ppred,ptarget

)
=

√∑T
t=1(p

pred
z (t)−ptarget

z (t))
2
/
√∑T

t=1(p
target
z (t))

2.
Density conservation is applied before computing dipole.

Optical Absorption Optical absorption is an important physical property which reflects the ability
of molecule to absorb light at specific frequencies. It is characterized by dipole oscillator strength
which can be calculated from the time-dependent dipole moment in response to the applied external
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electric field as follows:

αz(ω) = Im
[ ∫

pz(t)e
iωtdt∫

Ez(t)eiωtdt

]
. (7)

We report the nRMSE for the dipole oscillator strength along the z direction, defined as

nRMSE-α
(
αpred
z , αtarget

z

)
=

√∑
ω(α

pred
z (t)−αtarget

z (t))
2√∑

ω(α
target
z (ω))

2
.

C COMPUTATIONAL COST & COMPARISON

In this section we report the training (Table 4) and inference cost of OrbEvo (Table 5). We also
report the simulation time with the classical solver ABACUS (Table 6).

Dataset Model # iterations GPU Wall Clock Time GPU Memory (MB)

MDA OrbEvo-DM-s8 300k 2× 11GB 2080Ti 3.475 days 13,848
MDA OrbEvo-WF 300k 2× 11GB 2080Ti 3.345 days 14,248
QM9 OrbEvo-DM-s8 395k 4 × 48GB A6000 3.118 days 49,434 - 54,700
QM9 OrbEvo-WF 395k 2 × 80GB A100 5.003 days 46,652 - 69,662

Table 4: Training cost of OrbEvo models. MDA models are trained with a batch size 32. QM9
models use a batch size of 16. All models are trained with Pytorch distributed data parallel
(torch.ddp) for multi-gpu training and with num workers=16 in dataloader for MDA and
num workers=32 for QM9. As a rough estimation, 2× 2080Ti is roughly equivalent to 1×A6000
in terms of speed. The GPU memory usage is tested by running training on 1 single A100 GPU for
10 minutes. For QM9, The GPU memory can vary depending on the molecule sizes in a batch.

Dataset Model GPU Batch Size Wall Clock Time / Batch GPU Memory
Wavefunction Wavefunction + Property (MB)

MDA OrbEvo-DM 1× A6000 20 3.67 seconds 5.23 seconds 5742
MDA OrbEvo-WF 1× A6000 20 2.84 seconds 4.60 seconds 2032
QM9 OrbEvo-DM 1× A6000 20 18.00 seconds 26.74 seconds 34,164 - 42,842
QM9 OrbEvo-WF 1× A6000 20 11.86 seconds 20.31 seconds 17,204

Table 5: Inference cost of OrbEvo models. All models are tested one a single A6000 GPU using
num workers=10 in dataloader. The reported times are wall clock time per batch. We report both
the time for producing the wavefunction trajectory (Wavefunction), as well as the time for producing
the wavefunction trajectories and computing the dipoles and absorptions (Wavefunction + Property).
Note that the properties are not parallelized with batch processing and are computed on CPUs. We
note that electronic state sampling is not enabled during inference, which leads to increased GPU
memory usage for OrbEvo-DM. In comparison, during training OrbEvo-DM is able to use electronic
state sampling to reduce GPU usage.

Dataset # CPU cores Wall Clock Time / Molecule
Ground-state DFT Total

MDA 24 34.3 seconds 1.5 hours
QM9 24 73.1 seconds 3.2 hours

Table 6: Simulation time per molecule. The simulation time is averaged over 40 simulations.
Ground-state DFT is the time to compute the initial wavefunction coefficients from molecular struc-
tures. The initial wavefunction coefficients are used as input to OrbEvo models.

D DATASET DESCRIPTION

The molecules and their configurations used in this work were sourced from the QM9 (Ramakrish-
nan et al., 2014) and MD17 databases (Chmiela et al., 2018). The QM9 dataset contains a large
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number of chemically diverse molecules. This combination allows our model to cover a wide range
of potential molecular behaviors and properties. The MD17 dataset provides high-resolution molec-
ular dynamics trajectories for a small number of molecules with many different conformations. Both
QM9 and MD17 are widely used in machine learning for materials science and computational chem-
istry. For this work, we randomly chose 5, 000 different molecules from the QM9 dataset consisting
of C, H, O, and N elements to demonstrate the generalization capability of our model, and randomly
selected 1, 500 molecular configurations of the malonaldehyde (MDA) molecule from the MD17
dataset for the ablation study.

To generate the RT-TDDFT datasets for the above QM9 and MDA molecules, we utilized the open-
source ABACUS software package (Chen et al., 2010; Li et al., 2016; Lin et al., 2024) to perform
the DFT and RT-TDDFT calculations. Consistent input parameters were used to ensure comparabil-
ity between datasets. Specifically we employed the SG15 Optimized Norm-Conserving Vanderbilt
(ONCV) pseudopotentials (SG15-V1.0) (Hamann, 2013), a standard atomic orbitals basis set hierar-
chically optimized for the SG15-V1.0 pseudopotentials (Lin et al., 2021), and a kinetic energy cutoff
of 100 Rydberg. The ground-state Kohn-Sham wavefunctions were obtained by self-consistent field
(SCF) calculations of DFT with a dimensionless convergence threshold of 10−6.

For RT-TDDFT calculations, we used ground-state Kohn-Sham wavefunctions as the initial states at
t = 0 and performed time propagation for 5 fs in a total of 1, 000 steps with a time step of 0.005 fs.
To simulate the quantum dynamics of the system under an external field, a time-dependent uniform
electric field Ez(t) was applied along the z direction:

Ez(t) = E0 (cos[2πf1(t− t0)] + cos[2πf2(t− t0)]) exp

[
− (t− t0)

2

2σ2

]
.

It consists of two frequencies of f1 = 3.66 fs−1 and f2 = 1.22 fs−1, with a Gaussian width σ =
0.2 fs, a field amplitude E0 = 0.01 V/Å, and a central time of t0 = 0.75 fs. During each time step,
wavefunction coefficient matrices were saved and then extracted, serving as input data for our model
training, validation and testing.

To enhance computational efficiency and accuracy, we modified the ABACUS source code to calcu-
late the overlap matrix only once at t = 0. Furthermore, we ensured that the output matrix retained
16 significant digits of precision. This modification allowed us to generate reliable data with greater
efficiency, making it well suited for model training and testing. The DFT and RT-TDDFT calcula-
tions were performed using 24 parallel CPU cores.

E TIME EVOLUTION OF KOHN-SHAM WAVEFUNCTIONS IN RT-TDDFT

In RT-TDDFT, each Kohn-Sham wavefunction ψi evolves in time under the time-ordered evolution
operator Û(t, t0), starting from the initial time t0: ψi(t) = Û(t, t0)ψi(t0), where

Û(t, t0) = T̂ exp
(
− i

ℏ
S−1

∫ t

t0

Ĥ(t′)dt′
)
.

T̂ is time-ordering operator. In RT-TDDFT, total simulation time Ttot is discretized into Ntot steps
with each time step of ∆t = Ttot/Ntot, and Û(t, t0) is approximated by the product of evolution
operators over the discretized time grid (Gómez Pueyo et al., 2018),

Û(t, t0) =

Ntot∏

m=1

Û [t0 +m∆t, t0 + (m− 1)∆t].

In general, Û [t0+m∆t, t0+(m−1)∆t] should satisfy the unitary condition to conserve the density:
Û†[t0 +m∆t, t0 + (m− 1)∆t] = Û−1[t0 +m∆t, t0 + (m− 1)∆t]. Moreover, for molecules and
solids under external electric field, it should satisfy time-reversal symmetry: Û [t0+m∆t, t0+(m−
1)∆t] = Û [t0 + (m − 1)∆t, t0 +m∆t]. Such time evolution needs to be applied to all occupied
electronic states for Nt time steps, making it computationally demanding.
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F EQUIVARIANCE TEST

In this section we test the SO(2)-equivariance error for both the TDDFT numerical simulation and
the OrbEvo model.

In Figure 4, we run two simulations using ABACUS with original or rotated molecule. In Figure 5,
we use the model to make predictions using inputs before and after rotation. In both cases we
rotate around the electric field direction by 35 degree and we conduct manual rotation-transform to
align the resulting coefficients or to produce rotation-transformed input. When applying the rotation
transformation to the coefficients, s orbitals and m = 0 components in p and d orbitals remain
unchanged, m = ±1 components in p and d orbitals are rotated by 35 degree around the electric
field direction, and m = ±2 components in d orbitals are rotated by 70 degree around the electric
field direction.

Figure 4: Equivariance error of TDDFT data. Left: real part of the wavefunction coefficients of
an unrotated MDA molecule at one time step. Right: the difference between the wavefunctions at
the same time step in a second simulation produced from a rotated version of the same molecule,
and the coefficients manually rotation-transformed from the left plot. In the second simulation the
molecule is rotated by 35 degree around the electric field direction.

Figure 5: Equivariance error of OrbEvo-DM. Left: real part of the model’s predicted wavefunction
coefficients for a MDA molecule using the ground-truth wavefunctions at one time step as input.
Right: the difference between the model’s predicted wavefunctions using the rotated structure and
manually rotation-transformed ground-truth wavefunctions, and the coefficients manually rotation-
transformed from the left plot. The molecule’s rotation and the rotation transformation is 35 degree
around the electric field direction.
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G TENSOR PRODUCT

In Figure 6, we visualize the tensor product for computing density matrix feature from wavefunction,
which is implemented using e3nn.o3.FullTensorProduct.

Figure 6: Tensor product visualization produced by the e3nn library.

H ADDITIONAL ABLATIONS

Table 7: Density matrix analysis on the MDA dataset.

OrbEvo Model
Wavefunction Dipole Absorption

1-step
ℓ2-MAE

Rollout
ℓ2-MAE

Rollout
nRMSE

nRMSE-all nRMSE-z nRMSE-α

DM-s8 0.0242 0.0947 0.1778 0.3012 0.2329 0.0672
DM-s8-w/-quadratic-dm 0.0290 0.1110 0.2088 0.3538 0.2744 0.0784

Table 8: Noise injection results on the MDA dataset.

OrbEvo Model
Wavefunction Dipole Absorption

1-step
ℓ2-MAE

Rollout
ℓ2-MAE

Rollout
nRMSE

nRMSE-all nRMSE-z nRMSE-α

DM-s8-noise 0.0204 0.1262 0.2423 0.3868 0.3036 0.0815
Pool-sall-noise 0.0155 0.0866 0.1617 0.4045 0.3157 0.0788

I MODEL HYPERPARAMETERS

We summarize OrbEvo’s hyperparameters in Table 9. Most of them are hyperparameters for the
EquiformerV2 (Liao et al., 2024) backbone.

J LARGE LANGUAGE MODEL USAGE

We use large language models to aid or polish writing sparsely. LLMs are also used lightly to help
write data processing scripts.

18



972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025

Under review as a conference paper at ICLR 2026

Hyperparameters Value

Optimizer AdamW
Learning rate scheduling Cosine Annealing
Maximum learning rate 1× 10−3

Weight decay 1× 10−3

Number of epochs 129 for MDA, 17 for QM9
Maximum cutoff radius 5.0
Number of layers 6
Number of sphere channels 128
Number of attention hidden channels 128
Number of attention heads 8
Number of attention alpha channels 32
Number of attention value channels 16
Number of FFN hidden channels 512
ℓmax list [4], [2]
mmax list [4], [2]
Grid resolution eSCN default
Number of sphere samples 128
Number of edge channels 128
Number of distance basis 250
Alpha drop rate 0.1
Drop path rate 0.05
Projection drop rate 0.0
Number of future time steps 8
Number of conditioning time steps 8

Table 9: OrbEvo model hyperparameters.
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