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1 Abstract

The rapid progress of large language models has led to impressive results in a
wide array of tasks. However, there remains a need for increasingly challenging
datasets to evaluate these models’ ability to handle long-range dependencies.
In this paper, we present Pathfinder-X2, a novel dataset that builds upon the
Pathfinder and Pathfinder-X datasets. Pathfinder-X2 comprises 512x512 pixel
images, designed to test large language models’ capacity to segment a specific
white line dash ”snake” with a circle at its tip among a collection of similar,
distractor snakes. We demonstrate that the increased image resolution and
complexity of Pathfinder-X2 present a substantially more challenging task for
large language models, contributing to the ongoing development and assessment
of such models.

2 Introduction

Large language models, such as those developed by OpenAI and Meta, have
demonstrated remarkable performance in various tasks, including translation,
summarization, and natural language understanding. However, their capacity to
handle long-range dependencies remains a crucial aspect of model evaluation. In
this context, the Pathfinder and Pathfinder-X datasets have played an essential
role in testing model performance on long-range dependency tasks.

Recently, Meta released the Moving Average Equipped Gated Attention
model[2] that scored 97% on the Pathfinder-X dataset, highlighting the need
for more challenging datasets to push the limits of large language models. This
paper introduces Pathfinder-X2, a dataset comprising 512x512 and pixel images
designed to evaluate models on long-range dependency tasks.
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3 Related Work

Pathfinder [1] is a dataset containing 32x32 pixel images, designed to test large
language models on their ability to segment a specific white line dash ”snake”
with a circle at its tip from a collection of distractor snakes. The Pathfinder-X
dataset is also built on this premise, using larger 256x256 pixel images, making
it more challenging for models to identify the target snake.

4 Pathfinder-X2 Dataset

The Pathfinder-X2 dataset expands on the original Pathfinder and Pathfinder-X
datasets by increasing image size to 512x512 pixels. These larger images intro-
duce more complex long-range dependencies, requiring models to process and
understand longer sequences of pixels (262,144 pixels for the 512x512 images).
In addition, the increased resolution allows for more intricate snake patterns,
further challenging the models’ ability to discern the target snake from distrac-
tors. The dataset features a Segmentation task. The segmentation task requires
a model to predict a mask over only the dashed line ending with a circle, and
to exclude all other lines (fig 1). The dataset includes 200,000 images for the
input, and 200,000 images for the target, or 400,000 images in total.

Figure 1: Segmentation Task, Input and Label

The release of the Pathfinder-X2 dataset is intended to stimulate research in
this area by providing a new benchmark for evaluating the performance of lan-
guage models on long-range dependency tasks. By doing so, we hope to inspire
the development of new techniques and architectures that can better handle
long-range dependencies in natural language processing and other domains.

Overall, the release of the Pathfinder-X2 dataset represents a step forward in
the development of language models that can handle long-range dependencies,
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and we hope that it will inspire continued progress towards more advanced and
powerful language models that can tackle even more complex tasks in the future.
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