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Abstract

Detectives frequently engage in information001
detection and reasoning simultaneously when002
making decisions across various cases, espe-003
cially when confronted with a vast amount of004
information. With the rapid development of005
large language models (LLMs), evaluating how006
these models identify key information and rea-007
son to solve questions becomes increasingly rel-008
evant. We introduces the DetectBench, a read-009
ing comprehension dataset designed to assess a010
model’s ability to jointly ability in key informa-011
tion detection and multi-hop reasoning when012
facing complex and implicit information. The013
DetectBench comprises 3,928 questions, each014
paired with a paragraph averaging 190 tokens in015
length. To enhance model’s detective skills, we016
propose the Self-Question Framework. These017
methods encourage models to identify all pos-018
sible clues within the context before reasoning.019
Our experiments reveal that existing models020
perform poorly in both information detection021
and multi-hop reasoning. However, the Self-022
Question Framework approach alleviates this023
issue.024

1 Introduction025

The essence of detective skills in handling vast026

amounts of information across various cases lies027

in the simultaneous processes of locating informa-028

tion and reasoning from it. Experienced detectives029

typically begin by identifying the information they030

require, isolating the crucial details, deducing in-031

sights from these details, and subsequently mak-032

ing informed decisions. With the development of033

LLMs (OpenAI, 2023a; Touvron et al., 2023), it034

raise a question that Do LLMs possess akin detec-035

tive capabilities for identifying key information and036

employing it for effective reasoning and problem-037

solving when facing with complicated information?038

When facing overloaded information in real-039

cases, obtaining key information is not always040

straightforward. This typically requires that models041

On a snowy winter night, the room was hot and 
sweaty, the windows were closed but only half the 

curtains were covered. I stood inside, looked out 
through the window and saw ……

I look through the window and saw the streets and 
surroundings is covered in a blanket of snow. 

What AI Model Answered

What May Happen In Reality 

The window was probably fogged up, I cannot 
look through it.

Key Elements in the context

Winter Night Hot Sweaty

Cold Temperature 

Difference

“Looked out through the 
window” might be 

affected by _______

Temperature Difference
& Humidity

Humidity

Generating without truly understand the scenarios

Figure 1: When facing overloaded information LLMs
may produce outputs arbitrarily due to their inability to
engage in deep contemplation. In contrast, humans who
are experienced, like detectives, analyze and correlate
all available information, thereby identifying pivotal
clues that lead to the answer of the problem.

not only comprehend the question’s meaning fully 042

but also understand multiple approaches to solve it, 043

allowing them to identify the specific information 044

they need to search for. For example, as shown 045

in Figure 1, only when we realize that changes in 046

temperature and humidity can make glass foggy, 047

can we figure out that details about temperature 048

and humidity are key to seeing through the glass. 049

There has many existing benchmarks evaluate the 050

model’s joint abilities in information detection and 051

multi-hop reasoning, such as reading comprehen- 052

sion (Yu et al., 2020; Kazi and Khoja, 2021; Lu 053

et al., 2022b), retrieval reasoning (Yang et al., 2018; 054

Chen et al., 2023), and fact verification (Thorne 055

et al., 2018a,b; Aly et al., 2021). However, in these 056

tests, the important information often links directly 057

to the question, which can be found through search- 058

ing for specific keywords or characters. 059

Inspired by the combined clues mining and 060

reasoning done by detectives when facing huge 061

amount of implicit information, we designed the 062
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DetectBench. This benchmark includes 3,928063

questions, with each question pair with a para-064

graph that averages 190 tokens, to measure how065

well models in finding and reasoning from key in-066

formation in complex texts to answer questions.067

DetectBench mimics the intricate stories, situa-068

tions, and character interactions found in detec-069

tive puzzles, offering a challenging test of reason-070

ing. We transformed original detective puzzles into071

multiple-choice question&answer benchmark con-072

sists of context, question, options, answer, and an073

explanation of the answer. Each question comes074

with a thorough explanation of how to arrive at the075

answer, using what we call “Clue Graphs”, as seen076

at the bottom of Figure 1. These graphs start with077

important information that exact matches to the078

text in context, then step by step, they connect new079

clues through reasoning and linking information,080

leading directly to the answer.081

In experiments conducted on human participants082

and LLMs, we assessed their abilities to discover083

key information and provide the most reasonable084

answers. We found that humans significantly out-085

performed the most advanced LLMs in both tasks.086

Most models, even those capable of locating key087

information in other information retrieving bench-088

marks, struggled with the detective reasoning task.089

However, when key information is provided to the090

models as contextual input, their reasoning perfor-091

mance improves significantly. This demonstrates092

the effectiveness of the DetectBench and empha-093

sizes the fact that finding needle in a hay stack is094

critical to problem solving.095

To jointly enhance model’s key information de-096

tection ablities and reasoning abilities, we proposed097

two baseline methods: Self-Question Prompt and098

Self-Question Finetune. The Self-Question Prompt099

aims to enhance the zero-shot reasoning capabili-100

ties of existing LLMs by guiding them to consider101

all possible clues comprehensively, reason, and102

then summarize and refine content related to the103

question. The Self-Question Finetune, by utilizing104

benchmarks annotated with reasoning processes105

or constructing data through reasonable guidance106

from answers, effectively enhances model’s abili-107

ties to discover key information and perform multi-108

hop reasoning.109

Using the Self-Question Prompt directly im-110

proved model’s effectiveness in discovering key in-111

formation and solving problems compared to other112

prompt engineers. Moreover, when using data from113

the DetectBench for Self-Question Finetune, LLMs114

not only achieved significant improvements on the 115

DetectBench but also showed noticeable perfor- 116

mance enhancements on other benchmarks requir- 117

ing information mining and reasoning. 118

In summary, the main contributions of this study 119

include: 120

1. The introduction of the DetectBench, provid- 121

ing a new standard for assessing model’s key 122

information detection and reasoning abilities. 123

2. The development of the Self-Question Prompt 124

and Self-Question Finetune method, signifi- 125

cantly enhancing model’s joint performance 126

in information detection and reasoning abili- 127

ties. 128

3. Through extensive experiments, the limita- 129

tions of existing models in discovering key 130

information and conducting deep reasoning 131

are verified, and it was shown that these limi- 132

tations could be mitigated after using the Self- 133

Question Prompt/Finetune methods. 134

2 Related Works 135

2.1 Information Retrieval 136

The domain of Information Retrieval aims to ad- 137

dress pertinent tasks through the extraction of cru- 138

cial data from a plethora of references, where the 139

most significant challenge lies in the identifica- 140

tion of implicit key information (Zhu et al., 2023; 141

Yang et al., 2022). Traditional benchmarks in In- 142

formation Retrieval have historically segmented 143

the task of Information Extraction for the pur- 144

pose of evaluating models independently (Martinez- 145

Rodriguez et al., 2020; Cheng et al., 2021; Lu et al., 146

2022a). Recent endeavors, however, have led to 147

the development of benchmarks designed for the 148

holistic assessment of task resolution capabilities. 149

Among these, HotPotQA (Yang et al., 2018) ne- 150

cessitates the discovery of question-relevant infor- 151

mation across paragraphs to aid in response formu- 152

lation, FEVER (Thorne et al., 2018a,b; Aly et al., 153

2021) necessitates the identification of evidentiary 154

support to validate or negate a claim, and RE- 155

CLOR (Yu et al., 2020), UQuAD (Kazi and Khoja, 156

2021), BIOMRC (Lu et al., 2022b) emphasizes the 157

extraction of text segments pivotal for answering 158

queries. Nonetheless, the linkage between key in- 159

formation and queries within these benchmarks is 160

overtly conspicuous, allowing for the location of 161

pertinent data through string matching techniques 162
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Benchmark # of Questions Ave. Length Explanation to Answer Ansering Format Metrics
HotpotQA (Yang et al., 2018) 112,779 137.9 Free Text Rouge
HellaSwag (Zellers et al., 2019) 59,950 38.5 Choice QA Accuracy
Reclor (Yu et al., 2020) 6,138 66.4 Choice QA Accuracy
WinoGrande (Sakaguchi et al., 2021) 12,282 21.1 ✓ Choice QA Accuracy
StrategyQA (Geva et al., 2021) 2,780 9.6 ✓ Bool QA Accuracy

DetectBench
396 (train)+1928 (dev)

190.2 ✓
Choice QA & Free Accuracy

+1604 (test)=3,928 (all) Text Reasoning & Rouge

Table 1: The comparison between the DetectBench with other and Information Retrieval Benchmarks and Common
Sense Reasoning Benchmarks.

Type Example # %

How
“How was the murder weapon

1,647 41.9handled such that it was not
discovered at the scene?”

What
“What’s the house number

731 18.6
where Smith lives?”

Which
“Which building doesn’t have

498 12.7any graduatestudents living in
this dormitory building?”

Who
“Who is the murderer of the

459 11.7
painter?”

Why “Why did Harry suspect Filch?” 378 9.6
When “When is Teacher’s birthday?” 167 4.3

Where
“Where exactly does woman

121 3.1
come from?”

Other
“Please determine the respective

378 9.6professions of Faulkner, Santiago,
and Hemingway.”

Table 2: All eight question type in Detective Reasoning
and their frequency.

and facilitating correct answer derivation via one163

or two inferential leaps.164

The unique feature of the DetectBench is its re-165

liance on evidence that is widely dispersed and166

implicit to answer questions.167

2.2 Commonsense Reasoning168

The exploration of Commonsense Reasoning en-169

compasses a variety of research efforts, tradition-170

ally classified into single-hop reasoning, multi-hop171

reasoning, and reasoning that is uncommon yet172

plausible. Datasets facilitating single-hop reason-173

ing, such as HellaSwag (Zellers et al., 2019) and174

WinoGrande (Sakaguchi et al., 2021), present chal-175

lenges in commonsense reasoning through narra-176

tive continuation, where the difficulty often resides177

in the formulation of options and potentially in the178

design of adversarial options aimed at undermining179

specific models. In contrast, multi-hop reasoning180

benchmarks like StrategyQA (Geva et al., 2021)181

annotate the reasoning trajectory, concentrating on182

the capacity of models to execute multi-hop rea-183

soning in response to posed questions. Reasoning184

that is uncommon yet feasible, as demonstrated in185

datasets likeα-NLG (Bhagavatula et al., 2019), d-186

Human Performance
Average Accuracy 74.1%
Top Accuracy 93.3%
Lowest Accuracy 53.3%

Table 3: Human performance in answering questions.

NLI (Rudinger et al., 2020), and UnCommonsense 187

Reasoning (Zhao et al., 2023; Arnaout et al., 2022), 188

typically originates from pre-existing datasets by 189

selecting the least likely option as the correct re- 190

sponse and elucidating the rationale behind this 191

selection. 192

The DetectBench framework is categorized as 193

uncommon but plausible multi-step thinking, fea- 194

ture on finding where to start such thinking tasks. 195

The process of thinking usually starts with small 196

details that might seem unimportant. But, when 197

looked at more closely, these details help show a 198

clear path that leads to a clear answer. 199

3 Benchmark Construction 200

3.1 Benchmark Construction 201

The DetectBench aims to evaluate model’s joint 202

abilities in information detection and multi-step 203

commonsense reasoning. Therefore, benchmark 204

should provide the following elements: (1). Ques- 205

tion that lack ethical integrity or encompass topics 206

of a sensitive nature. (2). Question descriptions 207

should contain lengthy, complex, and seemingly un- 208

related information. (3). The solution to the ques- 209

tion should involve multi-step reasoning based on 210

the original information. (4). The model’s response 211

to the question should be assessed objectively and 212

accurately. 213

Each question is organized in JSON format, com- 214

prising five main elements: “Context”, “Question”, 215

“Options”, “Answer” and “Clue Graph” as shown in 216

Fig. 2. Data processing includes question selection, 217

question rewriting, and manual verification stages, 218

with the first two stages primarily assisted by the 219

GPT-4-turbo-1106-preview model. 220

Question Selection: To ensure the benchmark 221

focuses on “key information discovery” and “multi- 222
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On a snowy winter night, a tragic event unfolded at 68 King's West Road. A single woman was found murdered at the doorstep of her room around 8pm. The 

scene was set in a quaint, cozy room, warmed by a gas stove that glowed red-hot, offering a stark contrast to the cold white blanket enveloping the outside 

world. The soft illumination from the electric light added a serene glow to the room, which, despite its inviting warmth, bore the grim reality of the night's events. 

The window, tightly sealed against the winter's bite, was veiled by curtains that were drawn halfway, suggesting a hasty or distracted moment.

As the investigation unfolded, the police tape crisscrossed the snow-laden streets, casting eerie shadows under the moonlit night. The neighborhood, usually 

quiet and reclusive, buzzed with hushed conversations and speculative whispers. Amidst this somber atmosphere, a young man from the vicinity stepped forward, 

claiming to have witnessed the crime. He recounted seeing the event unfold from his room, situated 20 meters across, at around 11pm. His description was 

precise—a blond man with black-rimmed glasses and a beard, an image that seemed etched in his memory. Seizing this lead, the authorities apprehended the 

blonde boyfriend of the deceased, a decision that sent ripples through the community.

In the courtroom, the air was thick with anticipation. The defense lawyer, with a keen eye and a sharper wit, probed the young witness. "You saw the murderer 

through the window, didn't you?" he asked, his voice steady but laden with implication. The young man, unwavering, affirmed his earlier statement, convinced 

that the half-drawn curtains and the clear glass had granted him an unobstructed view of the grim spectacle.

Do you think this young man is guilty or not?

A) The young man was telling the truth, and the blond boyfriend was the murderer.

B) The young man lied about the time of witnessing the murder to mislead the investigation.

C) The young man could not have seen the murderer's detailed features due to the room's conditions.

D) The victim had another visitor that night who was the real murderer.

C) The young man could not have seen the murderer's detailed features due to the room's conditions.

Context

Question

Options

Answer

Clue Graph
Key Information From Context：
• "On a blustery snowy winter night, the quaint neighborhood of King's West Road was shrouded in a serene white blanket" → Serene snowy setting

• "an unsettling event unfolded at 68 King's West Road, where a single woman met her untimely demise right at her doorstep, the grim incident estimated to 

have occurred around the haunting hour of 8pm" → Murder at 68 King's West Road around 8pm.

• "The gas stove in the room blazed with a fierce red, filling the space with a sweltering heat" and "the window, its curtains drawn halfway" → Room's warmth 

with blazing gas stove, partially open window.

• "I had witnessed the murder last night at around 11pm, and although my room was 20 meters from the scene, I found the murderer to be a blond man with 

black-rimmed glasses and a beard" → Young man's testimony of murder at 11pm, description of murderer.

Multi-Hop Reasoning From Key Information: 
1. Serene snowy setting + Murder at 68 King's West Road around 8pm → Peaceful night disrupted by murder.

2. Room's warmth with blazing gas stove, partially open window + Young man's testimony of murder at 11pm, description of murderer → Questionable visibility 

for detailed observation.

3. Lawyer's challenge to the young man's ability to observe detailed features through the fogged window + Young man's specific description → Suggests young 

man's inside presence and possible guilt.

Figure 2: The example of the question in DetectBench

step commonsense reasoning”, we screened ques-223

tions. Given the potential for multiple answers and224

reasoning paths in detective reasoning questions,225

we endeavored to ensure each question’s reasoning226

scheme was as clear and straightforward as possible227

to ensure the reasonableness and uniqueness of the228

answers and reasoning processes. Simultaneously,229

we excluded questions overly dependent on sym-230

bolic logic or specialized knowledge because such231

questions cannot be solved simply by retrieving232

related infomation. Specifically, we excluded five233

types of questions: 1. Questions that are not ethical234

or have sensitive matters. 2. Questions requir-235

ing visual or auditory information for support; 3.236

Questions that are anti-logical, have unreasonable237

answers, or are overly diverse; 4. Questions requir-238

ing extensive symbolic logic or domain knowledge;239

5. Questions with overly obvious key information.240

Question Rewriting: The original questions241

might conflate the problem description with the242

question itself, sometimes even revealing the243

answer directly, and some questions do not contain244

much irrelevant content. Therefore, we needed245

to rewrite the questions, using “Context” and246

“Question” to distinguish between the background247

of the problem and the inquiry. We converted the248

original natural text questions into multiple-choice249

format, with “Options” and “Answer” fields250

representing the choices and the correct answer.251

Addationally, we construct “Clue Graph” to 252

explicitly represent the reasoning process. We 253

annotated important content within the original 254

text as “Key Information from Context”. Based 255

on these key information, we delineated the 256

“Multi-Hop Reasoning From Key Information” 257

encompasses the reasoning process from a single 258

piece of information as well as joint reasoning 259

based on multiple pieces of information. 260

Manual Verification: All questions processed 261

by the GPT-4-turbo-1106-preview model are sub- 262

ject to manual verification. We recruited five an- 263

notators to work with the authors on verification, 264

which included initial screening (eliminating ques- 265

tions whose answers or options were unreasonable 266

or required significant modification) and detail ad- 267

justment (fine-tuning options and answers to make 268

them more reasonable and natural). Specific re- 269

quirements and examples for annotation are de- 270

tailed in the Appendix B. 271

3.2 Human Performance 272

To explore the nuances of human performance on 273

the DetectBench and to compile benchmark results, 274

we engaged 50 human participants to address ques- 275

tions within the dev set. The examination spanned 276

a total of three hours, with participants afforded the 277

option to leave upon early completion. This cohort 278

consisted of undergraduate and graduate students 279
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What’s the key elements

in the context ?

What’s the clue between 
these elements ?

With all the information 
above, the answer will be ……

How does these elements 

effect the question?

On a snowy winter night, the room was hot and sweaty, the windows were closed but only half the 

curtains were covered. I stood inside, looked out through the window, what could I saw ?

Winter Night denote it’s 

Cold Outside.

Hot, Sweaty and Closed 

Windows denote it’s 

Humidity Inside

Winter

Hot

Closed Windows

Covered Curtains

Night

Sweaty The window was probably 

fogged up, I cannot look 

through it.

Detail
Detection

Detail
Connection

Answer 
Inspiration

Weighted 
Reasoning

Temperature

Difference

Windows

Humidity

Effected!

Self-Question Prompt

Self-Question Finetune

Open Information 

Extraction

Query Large 

Language Model

Use All Possible Clues
as Finetune Samples

Use Deductive Reasoning 
Process as Finetune Samples

Use Joint Reasoning Process
as Finetune Samples

Use Summarizing Process
as Finetune Samples

Organize Detective Reasoning Benchmark into Finetune Data

Use “Single-Hop 
Reasoning From Key 
Information” as Joint 
Reasoning Process

Use “Multi-Hop 
Reasoning From Key 
Information” as Deductive 
Reasoning Process

Use “Clue Graph” 
+ “Answer” as 
Summarizing 
Process

Possible Key Elements 
Detection

Input = All 

Key 

Elements

Input = Joint 

Reasoning Process + 

Question

Open Summarization

Query Large 

Language Model

Soft-Constrained 
SummarizationReason Freely

Unsupervised Finetune Data Generation

Use “Key 
Information From 
the Context” as 
Key Elements

Query LLM with 

Chain-of-Thought

Figure 3: Within the Self-Question Prompt paradigm, the process is bifurcated into distinct phases: Detail Detection
and Detail Connection, followed by Answer Inspiration and Weighted Reasoning. The Self-Question Finetune
strategy is predominantly aimed at collecting data for fine-tuning. The first three phases permits free generation via
open-source models, culminating in the aggregation of these outputs into a cohesive answer during the final stage.

from universities across China, each remunerated280

at rates exceeding the local minimum hourly wage.281

Additionally, participants were awarded bonuses282

for each correctly answered question. For the pur-283

pose of facilitating human participation, the bench-284

mark was translated into Chinese, and responses285

were provided in the same language.286

We utilized an established online question-and-287

answer platform. Each participant was tasked with288

responding to 15 questions, employing a subset289

of 250 questions from the dev set of the Detect-290

Bench. This approach ensured that each question291

received responses from three distinct participants.292

The performance of humans on the DetectBench is293

documented in Tab. 2.294

4 Self-Question Method295

4.1 Construction of the Self-Questioning296

Model297

The construction of the self-questioning model298

encompasses four primary stages: Detail Detec-299

tion, Detail Association, Answer Elicitation, and300

Weighted Reasoning. This process is designed to301

enable the model to identify key information and302

thereby extract precise answers through progres- 303

sively deeper logical reasoning as shown the above 304

of Fig. 3. Detailed prompts for each stage is pro- 305

vided in the Appendix C.2. 306

Detail Detection aims to stimulate the model to 307

unearth details and facts within the given content, 308

especially those not explicitly stated in the original 309

text. Detail Association ask the model to under- 310

stand the intrinsic connections between pieces of 311

information in the text and to generate new related 312

information based on identified details. Answer 313

Elicitation is to identify key information crucial 314

for solving the question and to initiate reasoning 315

around this information to trigger possible answers. 316

Weighted Reasoning to reinforce the model’s re- 317

liance on its generated reasoning outcomes, value 318

these outcomes more in the determination of the 319

final answer compared to the overall context. 320

4.2 Self-Question Finetune 321

Building upon the aforementioned self-questioning 322

model, we propose a finetuning strategy for jointly 323

enhancing the ability of information detection and 324

commonsense reasoning as shown the below of 325
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Figure 4: The Pearson Correlation between the Key
Information metric and the Accuracy metric across all
models and prompt methods.
Fig. 3. For benchmarks explicitly annotated with326

reasoning processes (such as the DetectBench), one327

can directly concat reasoning outputs for each stage328

as the finetune data. For benchmarks with only stan-329

dard answers, the model can automatically com-330

plete the reasoning process based on the questions331

and answers and organize these reasoning contents332

as finetuning data. The advantage of this method333

lies in using the freely output of a LLM as finetune334

data in the first three stage, which significantly re-335

ducing the complexity of constructing datasets that336

include inferential processes.337

5 Experiments338

5.1 Overall Setup339

Models: In our quest to leverage the most sophis-340

ticated models for enhanced replicability and ro-341

bustness in results, we utilized a suite of eminent342

models from both the API-based and Open Source343

domains. These include GPT4-turbo (GPT4) (Ope-344

nAI, 2023b), GPT3.5-turbo (GPT35) (OpenAI,345

2023a), Llama2-7b-Base (llama2-base), Llama2-346

7b-Chat (llama2-chat) (Touvron et al., 2023),347

GLM4 (GLM4) (Zheng et al., 2023), ChatGLM3-348

6b-Base (chatglm3-base), and ChatGLM3-6B-Chat349

(chatglm3-chat) (Xu et al., 2023). The experimen-350

tation was conducted using the official APIs for351

GPT4-turbo, GPT-3.5-turbo, and GLM-4 between352

January 10 and January 29, 2024.353

Metrics: The DetectBench, comprised of354

multiple-choice questions, employs Accuracy as355

the metric for evaluating the likelihood of model356

correctness in answer selection. Additionally, the357

benchmark assesses models’ ability to identify cru-358

cial information from the context, a task akin to359

machine reading comprehension, using Accuracy360

for evaluation. However, given the challenge in361

direct content segment generation from “Context”,362

RougeL was utilized for evaluations where applica- 363

ble. 364

5.2 Performance with Different Prompt 365

Engineering 366

5.2.1 Experimental Setup 367

Baselines: A range of prompt engineering meth- 368

ods were analyzed for comparative insights. These 369

include: 370

Naive, which simply inputs “Context”, “Ques- 371

tion”, and “Options” into LLMs for answers. 372

Self-CoT (Kojima et al., 2022), applying a step- 373

by-step reasoning prompt. Auto-CoT (Zhang 374

et al., 2022), which automates Chain of Thought 375

(CoT) demonstrations, evaluated in a three- 376

shot setting due to its non-zero-shot design. 377

Self-Consistency (Wang et al., 2022), summa- 378

rizing multiple outputs from the same model to 379

derive a final answer. Complexity-CoT (Fu et al., 380

2022), selecting the longest reasoning steps among 381

all outputs. Plan-and-Solve CoT (PS-CoT), fo- 382

cusing on problem deconstruction before solution. 383

Self-Question Prompt (Wang et al., 2023), in- 384

troduced in this study. Naive /w Key Info and 385

Naive /w Answer, enhancing inputs with “Key 386

Information” and the “Answer” respectively. 387

Methods involving self-verification processes, 388

such as Tree of Thought (Yao et al., 2023) and 389

Graph of Thought (Besta et al., 2023), and those in- 390

creasing correct answer probability through model 391

error injections, like Reflexion (Shinn et al., 2023), 392

were excluded due to incompatibility with the 393

benchmark’s question setup or potential bias in 394

a four-choice format. 395

Demonstration: Demonstration incorporates 396

correct answers in test data format and a small 397

number of examples to improve output format com- 398

prehension and knowledge acquisition. The Naive 399

Prompt method appends answers after training data 400

examples, while Auto-CoT guides the LLM to gen- 401

erate reasoning processes aligned with the “Con- 402

text”, “Question” and “Answer”. 403

5.2.2 Analysis 404

Tab. 4 displays the performance of all baseline mod- 405

els across different prompt methods. 406

Varied Prompt Engineering Method Efficacy: 407

Data shows that proprietary models like GPT4, 408

GPT3.5, and GLM4 excel beyond open-source 409

models such as ChatGLM3 and Llama2. Signifi- 410

cant accuracy gains were observed with GPT4 and 411

GLM4 using prompt engineering, whereas methods 412
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GPT4 GPT35 GLM4 ChatGLM3-chat ChatGLM3-base Llama2-chat Llama2-base
KeyInfo. Acc. KeyInfo. Acc. KeyInfo. Acc. KeyInfo. Acc. KeyInfo. Acc. KeyInfo. Acc. KeyInfo. Acc.

Naive Questioning
Naive 44.4 56.5 15.3 33.0 31.1 40.2 15.3 41.3 9.71 39.6 10.8 47.5 10.7 39.6
Naive (3-shot) 40.6 54.4 15.3 34.9 30.3 39.4 10.8 41.8 13.1 42.3 11.5 47.1 9.9 41.4
Process Enhanced Method
Self-CoT 31.4 60.7 17.73 32.3 31.0 45.1 17.0 40.4 21.8 35.4 20.6 50.6 16.6 38.7
Auto-CoT (3-shot) 37.5 56.7 19.91 33.9 35.5 43.2 18.1 41.3 22.9 37.5 20.4 47.5 19.9 40.9
Output Ensemble Method
Self-Consistency 31.7 54.8 18.9 33.0 25.9 49.4 14.4 40.3 25.1 37.6 19.3 41.1 25.2 39.7
Complexity-CoT 28.6 61.9 20.0 34.1 28.1 44.8 17.0 40.6 23.7 34.3 21.8 50.4 29.5 40.1
Multi-step Chain-of-Thought
PS-CoT 21.3 52.8 17.9 34.1 21.8 46.1 16.4 42.5 18.1 39.1 16.0 51.1 23.2 38.5
Self-Question Prompt 45.5 61.5 20.9 36.4 20.1 45.1 18.9 42.2 22.3 43.8 25.2 52.4 20.7 40.5
Question with Extra Key Information
Naive w/ Key Info 65.4 64.8 42.9 34.9 48.3 58.1 22.7 47.9 47.1 44.5 48.7 47.6 61.3 48.9
Naive w/ Key Info (3-shot) 63.6 40.1 39.5 45.6 43.7 45.5 35.8 50.2 31.6 49.7 32.5 48.3 67.4 49.6
Naive w/ Answer 47.3 99.0 20.3 94.5 36.5 98.0 23.0 57.0 18.0 69.4 17.9 47.9 13.7 56.9
Naive w/ Answer (3-shot) 55.3 77.6 18.3 82.5 35.1 97.0 20.8 49.6 16.3 71.3 14.9 35.5 14.9 61.1

Table 4: The performance of baseline models under renowned prompt engineering techniques is presented. Results
in bold indicate the best results achieved without additional information.

Detective HotPotQA Reclor
KeyInfo. Acc. RougeL-F. Acc.

Llama2-base
Naive 10.8 47.5 30.6 36.7
SQ Prompt 20.7 40.5 32.1 37.5
SQ Prompt w/ MR Chat 23.6 45.1 33.6 35.2
SQ FT w/ Detective 38.6 56.7 37.2 39.6
SQ FT w/ Generated 32.4 44.6 32.8 33.5
Llama2-Chat
Naive 10.8 47.5 36.3 38.8
SQ Prompt 25.2 52.4 39.7 42.6
SQ Prompt w/ MR Chat 22.7 50.1 37.1 40.5
SQ FT w/ Detective 40.9 58.3 41.7 45.5
SQ FT w/ Generated 34.6 50.5 38.6 37.1
ChatGLM3-Base
Naive 9.7 39.6 26.8 30.1
SQ Prompt 22.3 43.8 25.4 31.9
SQ Prompt w/ MR Chat 23.6 45.3 26.0 32.4
SQ FT w/ Detective 37.6 50.8 34.2 36.7
SQ FT w/ Generated 35.4 43.6 30.9 32.9
ChatGLM3-Chat
Naive 15.3 41.3 31.8 33.0
SQ Prompt 18.9 42.2 37.6 38.9
SQ Prompt w/ MR Chat 14.6 41.9 35.4 38.4
SQ FT w/ Detective 27.1 56.3 42.3 41.7
SQ FT w/ Generated 24.6 43.5 38.5 39.1

Table 5: A detailed comparison of baseline models’
performances utilizing Self-Question Prompt and Fine-
tuning methodologies is also provided. Outcomes ren-
dered in bold signify the most superior results within
the same model under these experimental conditions.

like Self-CoT saw a minor performance reduction413

in GPT3.5, ChatGLM3, and Llama2. This indicates414

that while advanced models benefit from prompt-415

guided reasoning, imposing such techniques on416

models with less sophisticated reasoning abilities417

may lead to performance decrements.418

Key Information Detection Shortcomings: A419

general shortfall in key information detection was420

noted, especially with GPT4-Turbo’s average ac-421

curacy standing at 40%. While accurate answers422

don’t always require pinpointing key information,423

a direct correlation exists between identifying such424

information and answer accuracy. Directly present-425

ing key information to models notably improved426

RougeL scores and answer accuracy, emphasizing427

the importance of precise key information identifi-428

cation. 429

Reduced Demonstration Effectiveness: The 430

historical utility of demonstrations in enhancing 431

model response parsing has diminished as mod- 432

els have grown adept at interpreting complex in- 433

structions. Integration of three-shot demonstrations 434

resulted in unstable performance across various 435

prompt methods and model types (Gu et al., 2023). 436

Self-Question Prompt Superiority: The Self- 437

Question method, unique to this study, markedly 438

improved key information detection and reasoning 439

across models. This approach not only enhanced 440

accuracy but also demonstrated a broader efficacy 441

compared to other prompt engineering strategies, 442

reinforcing its value in augmenting model under- 443

standing and reasoning capabilities. 444

5.3 Optimizing Model Capabilities through 445

Fine-Tuning 446

5.3.1 Experimental Setup 447

Baselines: This investigation employed four promi- 448

nent open-source models to explore fine-tuning’s 449

role in augmenting model capabilities. Our fo- 450

cus was on assessing the effectiveness of the Self- 451

Question Prompt (SQ Prompt) applied directly, 452

the SQ Prompt within multi-round dialogues (SQ 453

Prompt w/ MR Chat), fine-tuning using Detect- 454

Bench data (SQ FT w/ Detective), and generating 455

fine-tuning data from the DetectBench’s Context, 456

Question, and Answer (SQ FT w/ Generated). The 457

appendices provide in-depth prompt descriptions 458

utilized in each method. 459

The experiments aimed to evaluate the impact of 460

Self-Question Fine-tuning on improving models’ 461

key information detection and reasoning abilities. 462

To this end, a subset of 398 training dataset samples 463

was used for fine-tuning over 3 epochs with the 464

AdamW optimizer, detailed in the Appendix A. 465
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Figure 5: The performance of GPT4-Turbo is correlated with the context length, option length, the quantity of key
information, and the number of reasoning steps involved.

Figure 6: The performance of various models varies
across different Question Types.

5.3.2 Insights and Evaluations466

Effects of Transitioning to Multi-Round Dia-467

logues: Our analysis revealed that transitioning468

from single-round to multi-round dialogues neg-469

atively influences chat model accuracy by 1.3%,470

while base models experience a 3.0% accuracy en-471

hancement. This differential impact suggests that472

base models, due to their heightened sensitivity to473

context, benefit from multi-round dialogues as a474

mechanism to distill relevant information. On the475

contrary, chat models, which are adept at key infor-476

mation extraction, face performance setbacks when477

dialogue is fragmented into multiple segments.478

Enhancements from DetectBench Data in479

Fine-Tuning: Utilizing DetectBench data for Self-480

Question Fine-tuning significantly boosts key in-481

formation detection and reasoning skills in mod-482

els. The observed post-fine-tuning improvements483

include a 15.2% increase in key information detec-484

tion accuracy and a 10.5% uplift in overall model485

performance. These results underscore the Detect-486

Bench dataset’s effectiveness in refining models’487

information processing and reasoning faculties.488

5.4 In-depth Performance Analysis489

5.4.1 Performance Influencing Factors490

The analysis of GPT4-Turbo’s performance, as de-491

tailed in Figure 5, highlights the effects of vary-492

ing Context Length and Options Length on model493

accuracy. A notable decline in accuracy was ob-494

served as Context Length increased from 400 to495

800 words, with accuracy dropping from approxi-496

mately 65% to 35%. Additionally, the variability in 497

Options Length indicated a struggle with reasoning 498

complexity at both extremes of option length. 499

An examination of our annotations against 500

model performance revealed a strong correlation 501

between the volume of Key Information, reason- 502

ing depth, and performance metrics. Specifically, 503

as the number of key information instances and 504

reasoning depth escalated, a marked decrease in 505

model accuracy was recorded, affirming the rela- 506

tionship between question complexity and model 507

effectiveness. 508

5.4.2 Varied Responses to Different Question 509

Types 510

The performance variation across different ques- 511

tion types, as presented in Figure 6, shows models 512

excelling in answering “Why” and “Where” ques- 513

tions, with the fine-tuned Llama-2 model achieving 514

an impressive 90% accuracy. In contrast, the accu- 515

racy for “Who”, “Which” and other question types 516

hovered around 50%. This disparity suggests that 517

while models effectively handle questions requiring 518

an understanding of processes and environments, 519

they struggle with questions that demand sophisti- 520

cated entity recognition and relational discernment, 521

pinpointing areas for future model enhancement. 522

6 Conclusion 523

In this paper, we introduce the DetectBench, which 524

integrates information retrieval and reasoning, 525

catering to the current demand for task-oriented 526

complex information retrieval. This involves iden- 527

tifying key information from a plethora of data 528

and conducting in-depth reasoning based on this 529

key information to accomplish tasks. Addition- 530

ally, we propose a novel type of prompt engi- 531

neering and fine-tuning method termed the Self- 532

Question Framework, designed to concurrently aug- 533

ment model performance in key information detec- 534

tion and commonsense reasoning. 535
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7 Limitations536

The DetectBench is conceptualized to facilitate the537

assessment of machine learning models’ capabil-538

ities in simultaneously detecting information and539

engaging in commonsense reasoning. However,540

when juxtaposed with the complexity and breadth541

of information encountered in real-world scenarios,542

the data encompassed within detective reasoning543

puzzles appears markedly condensed.544

The implementation of a Self-Question Prompt545

has demonstrated efficacy in enhancing the perfor-546

mance of models on the DetectBench. Neverthe-547

less, this strategy is predominantly effective for548

tasks necessitating the extraction and inference of549

pivotal information from extensive datasets. Its ef-550

ficacy diminishes substantially in scenarios where551

the information at hand is minimal and necessitates552

the incorporation of implicit knowledge derived553

from common sense or experiential understanding.554

8 Ethical Concerns555

Given that a benchmark concentrating on detective556

deduction puzzles is predisposed to encompass a557

multitude of sensitive subjects, including but not558

limited to homicides and thefts. If not meticulously559

moderated, there exists a risk that models might560

refuse responding to sensitive questions for secu-561

rity purposes, consequently disadvantaging models562

that prioritize higher security standards. Moreover,563

models that undergo fine-tuning using benchmark564

data may inadvertently amplify security vulnerabil-565

ities. Considerable effort and resources have been566

allocated towards mitigating the ethical dilemmas567

associated with the Detective Reasoning Bench-568

mark, with the dual objectives of ensuring that mod-569

els committed to security do not eschew responding570

to sensitive questions and that the utilization of our571

dataset does not compromise model security.572
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A Training Details737

For the models llama2-7b-base, llama2-7b-chat,738

ChatGPT3-6b-base, and ChatGPT3-6b-chat, we739

executed two distinct training methodologies:740

1. Directly utilizing the training data from the741

Detective Reasoning Benchmark to compose742

the Self-Question Finetune data.743

2. Employing the “Context”, “Question”, and744

“Answer” in Detective Reasoning Benchmark745

to automatically generate Self-Question Fine-746

tune data.747

The specific training parameters are detailed in748

Table 6.749

B Detail about Manual Annotation750

B.1 Details about Annotators751

The annotators for this research are the authors of752

this paper themselves, who are experts in the field753

of Computer Science and Cognitive Psychology.754

The entire annotation process was under the strin-755

gent supervision and scrutiny of the first author of756

this paper.757

B.2 Annotation Tasks and Goals758

The purpose of the manual annotation tasks was759

twofold. The first goal was to obtain comprehen-760

sive annotated datasets that encapsulate the essen-761

tial features of the target text, which could be fur-762

ther leveraged for tasks such as training, testing,763

and model evaluation. The second goal was to764

provide a detailed, rigorous, and systematic assess-765

ment of the annotated data quality to assess its fit766

and reliability for the subsequent analysis. All the767

detailed annotation tasks and targets are listed in768

Tab. 7.769

B.3 Case of Annotation770

In our efforts to delineate the complex annotation771

process and ensure the replicable rigor of experi-772

ments, this section provides an in-depth display773

of the manual annotation cases. The aim is to774

elucidate the categorical distinctions and precise775

definitions adopted in the annotations, thereby fa-776

cilitating fellow researchers in ascertaining the ve-777

racity of the annotated data. Representative cases778

from the annotation process have been cataloged779

in Tab. 8 for comprehensive reference and under-780

standing.781

C Experiments Details 782

C.1 Parameters in Inference 783

Our experiments involved two types of hyperpa- 784

rameters. The first type pertains to the seeds of 785

random numbers used in various Python libraries, 786

while the second type refers to the hyperparame- 787

ters used when invoking the AutoCausalLM class 788

from the transformers library for generation. We 789

configured our settings as demonstrated in Table 9. 790

C.2 Prompt Details 791

This section primarily showcases the prompts em- 792

ployed by all Prompt Engineers throughout the 793

experiment. 794

Table 10 displays the Naive prompts, Table 11 795

presents the Naive w/ Key Info prompts, Ta- 796

ble 12 outlines the Naive w/ Answer prompts, 797

Table 13 features the Self-CoT prompts, Table 15 798

exhibits the Self-Consistency prompts, Table 16 799

reveals the Complexity-CoT prompts, Table 17 800

shows the PS-CoT prompts, Table 18 displays the 801

Self-Question Prompt prompts, and 802
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Training Detail
# of Samples # of Tokens # of epochs warm_up steps learning rate

396 162,868 3 200 1e-5

Table 6: All the parameter setting in the training process.

Task Requirements

Question Verification

1.1 Delete if answering the question requires non-text information, like
audio or image.
1.2 Delete if there is a substantial amount of mathematical content or
involve of too much domain knowledge.
1.3 Delete if there is no ample presence of daily scenarios.
1.4 Delete if the answer is not correct.
1.5 Delete if there is any discrimination or bias concerning gender, race,
nation, or religion.

Question Rewrite
2.1 Standardize the Expression.
2.2 Rewrite a decent answer to the question.
2.3 Separate “Question”and “Context”.
2.4 Write decent and confusing “Options” of the question.

Clue Graph Construction
3.1 Regenerate or rewrite if the “Key Information of Context” cannot
exact match to the text in “Context”.
3.2 Regenerate or rewrite if the connection or reasoning is redundant.
3.3 Delete the question or rewrite it there lack of important reasoning
processes or connections in Clue Graph.

Table 7: All tasks that require manual annotation, along with the specific requirements for each task.
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Task Requirements Cases

Question
Verification

Delete if answering the question
requires non-text information, like
audio or image.

Context: “Listen to the following music clip...”
Question: “What instrument is playing?”
Hint: “Consider the type of information required to answer the question.”
Answer: “Piano”

Delete if there is a substantial
amount of mathematical content.

Context: “Consider the mathematical proof of Fermat’s Last Theorem...”
Question: “Can you explain the proof?”
Hint: “Focus on the subject matter of the proof.”
Answer: “It’s a complex proof involving modular forms...”

Delete if there is no ample presence
of daily scenarios.

Context: “In a quantum physics experiment...”
Question: “What is the result?”
Hint: “Consider the context of the experiment.”
Answer: “A specific quantum state”

Delete if the answer is not correct.

Context: “The cat is on the roof”
Question: “Where is the cat?”
Hint: “Check the location mentioned in the context.”
Answer: “In the garden”

Delete if there is any discrimination
or bias concerning gender, race,
nation, or religion.

Context: “All people from X are lazy...”
Question: “What are people from X like?”
Hint: “Considering the description of X.”
Answer: “Lazy”

Question
Rewrite

Standardize the Expression.
Original: “⟨ /span ⟩ A family decides to move into the city and looks for a house. \n \n There are three ...”
Rewritten: “A family decides to move into the city and looks for a house. There are three ... ”

Rewrite a decent answer to the
question.

Original Answer: “This is a famous question, in my thought, the answer is ......”
Rewritten Answer: “The answer is ......”

Separate “Question” and “Context”.

Original:
Context and Question: “In 1862, during the American Civil War, the Battle

of Antietam took place near Sharpsburg, Maryland...
What was the significance of the Battle of Antietam?”

Separated:
Context: “In 1862, during the American Civil War, the Battle of Antietam

took place near Sharpsburg, Maryland...”
Question: “What was the significance of the Battle of Antietam?”

Write decent and confusing “Options”
of the question.

Context:
As the investigation unfolded, the police tape crisscrossed the snow-laden streets, casting eerie shadows under

the moonlit night. The neighborhood, usually quiet and reclusive...
Question:
Do you think this young man is guilty or not?
Answer:
The young man could not have seen the murderer’s detailed features due to the room’s conditions
Options:
A) The young man was telling the truth, and the blond boyfriend was the murderer.
B) The young man lied about the time of witnessing the murder to mislead the investigation.
C) The young man could not have seen the murderer’s detailed features due to the room’s conditions.
D) The victim had another visitor that night who was the real murderer

Clue Graph
Construction

Regenerate or rewrite if the “Key
Information of Context” cannot exact
match to the text in “Context”.

Original
Context: “On a snowy winter night ...”
Key Information: “On a blustery snowy winter night”
Rewritten
Key Information: “On a snowy winter night ...”

Regenerate or rewrite if the connection
or reasoning is redundant

Original
Reasoning Process: “Serene snowy setting + Murder at 68 King’s West Road around 8pm
→ Peaceful night disrupted by murder

Rewritten:
Reasoning Process: “Serene snowy setting + Murder at 68 King’s West Road around 8pm
→ Peaceful night disrupted by murder

Delete the question or rewrite it there
lack of important reasoning processes
or connections in Clue Graph.

-

Table 8: The examples in our annotation process

Random Seed
torch.manual_seed torch.cuda.manual_seed_all numpy.random.seed random.seed torch.backends.cudnn.deterministirc

42 42 42 42 True
AutoCausalLM

temperature top_p top_k num_beams max_new_token
0.95 0.95 5 2 2000

Table 9: All the parameter setting in model inference in our experiments.
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# -*- coding: utf-8 -*-
Variables:
!<INPUT 0>! – Context
!<INPUT 1>! – Question
!<INPUT 2>! – Options
<commentblockmarker>###</commentblockmarker>
Below I will give you a detective reasoning question, please summarize the key clues in this question
based on the Context, the options and choose the answer you think is correct. Note: When generating the
answer, please only output the serial number of the option.
### Context:
!<INPUT 0>!
### Question:
!<INPUT 1>!
### Options:
!<INPUT 2>!
Your output will contain the following: ### Key Information: Please output what you consider to be
the key information in the Context. Please note that the key information needs to be directly from the
Context, i.e. it is a string originally in the Context that can be matched directly to the original text by
string matching. ### Answer: please output only the serial numbers.
Please follow the format below for your output:
### Key Information: xxxxx
### Answer: 1/2/3/4

Table 10: Prompt of Naive method
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# -*- coding: utf-8 -*-
Variables:
!<INPUT 0>! – Context
!<INPUT 1>! – Question
!<INPUT 2>! – Key Information !<INPUT 3>! – Options
<commentblockmarker>###</commentblockmarker>
Below I will give you a detective reasoning question, please summarize the key clues in the question
based on the Context, the options, and the answer, and choose the answer you think is correct. Note:
When generating the answer, please output only the serial number of the option.

### Context:
!<INPUT 0>!

### Question:
!<INPUT 1>!

### Key Information:
!<INPUT 2>!

### Option:
!<INPUT 3>!
Your output will contain the following:
### Key Information: Please output what you consider to be the key information in the Context. Please
note that the key information needs to be directly from the Context, i.e. it is a string originally in the
Context that can be matched directly to the original text by string matching.
### Answer: please output only the serial numbers.

Please follow the format below for your output:

### Key Information:
xxxxx

### Answer:
1/2/3/4

Table 11: Prompt of Naive w/ Key Information method
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# -*- coding: utf-8 -*-
Variables:
!<INPUT 0>! – Context
!<INPUT 1>! – Question
!<INPUT 2>! – Options
!<INPUT 3>! – Answer

<commentblockmarker>###</commentblockmarker>

Below I will give you a detective reasoning question, please summarize the key clues in the question
based on the Context, the options, and the answer, and choose the answer you think is correct.
Note: When generating the answer, please output only the serial number of the option.

### Context:
!<INPUT 0>!

### Question:
!<INPUT 1>!

### Options:
!<INPUT 2>!

### Answer: !<INPUT 3>!

Your output will contain the following:
### Key Information: Please output what you consider to be the key information in the Context. Please
note that the key information needs to be directly from the Context, i.e. it is a string originally in the
Context that can be matched directly to the original text by string matching.
### Answer: please output only the serial numbers.

Please follow the format below for your output:

### Key Information: xxxxx
### Answer:
1/2/3/4

Table 12: Prompt of Naive w/ Answer method
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# -*- coding: utf-8 -*-

Variables:
!<INPUT 0>! – Context
!<INPUT 1>! – Question
!<INPUT 2>! – Options

<commentblockmarker>###</commentblockmarker>

Below I will give you a detective reasoning question, please generate your thought process step by step
based on the Context and the options and choose the answer you think is correct.
Note: When generating the answer, please output only the serial number of the option.

### Context:
!<INPUT 0>!

### Question:
!<INPUT 1>!

### Options:
!<INPUT 2>!

Your output will contain the following:
### Thought: please output your thinking process step by step.
### Key Information: Please output what you think is the Key Information in the Context. Please note
that the Key Information needs to be directly from the Context, i.e. it is a string originally in the Context
that can be matched directly to the original text by string matching.
### Answer: please output only the serial numbers.

Please have your output follow the format below:

### Thought:
xxxxxx

### Key Information:
xxxxx

### Answers:
1/2/3/4

Table 13: Prompt of Self-CoT method
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# -*- coding: utf-8 -*-

Variables:
!<INPUT 0>! – Demonstration
!<INPUT 1>! – Context
!<INPUT 2>! – Question
!<INPUT 3>! – Options

<commentblockmarker>###</commentblockmarker>

### Demonstration
!<INPUT 0>!

### Context:
!<INPUT 1>!

### Question:
!<INPUT 2>!

### Options:
!<INPUT 3>!

Your output will contain the following:
### Thought: please output your thinking process step by step.
### Key Information: Please output what you think is the key information in the topic. Please note that
the key information needs to be directly from the question, i.e. it is the original string in the question,
which can be matched directly to the original text by string matching.
### Answer: When generating answers, please output only the serial numbers of the options.

Please follow the format below for your output:

### Thought:
xxxxx

### Key Information:
xxxxx

### Answer:
1/2/3/4

Table 14: Prompt of Auto-CoT method
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# -*- coding: utf-8 -*-

Variables:
!<INPUT 0>! – Context
!<INPUT 1>! – Question
!<INPUT 2>! – Options

<commentblockmarker>###</commentblockmarker>

Below I will give you a detective reasoning question, please generate your thought process step by step
based on the Context and the options and choose the answer you think is correct.
Note: When generating the answer, please output only the serial number of the option.

### Context:
!<INPUT 0>!

### Question:
!<INPUT 1>!

### Options:
!<INPUT 2>!

Your output will contain the following:
### Thought: please generate 5 completely different perspectives of your reflections based on the questions
and options.
### Summary: Please output a summary of all your thinking.
### Key Information: Please output what you think is the Key Information in the Context. Please note
that the Key Information needs to be directly from the Context, i.e. it is the original string in the Context,
which can be matched directly to the original text by string matching.
### Answer: please output only the serial numbers.

Please have your output follow the format below:

### Thought:
1. xxxxxx
2. xxxxxx
3. xxxxxx
4. xxxxxx
5. xxxxxx

### Summarize:
xxxxxx

### Key Information:
xxxxx

### Answers:
1/2/3/4

Table 15: Prompt of Self Consistency method
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# -*- coding: utf-8 -*-

Variables:
!<INPUT 0>! – Context
!<INPUT 1>! – Question
!<INPUT 2>! – Options
!<INPUT 3>! – Longest Chain of Thought

<commentblockmarker>###</commentblockmarker>

Below I will give you a detective reasoning question, please generate your thought process step by step
based on the question and the options and choose the answer you think is correct.
Note: When generating the answer, please output only the serial number of the option.

### Context:
!<INPUT 0>!

### Question:
!<INPUT 1>!

### Options:
!<INPUT 2>!

### Chain of thought:
!<INPUT 3>!

Your output will contain the following: ### Key Information: Please output what you consider to be the
key information in the topic. Please note that the key information needs to be directly from the topic, i.e.
it is a string originally in the topic that can be matched directly to the original text by string matching.
### Answer: please output only the serial numbers.

Please follow the format below for your output:

### Key Information:
xxxxx

### Answer:
1/2/3/4

Table 16: Prompt of Complexity CoT method
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# -*- coding: utf-8 -*-
Variables:
!<INPUT 0>! – Context
!<INPUT 1>! – Question
!<INPUT 2>! – Options

<commentblockmarker>###</commentblockmarker>

Below I will give you a detective reasoning question, please generate your thought process step by step
based on the Context and the options and choose the answer you think is correct.
Note: When generating the answer, please output only the serial number of the option.

### Context:
!<INPUT 0>!

### Question:
!<INPUT 1>!

### Options:
!<INPUT 2>!

Your output will contain the following:
### Thought: Please start with a general plan of how you intend to deal with the problem, and then think
step-by-step about how to solve it based on your plan.
### Key Information: please output what you think is the key information in the Context. Please note
that the Key Information needs to be directly from the Context, i.e. it is the original string in the Context,
which can be matched directly to the original text by string matching.
### Answer: please output only the serial numbers.

Please have your output follow the format below:

### Thought:
xxxxxx

### Key Information:
xxxxx

### Answer:
1/2/3/4

Table 17: Prompt of Plan and Solve CoT method
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# -*- coding: utf-8 -*-

Variables:
!<INPUT 0>! – Context
!<INPUT 1>! – Question
!<INPUT 2>! – Options

<commentblockmarker>###</commentblockmarker>

Below I will give you a detective reasoning question, please generate your thought process step by step
based on the Context and the options and choose the answer you think is correct.
Note: When generating the answer, please output only the serial number of the option.

### Context:
! <INPUT 0>!

### Question:
! <INPUT 1>!

### Options:
! <INPUT 2>!

Your output will contain the following:
### Clues: Feel free to summarize all possible clues in the Context
### Connection: Feel free to correlate the clues you summarized above and introduce new clues that may
exist.
### Thought: Feel free to reason and think deeply about the clues you have summarized in the two steps
above.
### Summarize: Summarize all the thinking from the perspective of solving the problem in the Context.
### Key Information: Please output what you think is the key information in the Context. Please note
that the Key Information needs to be the direct content of the Context, i.e. it is the original string in the
Context, which can be matched directly to the original text by string matching.
### Answer: Please output only the serial number.

Please have your output follow the format below:

### Clues:
xxxxxx

### Connection:
xxxxxx

### Thought:
xxxxxx

### Summarize:
xxxxxx

### Key Information:
xxxxx

### Answer:
1/2/3/4

Table 18: Prompt of Self-Question method
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