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Abstract

Question answering on the hybrid context of001
tables and text (TATQA) is a critical task,002
with broad applications in data-intensive do-003
mains. However, existing TATQA datasets are004
limited to English, leading to several draw-005
backs: (i) They overlook the challenges of006
multilingual TAT-QA and cannot assess per-007
formance in the multilingual setting. (ii) They008
do not reflect real-world multilingual scenar-009
ios where tables and texts frequently appear in010
non-English languages. To address the limita-011
tions, we propose the first multilingual TATQA012
dataset (MULTITAT). Specifically, we sam-013
ple data from 3 mainstream TATQA datasets014
and translate it into 10 diverse languages. To015
align the model TATQA capabilities in English016
with other languages, we develop a baseline,017
OURS. Experimental results reveal that the per-018
formance on non-English data in MULTITAT019
drops by an average of 19.4% compared to En-020
glish, proving the necessity of MULTITAT. We021
further analyze the reasons for this performance022
gap. Furthermore, OURS outperforms other023
baselines by an average of 3.3, demonstrating024
its effectiveness1.025

1 Introduction026

Question answering over the hybrid context of tab-027

ular and textual data (TATQA) is an important task028

(Chen et al., 2020), which is widely used in data-029

intensive fields, such as finance and science, gain-030

ing increasing attention (Chen et al., 2021; Auer031

et al., 2023). Enhancing the TATQA capabilities032

of models can significantly aid in extracting use-033

ful information from hybrid data. The heteroge-034

neous evidence brings challenges to the TATQA035

task since it requires the model to link the relevant036

information in the table or text according to the037

entities in the question (Feng et al., 2022; Lei et al.,038

2022; Wang et al., 2022).039

1Our data will be released upon acceptance.

English 
Text
[8]: ARM Tormenta ( A-302 ) is a missile 
boat ... Its sister ship is ARM Huracán .

Table

Question
What is the sister ship of the ship sold 
to Mexico in 2004?
Predicted Answer
ARM Huracán

Name ⋯ Fate
INS Romah 
(Halberd)

⋯ Active

INS Geula 
(Salvation)

Refitted and sold to 
Mexico in 2004 as 
ARM Tormenta [8]

INS Keshet 
(Bow)

Active

⋯

Chinese 
Text
[8]：ARM Tormenta ( A-302 )是一艘导弹
艇 ... 其姐妹舰是ARM Huracán。

Table

Question
在2004年卖给墨西哥的船的姊妹船是什
么？
Predicted Answer
INS Geula (Salvation)

名称 ⋯ 命运
INS Romah 
(Halberd)

⋯ 现役

INS Geula 
(Salvation)

改装后于2004年出售
给墨西哥，改名为ARM 
Tormenta [8]

INS Keshet 
(Bow)

现役

⋯

Figure 1: Comparison of the English and Chinese ex-
amples in MULTITAT. Entities with the same color
annotation represent corresponding entity information.
In Chinese, the richness of lexical expressions makes it
more challenging for the model to link relevant informa-
tion, leading to the incorrect predicted answer.

To evaluate the model capabilities on the TATQA 040

task, several datasets are proposed (Li et al., 2021; 041

Chen et al., 2021; Zhao et al., 2024b). For exam- 042

ple, HybridQA (Chen et al., 2020), TAT-QA (Zhu 043

et al., 2021), and SciTAT (Zhang et al., 2024a) re- 044

spectively construct English TATQA datasets in 045

the domains of Wikipedia, finance, and science. 046

However, these datasets focus solely on English, 047

having the following shortcomings: (i) They cannot 048

adequately assess the TATQA performance in the 049

multilingual setting, overlooking the challenges 050

of multilingual TATQA. As shown in Figure 1, 051

the complex lexical expressions of different lan- 052

guages pose challenges for models to link infor- 053

mation across hybrid contexts (Dou et al., 2023). 054

(ii) They create a gap with real-world multilin- 055

gual scenarios, as domains such as finance and 056

science contain substantial amounts of non-English 057

tables and text (Hamotskyi et al., 2024; Angulo 058

et al., 2021; Bhagavatula et al., 2012). To address 059

the limitations, we propose the first multilingual 060
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TATQA benchmark, comprising parallel data in 11061

diverse languages.062

First, we introduce the multilingual TATQA063

dataset (MULTITAT). To ensure the high quality064

of MULTITAT, we sample data from three main-065

stream English TATQA datasets and employ a com-066

bination of machine translation and manual revi-067

sion to translate them into 10 languages. In total,068

MULTITAT consists of 250 questions from 233 hy-069

brid contexts, covering three domains: Wikipedia,070

finance, and science.071

To enhance the performance of MULTITAT072

on non-English languages, we propose a base-073

line to bridge the performance gap between En-074

glish and non-English on TATQA (OURS). To075

align the model TATQA capabilities in English076

with other languages, especially low-resource lan-077

guages, OURS is divided into two modules: linking078

non-English information and reasoning in English.079

Specifically, OURS first identifies relevant informa-080

tion from tables and text according to the entities081

in the question through linking and then uses this082

information to perform reasoning in English by083

generating programs.084

We evaluate the performance of OURS, com-085

pared with a series of baselines on MULTITAT.086

Experimental results indicate that the performance087

of non-English languages drops by an average of088

19.4% compared to English on all baselines, high-089

lighting the necessity of MULTITAT. OURS outper-090

forms other baselines by an average of 3.3, demon-091

strating the effectiveness. Analysis experiments re-092

veal that the TATQA capabilities across languages093

are not only influenced by resource availability but094

also by their specific linguistic characteristics. Er-095

ror analysis shows that the performance decline096

in non-English TATQA is primarily due to the re-097

duced ability to link relevant information, apply098

formulas, and follow instructions.099

Our contributions are as follows:100

1. To the best of our knowledge, we introduce the101

first multilingual TATQA dataset MULTITAT,102

which includes 11 diverse languages.103

2. We propose OURS, a baseline to align the104

model TATQA capabilities in English to non-105

English languages.106

3. We conduct a series of experiments, supported107

by empirical results and error analysis, to108

demonstrate the challenges of MULTITAT and109

provide insights for future improvements.110

2 MULTITAT 111

The input of MULTITAT consists of a question, the 112

hybrid context including the table and text, and the 113

output is the answer. Additionally, we annotate 114

the rationale, which is the reasoning process of an- 115

swering the question. We refer to each question, 116

along with its table, text, rationale, and answer, as 117

an instance. For each instance, we annotate 11 di- 118

verse languages. We first describe the construction 119

process of MULTITAT, which combines automatic 120

translation with manual error correction, follow- 121

ing previous works (Peng et al., 2024; Singh et al., 122

2024; Dou et al., 2023), as shown in Figure 2. 123

2.1 Data Preparation 124

We first collect English data from existing datasets 125

and select languages to translate them. 126

2.1.1 Source Data Collection 127

We select HybridQA (Chen et al., 2020), TAT- 128

QA (Zhu et al., 2021), and SciTAT (Zhang et al., 129

2024a) datasets from the Wikipedia, finance, and 130

science domains as our data sources, as these three 131

domains are the primary areas where TATQA tasks 132

are distributed (see Appendix A). To ensure an even 133

distribution of different answer types and answer 134

sources in MULTITAT, we sample a total of 250 135

instances from the three datasets according to the 136

proportions shown in Table 1. Among them, only 137

50 instances are sampled from HybridQA due to 138

its relatively limited answer sources and types. 139

2.1.2 Target Language Selection 140

For MULTITAT, we select 11 languages, covering 141

8 language families: Bengali (bn), Chinese (zh), 142

English (en), French (fr), German (de), Japanese 143

(ja), Russian (ru), Spanish (es), Swahili (sw), Tel- 144

ugu (te), and Thai (th), following the previous 145

benchmark (Shi et al., 2023). Additionally, we 146

preserve the Arabic numerals from the original 147

datasets across all languages to facilitate evalua- 148

tion (Shi et al., 2023). 149

2.2 Rationale Annotation 150

We first demonstrate how to annotate English ra- 151

tionales by employing the large language model 152

(LLM) in combination with manual refinement. We 153

use gpt-4o (OpenAI et al., 2024) to complete ra- 154

tionale generation due to its strong reasoning and 155

instruction-following capabilities. Specifically, we 156

input the question, relevant tables and texts, and 157

the answer into the LLM, prompting the LLM to 158
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Rationale Annotation (§2.2)

Manual Refinement

English Instances

Rationale Generation

Instance Translation (§2.3)

Machine Translation

Data Preparation (§2.1)

Source Data Collection

English Source Data

Target Language Selection

Manual Refinement

Final Dataset

Figure 2: The process of constructing MULTITAT. The blue boxes represent the data, and the white solid boxes
represent the construction steps.

Dataset Domain Scale Answer Type Answer Source Total
Text Table Hybrid

HybridQA (Chen et al., 2020) Wikipedia 50 Span 0 0 50 50

TAT-QA (Zhu et al., 2021) Finance 100
Span 10 10 20 40
Arithmetic 10 10 30 50
Count 2 3 5 10

SciTAT (Zhang et al., 2024a) Science 100
Span 10 20 20 50
Arithmetic 10 20 20 50

Total - 250 - 42 63 145 250

Table 1: The distribution of English data, including answer types and answer sources in MULTITAT, sourced from
three mainstream datasets. The listed answer types are the all answer types corresponding to each dataset.

generate the corresponding rationale. Since LLMs159

cannot guarantee the accuracy of reasoning, we160

employ manual refinement. The annotators are161

instructed to evaluate the accuracy of the generated162

rationale and make corrections where necessary.163

2.3 Instance Translation164

For machine translation, we select gpt-4o be-165

cause of its strong translation capabilities (Yan166

et al., 2024; Hu et al., 2024). Specifically, we in-167

put each instance into the LLM, with prompts to168

translate it into the target languages, respectively.169

To assess the accuracy of the translations, we use170

gpt-4o to translate the target language instances171

back into English, and calculate the F1 score be-172

tween the back-translated version and the original173

English instance following previous works (Peng174

et al., 2024). For instances with an F1 score below175

0.6, we prompt annotators to complete manual176

refinement by using Google Translation.177

2.4 Quality Control178

To ensure the quality of MULTITAT, we implement179

rigorous quality control strategies.180

Competent Annotators The annotators we hire181

hold graduate-level degrees, are proficient in En-182

glish, and are compensated with $1 per data in-183

stance. We first train the annotators to familiarize184

them with the annotation requirements and the use 185

of the annotation tool (see Appendix B.1). Then, 186

they try to annotate 20 instances, and we review 187

their annotations, providing feedback and sugges- 188

tions for revisions. 189

Model Evaluation To further evaluate the trans- 190

lation quality of MULTITAT, we employ a popular 191

translation evaluation method (Kocmi and Feder- 192

mann, 2023). The detailed evaluation method is 193

described in Appendix C, and Table 5 presents the 194

average translation accuracy scores. The results in- 195

dicate that the average translation accuracy scores 196

across languages in MULTITAT are above 95 out 197

of 100, demonstrating the high translation quality. 198

2.5 Data Analysis 199

We show the data distribution of MULTITAT in 200

Table 1. The 250 questions in MULTITAT involve 201

233 hybrid contexts, each of which includes 1 table 202

and an average of 5.3 paragraphs. Each table has 203

an average of 10.2 rows and 4.7 columns. 204

3 OURS 205

3.1 Overview 206

OURS is designed to address the TATQA task un- 207

der the multilingual setting. To align the strong 208

TATQA capabilities of models in English with non- 209

English languages, particularly low-resource lan- 210
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Question 
CONPONO (k=2) 在DiscoEval基准上获得了多少项任务的最高准确率？
(How many tasks did CONPONO (k=2) achieve the highest accuracy on the DiscoEval 
benchmark?)

Text
结果: 表格显示我们的模型在整体上优于之前的DiscoEval的最先进准确率。
我们的模型在句子排序和连贯性任务（SP，BSO，和DC）中特别出色...
(Results: Table shows that our model outperforms the previous state-of-the-art 
accuracy on DiscoEval overall. Our model excels in particular on the sentence 
ordering and coherence tasks (SP, BSO, and DC).)

Table
模型 SP BSO DC SSP … 平均

BERT-Base 53.1 68.5 58.9 80.3

…

57.7
BERT-Large 53.8 69.3 59.6 80.4 58.6
RoBERTa-Base 38.7 58.7 58.4 79.7 51.4
BERT-Base BSO 53.7 72.0 71.9 80.0 60.6
CONPONO isolated 50.2 57.9 63.2 79.9 53.6
CONPONO uni-encoder 59.9 74.6 72.0 79.6 61.7
CONPONO (k=2) 60.7 76.8 72.9 80.4 63.0
CONPONO std. ±.3 ±.1 ±.3 ±.1 -

1. Linking

Instruction
Please think in English and locate the relevant information from 
the Text and Table according to the Question.

Result
"CONPONO (k=2)" links to the column "CONPONO (k=2)" in the 
table. "在DiscoEval基准上" links to the segment "我们的模型在整
体上优于之前的DiscoEval的最先进准确率". "获得了多少项任务的
最高准确率" links to individual tasks: "SP", "BSO", "DC", "SSP", 
"PDTB-E", "PDTB-I", "RST-DT" in the table.

2. Reasoning

Instruction
According to the relevant information, you should think in English 
and write a python code to answer the Question.

Result
task_accuracies = {'SP': {'CONPONO (k=2)': 60.7, …}, …}
max_accurate_tasks_count = sum(1 for task, accuracies in 
task_accuracies.items() if all(accuracies['CONPONO (k=2)'] >= 
val for key, val in accuracies.items()))
ans = max_accurate_tasks_count

Figure 3: The overview of OURS, which includes two modules: (i) Linking: Mapping the entities in the question to
the relevant information in tables or text, which are marked with blue in the left part. (ii) Reasoning: Generating
programs to solve the question using the information. We take the Chinese TATQA input as an example, with the
corresponding English text provided in (gray) .

guages, OURS employs cross-lingual reasoning. To211

enable the model to perform English reasoning with212

non-English questions, tables, and text, OURS is213

divided into two modules: Linking and Reasoning.214

As shown in Figure 3, Linking is responsible for215

locating relevant information from tables and text216

in the native language based on the question, and217

Reasoning performs reasoning in English based on218

the linked information. The prompts used in OURS219

are provided in Appendix D.220

3.2 Linking221

Linking is used to map the entities in the question222

to the relevant information in the input text and223

tables so that Reasoning can directly utilize this in-224

formation when generating the code. Specifically,225

we prompt the LLM to think in English and gradu-226

ally map the relevant entities in the question to the227

information in the tables or text.228

3.3 Reasoning229

Reasoning is responsible for generating Python230

programs to solve the question and obtain the final231

answer based on the results of Linking. Consider-232

ing that there are not only numbers in the answers,233

we also remind the LLM to note that the answers234

should be represented in the native language except235

for Arabic numerals. Since the relevant information236

is extracted during Linking, Reasoning can directly237

use English variable names to define the numerical238

or tabular data when generating the program.239

4 Experiments 240

4.1 Settings 241

Metrics We use Exact Match (EM) and F1 score 242

to evaluate the answers, following prior works 243

(Chen et al., 2020; Zhu et al., 2021). EM refers 244

to the proportion of predictions that exactly match 245

the gold answer, and F1 measures the degree of 246

overlap between the predicted and the gold answer 247

in terms of their bag-of-words representation. 248

Models We evaluate MULTITAT using 249

the open-source model Llama3.1-Instruct 250

(Llama3.1) (Dubey et al., 2024) and the closed- 251

source model gpt-4o (OpenAI et al., 2024). 252

Llama3.1 is currently one of the best-performing 253

open-source models, and gpt-4o is considered one 254

of the leading closed-source models. We also eval- 255

uate MULTITAT using Qwen2.5-Instruct (Yang 256

et al., 2024) in Appendix E.1. 257

Baselines We compare OURS with the follow- 258

ing baselines with three-shot prompts, following 259

previous works (Shi et al., 2023; Li et al., 2024). 260

• Native-CoT: solving the question using CoT (Wei 261

et al., 2022) in the native language 262

• En-CoT: solving the question using CoT in En- 263

glish 264

• Native-PoT: prompting the LLM to generate code 265

in the native language (Gao et al., 2023; Chen 266

et al., 2023) 267

• En-PoT: prompting the LLM to generate code in 268

English 269
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Model Method bn de en es fr ja ru sw te th zh Avg.

Llama3.1-8B

Native-CoT 11.2 14.0 20.8 12.8 8.0 13.2 15.2 9.2 12.4 12.0 13.6 12.9
En-CoT 10.8 14.6 20.8 12.4 8.4 13.2 15.2 9.2 12.0 12.0 13.6 12.9
Native-PoT 18.0 18.4 21.2 22.8 18.4 19.6 22.8 17.2 6.8 21.2 19.6 18.7
En-PoT 13.6 12.8 21.2 20.8 14.4 20.8 20.0 10.4 7.6 19.2 19.6 16.6
Three-Agent 10.0 16.0 21.6 20.8 15.6 13.6 12.0 13.2 9.2 15.2 18.4 15.1
OURS 20.0 22.4 27.6 25.6 20.0 25.6 25.2 17.2 14.4 22.8 23.6 22.2

Llama3.1-70B

Native-CoT 18.8 20.8 25.6 23.6 24.8 22.4 25.2 23.6 18.8 21.6 21.6 22.4
En-CoT 18.4 19.6 25.6 23.6 20.0 22.0 25.2 24.0 19.6 22.4 22.0 22.0
Native-PoT 22.8 24.4 30.4 28.4 26.4 18.4 28.0 28.4 22.0 26.0 22.0 25.2
En-PoT 23.6 26.0 30.4 27.6 26.4 25.6 28.4 26.4 22.0 25.2 26.8 26.2
Three-Agent 16.0 25.6 29.2 23.6 22.0 25.6 20.8 22.4 20.0 19.6 23.6 22.6
OURS 24.0 28.0 31.2 29.2 26.8 26.8 28.8 30.8 22.8 26.8 28.0 27.6

gpt-4o

Native-CoT 21.2 27.2 31.2 26.8 23.6 19.2 24.8 24.8 26.8 26.8 24.4 24.7
En-CoT 23.6 24.8 31.2 26.0 22.0 26.4 26.4 28.0 22.0 23.2 24.8 25.3
Native-PoT 24.4 30.4 30.0 30.4 26.4 21.2 27.2 26.4 26.8 24.8 28.0 27.6
En-PoT 24.0 24.4 30.0 30.0 26.4 21.2 27.2 26.4 21.2 27.2 24.4 26.2
OURS 30.0 32.4 35.2 32.4 29.6 28.8 31.2 31.2 30.8 30.4 30.9 31.1

Model Method bn de en es fr ja ru sw te th zh Avg.

Llama3.1-8B

Native-CoT 13.2 16.1 23.7 17.2 11.2 14.5 17.3 14.0 14.9 14.6 21.5 16.2
En-CoT 13.4 16.6 23.7 17.9 12.4 15.2 17.8 14.0 14.9 14.9 22.7 16.7
Native-PoT 19.1 18.9 22.8 24.2 19.3 19.9 23.1 17.8 6.9 22.4 21.7 19.6
En-PoT 14.1 13.7 22.8 21.3 15.1 21.5 20.6 11.0 7.8 20.1 21.7 17.4
Three-Agent 15.7 20.5 26.4 25.8 20.6 15.1 16.0 17.4 13.9 18.8 26.1 19.7
OURS 21.3 24.2 31.9 27.8 22.4 26.1 27.0 20.0 15.2 24.6 28.0 24.4

Llama3.1-70B

Native-CoT 21.6 22.8 29.3 27.0 28.1 24.4 27.3 26.6 21.3 24.0 28.3 25.5
En-CoT 21.6 22.4 29.3 27.9 23.6 24.7 27.7 27.3 22.3 26.3 29.4 25.7
Native-PoT 24.8 26.2 32.9 30.6 29.0 18.7 29.4 29.9 24.0 28.4 30.0 27.0
En-PoT 25.8 27.9 32.9 30.2 28.7 27.2 30.3 28.7 25.0 27.3 30.9 28.5
Three-Agent 22.2 30.8 34.5 31.3 28.4 28.2 25.5 27.1 24.3 24.8 33.3 28.2
OURS 26.3 31.3 35.3 34.6 31.1 29.4 33.5 34.7 25.9 30.5 34.9 31.6

gpt-4o

Native-CoT 27.0 33.8 38.8 36.3 30.2 21.8 31.9 31.3 31.3 30.9 38.2 31.6
En-CoT 28.0 32.1 38.8 33.1 27.2 28.8 32.4 33.6 25.0 28.8 34.6 31.1
Native-PoT 26.7 33.3 32.5 32.5 28.7 22.5 29.9 27.7 29.4 27.2 29.5 30.1
En-PoT 26.2 26.8 31.3 32.5 28.7 22.5 29.9 27.7 25.0 29.0 27.2 28.0
OURS 32.9 35.5 38.9 35.7 32.5 32.1 33.1 34.0 34.7 35.1 34.5 34.7

Table 2: EM (above) and F1 (below) of different models and baselines across languages on MULTITAT. Avg.
denotes the average performance of the baseline across all languages. The best results of each model under each
language are annotated in bold.

• Three-Agent (Fatemi and Hu, 2024) is the state-270

of-the-art (SOTA) method on the TAT-QA dataset.271

It consists of three agents: the analyst agent ex-272

tracts relevant data and performs computations,273

and two critic agents evaluate the correctness of274

extraction and computation, respectively, and re-275

fine the results. Due to computational resource276

limitations, we do not evaluate the performance277

of Three-Agent on MULTITAT using gpt-4o.278

We present prompts for baselines and OURS in Ap-279

pendix D. Additionally, we provide results for both280

directly answering the question and reasoning after281

translating the input into English in Appendix E.2.282

4.2 Main Experiments283

A comparison of OURS with other baselines across284

different languages is presented in Table 2. We ob-285

serve that: (i) The performance on MULTITAT in286

non-English languages shows an average decrease287

of 19.4% compared to English, underscoring the288

necessity of MULTITAT. (ii) OURS demonstrates289

an average improvement of 3.3 on EM and F1 over290

other baselines, reducing the performance gap be-291

tween different languages by 23.2%, which vali-292

dates the effectiveness. (iii) Despite these improve-293

ments, the EM and F1 of all baselines remain below 294

40, highlighting the challenges of MULTITAT. 295

Baselines (i) OURS consistently outperforms 296

Three-Agent because Three-Agent is not fully 297

suited to HybridQA, which does not require com- 298

putations (Chen et al., 2020), or SciTAT, which 299

involves complex calculations that are challenging 300

to the inherent capabilities of models (Zhang et al., 301

2024a). Additionally, the performance of multi- 302

agent declines in non-English languages (Beyer 303

et al., 2024; Chen et al., 2024). (ii) The perfor- 304

mance difference between reasoning in the native 305

language and English is minimal. Although LLMs 306

demonstrate stronger reasoning capabilities in En- 307

glish, the TATQA, compared to other tasks, relies 308

more heavily on the capabilities of linking infor- 309

mation, which presents greater challenges in cross- 310

lingual reasoning (Min et al., 2019). Therefore, 311

OURS mitigates this challenge, leading to improved 312

performance. (iii) PoT consistently outperforms 313

CoT because numerical reasoning questions consti- 314

tute a significant proportion of MULTITAT (see Ta- 315

ble 1), making PoT more suitable for solving these 316

questions (Chen et al., 2023; Zhao et al., 2024b). 317
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ru

sw
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Table
Text

Hybrid

Figure 4: The EM of OURS across different answer
sources on MULTITAT using Llama3.1-70B.

Languages The models generally exhibit high318

performance on high-resource languages, such as319

English, German, Spanish, French, Russian, and320

Chinese, while their performance on low-resource321

languages tends to be poor. Moreover, models with322

stronger multilingual capabilities show smaller323

performance gaps across languages, with gpt-4o324

demonstrating the highest performance. This also325

underscores the necessity of evaluating multilin-326

gual performance on challenging tasks.327

Answer Source We analyze the performance of328

OURS using Llama3.1-70B across different answer329

sources, as shown in Figure 4. The performance330

with other models and baselines across answer331

sources is provided in Appendix E.3. The results332

show that: (i) The performance of the hybrid an-333

swer source generally outperforms those with a334

single answer source. Since OURS, compared to335

other baselines (see Figure 11), enhances the links336

between the question and the context, integrating337

hybrid contextual information and alleviating the338

challenge. (ii) The performance across answer339

sources is influenced not only by the availability of340

language-specific resources but also by the charac-341

teristics of the language. For instance, languages342

with complex morphological structures, such as343

German and Russian, perform worse when the an-344

swer source is text. In contrast, Swahili shows the345

highest performance on text-based sources, as its346

simpler morphology allows for easier linking of en-347

tities in the text to those in question (Tuan Nguyen348

et al., 2020; Zhang et al., 2023).349

Answer Type We compare the performance of350

OURS using Llama3.1-70B on different answer351

types, as shown in Figure 5. Results of other mod-352

bn

de

enes

fr

ja

ru

sw

te th

zh

20 40 60 80

Span
Arithmetic

Count

Figure 5: The EM of OURS across different answer
types on MULTITAT using Llama3.1-70B.

els and baselines across answer types are provided 353

in Appendix E.4. We observe that: (i) The model 354

performs best on the Count type. This is because 355

Span answers require extracting short phrases or 356

summarizing conclusions from tables and text, 357

making them more sensitive to word composition 358

and order. Additionally, Arithmetic answers in- 359

volve more complex computations than Count an- 360

swers. (ii) The model performs better on high- 361

resource languages than low-resource languages 362

across answer types overall. Although OURS nar- 363

rows the performance gap, there remains a signif- 364

icant difference between high-resource and low- 365

resource languages for all answer types. 366

4.3 Analysis Experiments 367

4.3.1 How does the Prompt Language Affect 368

OURS? 369

We analyze the impact of using instructions and 370

demonstrations in different languages on the per- 371

formance of OURS, as shown in Table 3. For the 372

multilingual demonstrations, we select one demon- 373

stration each from English, Spanish, and Chinese, 374

as the models perform well on these three high- 375

resource languages, which also cover two language 376

families. The English instruction and English 377

demonstrations are the settings of OURS used in 378

the main experiments. The results indicate that: 379

(i) Using English instructions generally outper- 380

forms using native instructions. (ii) Multilingual 381

demonstrations outperform both native language 382

and English demonstrations, suggesting that when 383

sufficient native demonstrations are not available 384

on the TATQA task, using demonstrations from 385

the same language family or high-resource lan- 386

guages can also enhance performance. Addition- 387

ally, Swahili achieves the highest performance 388
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Instruction Demo bn de en es fr ja ru sw te th zh Avg.

Native
Native 20.0 28.4 28.4 29.2 29.2 27.6 27.6 32.0 20.4 25.2 28.8 27.0
Multi 22.0 30.0 30.4 30.4 28.4 26.0 26.4 28.8 24.4 24.4 24.8 26.9
En 20.8 29.2 28.4 24.8 27.2 24.0 28.4 29.2 19.6 21.2 24.4 24.9

En
Native 27.6 26.8 28.4 29.6 25.2 25.6 29.2 30.0 26.0 28.0 26.8 27.6
Multi 26.4 27.2 30.4 30.8 29.6 29.2 30.0 30.0 27.2 27.2 28.8 28.8
En 24.0 28.0 31.2 29.2 26.8 26.8 28.8 30.8 22.8 26.8 28.0 27.6

Instruction Demo bn de en es fr ja ru sw te th zh Avg.

Native
Native 23.8 33.9 33.8 35.8 34.0 30.1 31.7 35.1 24.2 28.3 37.4 31.7
Multi 24.6 32.3 35.4 35.0 31.6 27.6 28.8 30.7 26.3 26.7 30.7 30.0
En 24.4 33.6 33.8 30.2 32.0 22.8 31.8 31.6 22.3 23.5 30.7 28.8

En
Native 30.5 30.3 33.8 32.7 29.6 28.5 33.0 33.6 28.8 31.4 34.1 31.5
Multi 28.9 29.9 35.4 34.1 32.2 31.7 32.6 33.0 29.8 31.2 34.7 32.1
En 26.3 31.3 35.3 34.6 31.1 29.4 33.5 34.7 25.9 30.5 34.9 31.6

Table 3: EM (above) and F1 (below) of OURS using the instructions and demonstrations of different languages on
Llama3.1-70B. The best results under each language are annotated in bold. Demo refers to demonstrations. Multi
refers to demonstrations composed of multiple languages (English, Spanish, and Chinese). Avg. denotes the average
performance of the baseline across all languages.

bn fr sw te zh
Question

bn
fr

sw
te

zh
Co

nt
ex

t

20.0/23.8 19.6/20.3 23.6/24.7 22.0/23.0 22.8/27.1

24.4/25.9 29.2/34.0 26.8/28.9 25.2/26.6 27.6/33.1

22.8/23.6 27.2/28.0 32.0/35.1 24.8/25.7 26.0/29.4

19.2/20.3 21.2/22.2 20.0/21.3 20.4/24.2 18.8/22.8

21.6/23.0 24.0/24.7 25.2/26.8 22.0/24.0 28.8/37.4 20

22

24

26

28

30

32

EM

Figure 6: The EM/F1 of OURS with questions and con-
text (table and text) of different languages on MULTI-
TAT using Llama3.1-70B.

when using instructions and examples in the na-389

tive language, highlighting its uniqueness.390

4.3.2 How does the Language Affect OURS in391

the Cross-lingual Setting?392

We evaluate the performance of OURS in the cross-393

lingual setting, where the languages of the question394

and context are inconsistent, with results in Fig-395

ure 6. We select high-resource languages (French396

and Chinese), and low-resource languages (Ben-397

gali, Swahili, and Telugu), covering 4 language398

families. Our findings include: (i) Generally,399

OURS shows improved performance when tran-400

sitioning from low-resource to high-resource lan-401

guages, while the opposite results in a decline.402

For instance, the performances on the French con-403

text with French and Chinese questions are rela-404

tively high, whereas the performances with three405

48%

24%
24%

4%

Linking

Formula
Redundancy

Other

Figure 7: The error types and their proportion of non-
English performance in OURS are inferior compared
with English. Linking refers to mapping entities in
the question with incorrect information in the table or
text. Formula refers to using an incorrect formula.
Redundancy refers to outputting irrelevant information
beyond the correct answer.

low-resource languages are lower. (ii) The model 406

achieves the best performance when the question 407

and context are both Swahili. This can be attributed 408

to its relatively regular grammatical and lexical 409

structures, which provide advantages when linking 410

related information. 411

4.4 Error Analysis 412

We analyze the reasons for the inferior performance 413

of OURS on non-English languages compared to 414

English, as shown in Figure 7. Specifically, we 415

select instances where OURS achieved an EM of 416

1 in English using Llama3.1-70B, but an EM of 417

0 in non-English languages. For each language, 418

we randomly sample five instances, with a total 419

of 50 errors for comparative analysis. Examples 420

of errors corresponding to each type are provided 421

in Appendix E.5. Below, we present a detailed 422

discussion of each error type: 423

(i) Linking: Due to the relatively weaker abili- 424

ties in non-English languages compared to English, 425
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even though OURS initially prompts the model to426

focus on linking, the model still faces significant427

challenges in linking. These challenges are par-428

ticularly pronounced in languages with complex429

orthographies, such as Japanese (with its hiragana430

and katakana scripts), or morphologically rich lan-431

guages like French and German. (ii) Formula432

highlights the gap in the numerical reasoning abil-433

ities between non-English languages and English.434

(iii) Redundancy reflects the relatively weaker abil-435

ity of instruction-following.436

In summary, the inferior performance on non-437

English languages and the specific properties of lan-438

guages leads to the lower performance of OURS on439

non-English languages, which also demonstrates440

the necessity of MULTITAT.441

5 Related Works442

5.1 Multilingual Datasets443

To evaluate the performance of models across dif-444

ferent languages, several multilingual datasets have445

been proposed for different tasks, such as ques-446

tion answering (Liu et al., 2019; Clark et al., 2020;447

Longpre et al., 2021), natural language inference448

(Conneau et al., 2018), text summarization (Gi-449

annakopoulos et al., 2015; Ladhak et al., 2020;450

Scialom et al., 2020), numerical reasoning (Shi451

et al., 2023), code generation (Peng et al., 2024),452

text-to-SQL (Dou et al., 2023), and readability453

(Trokhymovych et al., 2024; Naous et al., 2024),454

among others. Additionally, numerous multilingual455

datasets have been collected for different tasks (Hu456

et al., 2020; Ruder et al., 2021; Zhang et al., 2024b;457

Singh et al., 2024). However, to date, there is no458

multilingual TATQA dataset, resulting in a lack of459

evaluation and analysis of multilingual TATQA ca-460

pabilities and a gap with real scenarios. Therefore,461

we introduce MULTITAT, a multilingual TATQA462

dataset, and provide a detailed analysis of the chal-463

lenges in multilingual TATQA.464

5.2 QA Datasets for the Table and Text465

Currently, QA datasets for the table and text pri-466

marily focus on a single language. For instance,467

HybridQA (Chen et al., 2020) collects English468

tables and associated text from Wikipedia. TAT-469

QA (Zhu et al., 2021), FinQA (Chen et al., 2021),470

DOCMATH-EVAL (Zhao et al., 2024b), and Fi-471

nanceMATH (Zhao et al., 2024a) focus on numer-472

ical computation in the financial domain, and Sc-473

iTAT (Zhang et al., 2024a) addresses questions474

based on tables and text from English scientific 475

papers. However, single-language datasets cannot 476

evaluate the multilingual TATQA capabilities, and 477

overlook the diverse languages in real scenarios. 478

So we propose MULTITAT: the first multilingual 479

TATQA dataset, involving 11 languages and 8 lan- 480

guage families. A comparison of MULTITAT and 481

prior works is presented in Appendix A. 482

The current works on enhancing TATQA per- 483

formance primarily focus on retrieving relevant 484

information from the context (Luo et al., 2023; 485

Bardhan et al., 2024; Glenn et al., 2024) and gen- 486

erating programs, equations, or step-by-step rea- 487

soning process to derive the final answer (Tonglet 488

et al., 2023; Zhu et al., 2024; Fatemi and Hu, 2024). 489

For example, S3HQA (Lei et al., 2023) emphasizes 490

retrieving, where a retriever is initially trained, fol- 491

lowed by further filtering based on the question 492

type. Hpropro (Shi et al., 2024) focuses on gener- 493

ating, providing LLMs with commonly used func- 494

tions to facilitate direct invocation during code gen- 495

eration. However, previous methods are designed 496

for single-language scenarios, directly used to other 497

languages could lead to performance degradation. 498

To address this, we propose OURS, a multilingual 499

baseline that aligns the English TATQA capabilities 500

to other languages. 501

6 Conclusion 502

To address the limitations of the existing QA 503

datasets on the hybrid context of tabular and text 504

data (TATQA), we introduce the first multilingual 505

TAT-QA dataset MULTITAT. Specifically, we sam- 506

ple data from mainstream TAT-QA datasets, and 507

translate it into 10 diverse languages. To enhance 508

the TATQA performance in non-English languages, 509

we propose a baseline (OURS). OURS links the 510

relevant information from the hybrid context and 511

reasons in English. We conduct a series of experi- 512

ments and observe a 19.4% performance drop for 513

non-English languages compared to English. Error 514

analysis reveals that this decline is primarily due 515

to the increased difficulty in linking relevant infor- 516

mation in non-English texts and the reduced ability 517

to apply formulas and follow the instructions. Fur- 518

thermore, OURS achieves an average improvement 519

of 3.3 over other baselines, demonstrating its effec- 520

tiveness. Analysis suggests that the performance of 521

TATQA across languages is influenced not only by 522

high-resource versus low-resource languages but 523

also by the inherent characteristics of the language. 524
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Limitations525

(i) MULTITAT only includes single-turn dialogues,526

leaving multilingual multi-turn dialogues for future527

work. (ii) MULTITAT covers only 11 languages.528

Future versions should include more languages.529

Ethics Statement530

All datasets and models used in this paper are pub-531

licly available, and our utilization of them strictly532

complies with their respective licenses and terms533

of use. Additionally, we confirm that the compen-534

sation provided to annotators is significantly higher535

than the local minimum wage.536
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A Comparison with Previous Datasets900

In this section, we make a detailed comparison be-901

tween MULTITAT and previous TATQA datasets,902

as shown in Table 4. It can be seen that MULTI-903

TAT is the first multilingual TATQA dataset, and904

it gathers previous datasets from three mainstream905

fields.906

We selected these three datasets for the following907

reasons: (i) HybridQA (Chen et al., 2020), the first908

proposed TATQA dataset, covers multiple topics909

from Wikipedia and effectively evaluates the abil-910

ity to locate question-relevant information within911

hybrid contexts. (ii) TAT-QA (Zhu et al., 2021), a912

mainstream TATQA dataset in the financial domain,913

requires models not only to identify relevant infor-914

mation but also to possess financial domain knowl-915

edge for complex calculations. (iii) SciTAT (Zhang916

et al., 2024a), a recently introduced TATQA dataset917

in the scientific domain, features nested tables and918

encompasses a wider variety of reasoning types,919

including Look Up, Numerical Reasoning, Data920

Analysis, and Tabulation. To ensure that MULTI-921

TAT covers diverse domains and reasoning types922

as comprehensively as possible, we chose these923

three datasets.924

B Manual Annotation Process925

B.1 Annotator Training Process926

We hire graduate students majoring in Computer927

Science who are willing to participate in the anno-928

tation process. First, we provide annotators with a929

clear definition of the task, the specific checks and930

revisions required (as described in Section §2.2 and931

§2.3), and instructions on how to use the annota-932

tion interface. The annotation interface is shown933

in §B.2. We also inform them of the annotation934

deadline and encourage them to discuss any uncer-935

tainties with us promptly. Finally, a total of five936

annotators complete the annotation for §2.2 and937

§2.3, with a combined time of one month.938

B.2 Annotation Interface939

In this subsection, we show the interfaces annotated940

by the annotator, which are developed by ourselves,941

as shown in Figure 8 and Figure 9.942

C Automatic Translation Evaluation943

In this section, we present our automated evaluation944

method for the translation of our dataset, follow-945

ing the prior work (Kocmi and Federmann, 2023).946

Specifically, for each non-English instance in MUL- 947

TITAT, we input the table, text, and question, along 948

with their corresponding English counterparts, into 949

Llama3.1-70B (Dubey et al., 2024). We employ 950

the prompt provided by Kocmi and Federmann 951

(2023). to score the translation quality on a scale 952

of 0-100. The scores for each non-English instance 953

are summed and then averaged, with the results 954

presented in Table 5. 955

D Prompt 956

In this section, we show the prompts we use to 957

conduct experiments. Table 6 and Table 7 show the 958

prompts of the baselines and OURS in experiments 959

respectively, with French as the example language. 960

The prompt of Three-Agent (Fatemi and Hu, 2024) 961

follows the prompt provided in the original paper. 962

We maintain the unity of demonstrations between 963

different languages and baselines, as shown in Ta- 964

ble 7. 965

E Additional Experiments 966

E.1 Other Models 967

We present the evaluation results of Qwen2.5- 968

Instruct-7B (Yang et al., 2024) on MULTITAT, as 969

detailed in Table 8. Qwen2.5-Instruct, a notable 970

open-source model, exhibits superior performance 971

in code and mathematics and supports over 29 lan- 972

guages (Yang et al., 2024). The results indicate that 973

OURS consistently and significantly outperforms 974

other baselines. 975

E.2 Other Baselines 976

In this subsection, we show the results of directly 977

answering the questions (Direct), solving the ques- 978

tion with English CoT (Trans-CoT) and PoT (Trans- 979

PoT) after translating the question and context (in- 980

cluding the table and text) to English, as shown 981

in Table 9. OURS consistently and significantly 982

outperforms all baseline methods, demonstrating 983

its effectiveness. 984

Additionally, we observe the following: (i) Com- 985

pared to direct question answering, the overall per- 986

formance of Native-CoT, Native-PoT, En-CoT, and 987

En-PoT shows substantial improvement (see Ta- 988

ble 2). (i) The performance of Trans-CoT and 989

Trans-PoT is unstable, primarily due to limita- 990

tions in the quality of Google Translation. On the 991

one hand, Google Translation struggles to main- 992

tain table formatting during translation, especially 993

for low-resource languages such as Bengali and 994
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Figure 8: The annotation interface is provided to annotators to check the accuracy of the generated rationales.
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Figure 9: The annotation interface is provided to annotators to check the consistency of the back translation and the
original English instance and refine the translated instances.

15



Dataset Domain Language

GeoTSQA (Li et al., 2021) Geography Chinese
HybridQA (Chen et al., 2020) Wikipedia English
TAT-QA (Zhu et al., 2021) Finance English
FinQA (Chen et al., 2021) Finance English
QRData (Liu et al., 2024) Cross English
DocMath-Eval (Zhao et al., 2024b) Finance English
FinanceMATH (Zhao et al., 2024a) Finance English
SciTAT (Zhang et al., 2024a) Science English

MULTITAT Wikipedia + Finance + Science Multilingual

Table 4: Comparison of MULTITAT to previous TATQA datasets.

bn de es fr ja ru sw te th zh Avg.

94.9 97.1 97.3 97.2 95.8 95.0 94.7 95.9 94.5 94.0 95.6

Table 5: The average translation score of non-English scores in MULTITAT. Avg. denotes the average score of all
non-English languages.

Swahili, leading to information loss (Dou et al.,995

2023). On the other hand, when utilizing back-996

translation via Google Translation, token consis-997

tency with the original table or text cannot be guar-998

anteed.999

E.3 Answer Sources1000

In this subsection, we present the performance of1001

different models and baselines on various answer1002

sources in our dataset, as illustrated in Figure 101003

and Figure 11. From Figure 10, it can be ob-1004

served that multilingual models with better overall1005

performance tend to exhibit smaller performance1006

gaps across different languages. However, even1007

gpt-4o still cannot entirely eliminate the discrep-1008

ancies. From Figure 11, in comparison with Fig-1009

ure 4, OURS demonstrates performance improve-1010

ments across all answer sources, with a particu-1011

larly significant enhancement for hybrid answer1012

sources. This is attributed to the ability to better1013

establish connections to relevant information of1014

OURS, thereby mitigating the challenges posed by1015

the heterogeneity of answer sources.1016

E.4 Answer Types1017

In this subsection, we present the performance of1018

different models and baselines across various an-1019

swer types in MULTITAT, as illustrated in Fig-1020

ure 12 and Figure 13. As shown in Figure 12, even1021

for gpt-4o, the performance for high-resource lan-1022

guages is consistently superior to that for low-1023

resource languages across different answer types.1024

Figure 13 demonstrates that, compared to Figure 5,1025

OURS reduces the performance gap between lan-1026

guages of varying resource levels to some extent 1027

and uniformly improves performance across differ- 1028

ent answer types. 1029

E.5 Case Study 1030

In this subsection, we show the cases of error types 1031

corresponding to the analysis in §4.4, as shown in 1032

Figure 14, Figure 15, and Figure 16. 1033
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Figure 10: The left part is the EM of OURS across different answer sources on MULTITAT using Llama3.1-8B. The
right part is the EM of OURS across different answer sources on MULTITAT using gpt-4o.
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Figure 11: The left part is the EM of En-CoT across different answer sources on MULTITAT using Llama3.1-70B.
The right part is the EM of En-PoT across different answer sources on MULTITAT using Llama3.1-70B.
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Figure 12: The left part is the EM of OURS across different answer types on MULTITAT using Llama3.1-8B. The
right part is the EM of OURS across different answer types on MULTITAT using gpt-4o.
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Figure 13: The left part is the EM of En-CoT across different answer types on MULTITAT using Llama3.1-70B.
The right part is the EM of En-PoT across different answer types on MULTITAT using Llama3.1-70B.
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The prompt for Native-CoT

Lisez le texte et le tableau suivants, puis répondez à une question
Voici plusieurs exemples :

—
{Demonstrations}
—
Sur la base des exemples ci-dessus, répondez à la question suivante.
Représentez votre réponse par : "Explication : <votre explication>
Réponse : <votre réponse>"

{Table}
{Paragraph}
Question :{Question}

The prompt for En-CoT

Read the following text and table, and then answer a question.
Here are several examples:

—
{Demonstrations}
—
Based on the examples above, answer the following question.
Represent your answer with: "Explanation: <your explanation>
Answer: <your answer>"

{Table}
{Paragraph}
Question :{Question}

The prompt for Native-PoT

Lisez le texte et le tableau suivants, puis écrivez un code Python pour répondre à une question
Voici plusieurs exemples :

—
{Demonstrations}
—
Sur la base des exemples ci-dessus, répondez à la question suivante avec un code Python.
Représentez votre réponse par : "and = <votre réponse>"

{Table}
{Paragraph}
Question :{Question}

The prompt for En-PoT

Read the following text and table, and then write a python code to answer a question
Here are several examples:

—
{Demonstrations}
—
Based on the examples above, answer the following question with a Python code.
Represent your answer with: "ans = <your answer>"
{Table}
{Paragraph}
Question :{Question}

Table 6: The prompts of baselines for French.
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The prompt for OURS

Please think in English and locate the relevant information from the text and table according to the question.
Here are several examples:
—
7. Nombre et coûts des employés...
| — | 2019 | 2018 |
| ———————- | —— | —— |
| — | Nombre | Nombre |
...
Question: Quelles sont les catégories d’employés listées dans le tableau ?
"Catégories des employés" links to the rows of the table "Opérations clients", "Produit et technologie", "Corporate"
and the columns of the table "2019", "2018".
—
Le tableau suivant présente la répartition des revenus par catégorie et segment. ...
| Année se terminant le 31 décembre, | | |
| ————————————- | ——– | ——- |
| | 2019 | 2018 |
...
Question: En 2019, combien de régions géographiques ont des revenus totaux supérieurs à 20 000 milliers de dollars
"2019" links to the column of the table "2019". "total revenues of geographic regions" links to the rows of the table
"Total des revenus de l’Asie-Pacifique", "Total des revenus en Europe", "Total des revenus en Amérique du Nord".
—
Taux d’imposition effectif...
| — | 31 décembre 2019 | 31 décembre 2018 |
...
Question: Quel a été le pourcentage de variation des pertes avant impôts en 2019 ?
"pérdidas antes de impuestos de 2019" y "pérdidas antes de impuestos de 2018" se vinculan a la parte del texto "In
2019 and 2018 we had pre-tax losses of $19,573 and $25,403, respectively".
—
Based on the examples above, analyze the question.
Please note that you **only** need to locate the relevant information, without performing additional calculations.
{Table}
{Paragraph}
Question :{Question}

According to the relevant information, you should also think in English and write a python code to answer the
question.
Here are several examples:
—
...
“‘python
ans = [’Opérations clients’, ’Produit et technologie’, ’Corporate’]
“‘
—
...
“‘python
total_revenues_in_all_regions = {’Asie-Pacifique’: 6490, ’Europe’: 36898, ’Amérique du Nord’: 68024}
regions_have_more_than_20000_thousand_total_revenues = [k for k, v in total_revenues_in_all_regions.items() if v
> 20000]
ans = len(regions_have_more_than_20000_thousand_total_revenues)
“‘
—
...
“‘python
pre_tax_losses_2018 = 25403 pre_tax_losses_2019 = 19573
net_change = pre_tax_losses_2019 - pre_tax_losses_2018
ans = net_change / pre_tax_losses_2018 * 100
“‘
—
Based on the examples above, answer the question with a Python code.
Please note:
1. In addition to numbers, try to use fr as the answer.
2. Keep your answer **short** with fewer statements.
3. Note the possible minus sign.
4. You MUST generate a Python code instead of returning the answer directly.
Represent your answer with: "ans = <your answer>"
{Table}
{Paragraph}
Question :{Question}

Table 7: The prompts of OURS for French.
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Method bn de en es fr ja ru sw te th zh Avg.

Native-CoT 8.4 11.2 16.0 14.4 13.6 15.6 15.6 5.2 6.0 11.6 16.0 12.1
En-CoT 7.2 10.8 14.8 12.0 6.4 12.0 10.0 5.6 8.8 9.6 14.4 10.1
Native-PoT 14.4 13.2 9.6 23.6 21.2 17.2 23.2 10.8 13.3 19.6 20.8 17.0
En-PoT 11.6 14.0 14.0 18.4 12.8 12.8 14.4 4.8 10.4 19.6 10.6 12.2
Three-Agent 12.0 16.8 19.2 16.8 15.2 9.6 16.8 5.6 9.6 13.6 24.4 13.6
OURS 20.0 25.2 25.2 29.6 28.4 22.8 26.8 26.4 14.8 19.6 24.4 24.1

Method bn de en es fr ja ru sw te th zh Avg.

Native-CoT 11.9 17.4 22.1 21.4 19.4 18.0 22.2 9.1 11.2 15.9 25.8 17.7
En-CoT 10.2 14.6 21.2 16.8 9.9 14.5 13.2 8.2 11.7 14.5 25.5 14.6
Native-PoT 15.2 14.1 10.7 24.5 22.9 17.2 24.9 12.1 15.2 20.9 22.0 18.2
En-PoT 12.1 14.6 14.6 18.9 19.3 13.2 15.2 5.7 11.2 20.9 10.7 12.9
Three-Agent 13.9 20.0 26.6 21.2 19.0 11.6 21.0 9.4 11.9 15.2 26.1 18.0
OURS 21.7 26.6 26.6 32.9 30.2 24.8 28.7 28.1 15.8 21.1 26.1 26.2

Table 8: EM/F1 of different models and baselines across languages on MULTITAT using Qwen2.5-Instruct-7B. The
best results of each model under each language are annotated in bold.

Model Method bn de en es fr ja

Llama3.1-8b

Direct 10.4/14.0 12.8/17.7 14.8/21.6 13.6/21.1 11.6/17.3 10.4/12.3
Trans-CoT 2.0/2.4 15.2/16.0 20.8/23.7 18.8/20.6 13.2/13.5 9.6/11.1
Trans-PoT 2.4/2.5 20.4/21.2 23.2/24.4 21.2/21.6 18.4/18.8 10.8/11.1
OURS 20.0/21.3 22.4/24.2 27.6/31.9 25.6/27.8 20.0/22.4 25.6/26.1

Llama3.1-70b

Direct 12.4/17.4 21.2/24.5 22.0/26.6 21.6/27.4 18.0/22.3 21.6/24.2
Trans-CoT 4.4/4.9 20.4/22.0 25.6/29.3 25.6/29.0 16.4/18.1 14.0/14.7
Trans-PoT 3.2/3.4 22.8/23.8 30.4/32.9 28.4/25.8 22.8/23.7 14.4/14.7
OURS 24.0/26.3 28.0/31.3 31.2/35.3 29.4/34.6 26.8/31.1 26.8/29.4

Model Method ru sw te th zh Avg.

Llama3.1-8b

Direct 10.8/14.5 9.6/14.7 10.0/13.7 12.0/14.1 11.2/19.3 11.6/16.4
Trans-CoT 16.0/18.0 9.2/10.2 9.2/9.6 11.6/13.1 4.8/8.4 11.9/13.3
Trans-PoT 21.2/22.5 16.0/16.4 14.8/15.1 13.6/14.9 6.4/7.2 15.3/15.8
OURS 25.2/27.0 17.2/20.0 14.4/15.2 22.8/24.6 23.6/28.0 22.2/24.4

Llama3.1-70b

Direct 20.4/23.4 20.0/23.3 16.8/20.1 20.4/23.5 19.6/28.5 19.5/23.7
Trans-CoT 21.2/22.9 17.6/19.6 14.8/16.4 19.6/21.9 9.2/12.9 17.0/18.4
Trans-PoT 24.0/24.8 20.0/20.9 19.6/20.5 18.0/19.5 9.6/12.4 19.6/20.4
OURS 28.8/33.5 30.8/34.7 22.8/25.9 26.8/30.5 28.0/34.9 27.6/31.6

Table 9: EM/F1 of different models and baselines across languages on MULTITAT. The best results of each model
under each language are annotated in bold.
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Question 
What is the label of the programming that is widely considered as the reliable voice of the 
Nigerian government ?

Text
The Nigerian Television Authority or NTA … is widely viewed as the authentic voice of the 
Nigerian government .
Table

Linking                                                                                                          English 
The relevant information is located in the table, specifically in the row where the 
"Programming" column mentions "NTA [3]". The corresponding "Label" is "KVVV 15".
Reasoning
ans = 'KVVV 15'

Linking                                                                                                         German
Die Kennung des Programms, das weithin als die verlässliche Stimme der nigerianischen 
Regierung angesehen wird, ist NTA.
Reasoning
ans = 'NTA'

Channel Label Format Programming
…

15.7 KVVV 15 480i [0] NTA [3]

Figure 14: The case for the error type of "Linking".

Question 
Given that the ensemble top-3 method is used in a scenario where the source sentence is 
revealed at a speed of 0.6 seconds per token (as in general speech), what is the 
maximum percentage of the source sentence that can be processed in real-time using the 
ensemble method, assuming no additional time for processing or transmission delays?

Text
\paragraph {Efficiency.} To evaluate the efficiency,  we present in Table~\\ref{tab:runtime} 
the averaged time needed to predict one token for different methods ...  
Table

Linking                                                                                                         Bengali
প্রিত টােকন সময় হল ০.২০৮৫ সেকন্ডে। সুতরাং, প্রিত সেকেন্ডে প্রিক্রিয়াকরণ করা টােকেনর সংখ্যা হল ১/০.
২০৮৫ = ৪.৭৯৭। … ৪.৭৯৭ /১.৬৬৭  = ২.৮৮ বা ২৮৮%।
Reasoning
ans = 288

Method Time per Token
…

Ensemble Top-3 ($\rho_1=0.4, \rho_{10}=0$) 0.2085 s

Linking                                                                                                          English 
"ensemble top-3 method" links to the row of the table "Ensemble Top-3 ($\rho_1=0.4, 
\rho_{10}=0$)". … links to the column of the table "Time per Token".
Reasoning
ans = 0.2085 / 0.6 * 100

Figure 15: The case for the error type of "Formula".
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Question 
What is the increase / (decrease) in the telecommunication maintenance from 2018 to 
2019?

Text
Marine Services Segment GMSL generally generates revenue by providing maintenance 
services for subsea telecommunications cabling ...  
Table

Linking                                                                                                         Chinese
根据表格中的数据，2018年电信维护的收入为$87.0，2019年电信维护的收入为$86.8。因此

，2018年和2019年电信维护减少了$0.2。
Reasoning
telecom_maintenance_2018 = 87.0 telecom_maintenance_2019 = 86.8
net_change = telecom_maintenance_2019 - telecom_maintenance_2018
ans = f"减少了{abs(net_change)}百万美元 "

Years Ended December 31, 2019 2018
Telecommunication - Maintenance $86.8 $87.0

…

Linking                                                                                                          English 
"2018 telecommunication maintenance" and "2019 telecommunication maintenance" link 
to the rows "Telecommunication - Maintenance" in the columns "2018" and "2019".
Reasoning
telecommunication_maintenance_2018 = 87.0 
telecommunication_maintenance_2019 = 86.8
ans = telecommunication_maintenance_2019 - telecommunication_maintenance_2018

Figure 16: The case for the error type of "Redundancy".
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