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Figure 1: Given textual descriptions, Director3D employs three key components: the Cinematogra-
pher generates the camera trajectories, the Decorator creates the initial 3D scenes, and the Detailer
refines the details.

Abstract

Recent advancements in 3D generation have leveraged synthetic datasets with
ground truth 3D assets and predefined camera trajectories. However, the potential
of adopting real-world datasets, which can produce significantly more realistic 3D
scenes, remains largely unexplored. In this work, we delve into the key challenge
of the complex and scene-specific camera trajectories found in real-world captures.
We introduce Director3D, a robust open-world text-to-3D generation framework,
designed to generate both real-world 3D scenes and adaptive camera trajectories.
To achieve this, (1) we first utilize a Trajectory Diffusion Transformer, acting as
the Cinematographer, to model the distribution of camera trajectories based on
textual descriptions. (2) Next, a Gaussian-driven Multi-view Latent Diffusion
Model serves as the Decorator, modeling the image sequence distribution given
the camera trajectories and texts. This model, fine-tuned from a 2D diffusion
model, directly generates pixel-aligned 3D Gaussians as an immediate 3D scene
representation for consistent denoising. (3) Lastly, the 3D Gaussians are further
refined by a novel SDS++ loss as the Detailer, which incorporates the prior of
the 2D diffusion model. Extensive experiments demonstrate that Director3D
outperforms existing methods, offering superior performance in real-world 3D
generation.
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A stainless steel toaster sitting on 
a marble countertop

A paint-splattered easel A vibrant marketplace in the early 
morning...

A faux-fur leopard print hat A derelict space station orbiting a 
desolate planet...

A steep gorge carved by ancient 
rivers, with rocky walls and...

A collection of fresh vegetables 
arranged in a wicker basket

A bald head of a man

A white swan on a tranquil lake

A snowy woodland path lined 
with frost-covered trees and...

An expansive badlands terrain, 
where jagged rock formations...

A cluster of tents pitched near a 
forest

Figure 2: Multi-view image results rendered with the generated camera trajectories and 3D scenes.

1 Introduction

Generating 3D scenes from texts holds great promise for industries such as gaming, robotics, and
VR/AR. Previous methods [1, 2, 3], which use score distillation sampling (SDS) to optimize 3D
representations such as Neural Radiance Fields (NeRFs) [4, 5], involve lengthy and unstable optimiza-
tion processes. In contrast, newer approaches employ feed-forward networks [6, 7], e.g., diffusion
and reconstruction models, to directly generate 3D representations from text or text-guided multi-
view images, significantly enhancing generation speed. Moreover, advancements in 3D Gaussian
Splatting [8] further accelerate training and rendering speeds, driving the next wave of progress in
text-to-3D generation [9, 10, 11, 12, 13]. However, most existing methods focus solely on object-level
3D generation. Recently, preliminary works [14, 15, 16, 17, 18] have begun addressing scene-level
3D generation. Despite these efforts, visual quality, generation speed, and generalization remain
suboptimal due to reliance on only 2D priors or limited few-classes 3D datasets.

In this work, we leverage real-world datasets (e.g., MVImgNet [19] and DL3DV-10K [20]) to
achieve realistic text-to-3D generation. However, real-world captures from in-the-wild scenes differ
significantly from traditional object-level synthetic datasets, introducing new requirements for the
text-to-3D generation framework. Firstly, real-world captures feature complex, unpredictable, and
scene-specific camera trajectories, unlike the controlled and predefined settings in object-level
synthetic datasets like Objaverse [21] shown in Fig. 3 (Left). Secondly, real-world scenes include
unbounded backgrounds, complicating the use of common bounded 3D representations such as
Tri-planes [22]. Lastly, the diversity and quantity of real-world captures are limited, potentially
decreasing the generalization ability for open-world texts.

We address these challenges with a novel framework, Director3D, illustrated in Fig. 1 and Fig. 3
(Right). Fig. 2 shows that our framework supports generating 3D scenes across various domains. In
summary, our approach includes the following three key components:

• Traj-DiT (Trajectory Diffusion Transformer) as Cinematographer: Generates dense-view camera
trajectories from text. Camera parameters (intrinsics and extrinsics) are treated as temporal tokens,
and a Transformer model performs conditional denoising of the camera trajectory.

• GM-LDM (Gaussian-driven Multi-view Latent Diffusion Model) as Decorator: Uses a sparse-view
subset of the camera trajectory for image sequence diffusion, generating pixel-aligned and unbounded
3D Gaussians as intermediate 3D representations. This model, fine-tuned from a 2D latent diffusion
model, leverages strong priors and collaborative training with multi-view and single-view data to
mitigate the limited diversity and quantity of real-world captures, enhancing generalization.

• SDS++ Loss as Detailer: Enhances visual quality of the 3D Gaussians by back-propagates a novel
SDS++ loss from images rendered at randomly interpolated cameras within the trajectory.
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Figure 3: Left: Comparison of the simplified camera trajectory distributions between synthetic and
real-world multi-view datasets. Right: Pipeline and models of Director3D.

2 Related Works

Text-to-3D Generation. Since the introduction of DreamField [23], which combines the vision-
language model CLIP [24] with NeRFs [4], there has been substantial progress in the area of
text-to-3D generation. DreamFusion [1] and SJC [25] employ 2D image diffusion models to refine
the 3D representation through Score Distillation Sampling (SDS). Subsequent methods [26, 27, 28,
29, 30] enhance the formulations to more effectively utilize 2D diffusion models for text-to-3D
generation, achieving greater stability and improved visual quality. Some methods [3, 31, 32, 33]
suggest incorporating an additional 3D prior into 2D diffusion models to enhance 3D consistency.
Additionally, various methods [34, 35, 36, 37, 7, 38] employ 3D diffusion models to directly produce
3D assets. However, most of these works primarily focus on object-level generation. For scene-
level 3D generation, preliminary works [15, 14, 39, 40, 41, 16, 42] combine image inpainting
models [43, 44] and monocular depth estimation models [45, 46] to progressively lift an image into a
3D scene with a user-defined camera trajectory. Nonetheless, the multi-view inconsistency of image
inpainting and monocular depth estimation can lead to undesirable geometry and texture artifacts.
Also, some works [47, 48] propose using panorama image diffusion models for 3D scene generation,
which is limited to some specific types of scenes such as indoor rooms. Therefore, developing a
text-to-3D scene generation method with open-world generalization capabilities remains an unsolved
problem.

3D Gaussian Splatting (3DGS) [8] introduces parameterized 3D Gaussians as 3D representation
and splatting-based rasterization technique for novel view synthesis based on dense-view images,
significantly reducing the rendering time compared to NeRF-based methods [4, 49, 5, 50, 51]. Current
methods concentrate on improving the geometry quality [52, 53, 54], stabilizing the training [55],
and adapting it to dynamic scene modeling [56, 57, 58, 59]. Further, to train a generalizable
sparse-view reconstruction model with 3D Gaussians as the intermediate representation, some
methods [60, 61, 62, 38, 12, 13] propose to convert image features into pixel-aligned 3D Gaussians
and optimize reconstruction models through back-propagating losses from rendered images.

Meanwhile, DreamGaussian employs 3DGS for text-to-3D generation, with SDS loss as the optimiza-
tion objective. GaussianDreamer [11] and GSGen [10] further enhance the generation quality and 3D
consistency by initializing the 3D Gaussians based on point cloud diffusion models, Point-E [34].
The generalizable sparse-view reconstruction model (e.g., GRM [38], LGM [12], and GS-LRM [13])
for 3D Gaussians can also facilitate text-to-3D generation, using multi-view diffusion models [3, 63]
to acquire sparse-view images as inputs. Specifically, GS-LRM takes a step forward by employing
a large video generation model (i.e., SORA [64]) for text-to-3D scene generation. However, these
works heavily rely on the 3D consistency of the multi-view images, which the 2D-based diffusion
models can not guarantee. Distinctively, our GM-LDM employs pixel-aligned 3D Gaussians as
the intermediate 3D representation for rendering-based multi-view diffusion, directly enforcing 3D
consistency during the diffusion process and producing 3D representations.

3 Preliminary

Latent Diffusion Models (LDMs) [44, 65] consist of two key components: an auto-encoder [66]
and a latent denoising network. The autoencoder establishes a bi-directional mapping from the space
of the original data to a low-resolution latent space: z = E(x), x = D(z), where E and D are the
encoder and decoder, respectively. The latent denoising network ϵθ is trained to denoise noisy latent
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given a specific timestep t and condition y. Its training objective for ϵ-prediction is defined as:

L = Ex,ϵ∼N (0,1),t

[
∥ϵ− ϵθ(zt, y, t)∥22

]
, (1)

where the noisy latent is obtained by zt =
√
ᾱtE(x) +

√
1− ᾱtϵ, ᾱt is a monotonically decreasing

noise schedule and ϵ ∼ N (0, 1) is a random noise. During inference, a random noise is sampled
as zT ∼ N (0, 1). By continuously denoising the random noise zT with condition y (e.g., text
embedding), we can derive a fully denoised latent ẑ. Then, the denoised latent ẑ is fed into the latent
decoder D to generate the high-resolution image x̂ = D(ẑ).

Multi-view Diffusion Models aim to model the distribution of multi-view images X with 3D
consistency, where each image is captured by a distinct camera within the same static 3D scene. Its
objective for x0-prediction can be written as:

L = EX ,ϵ∼N (0,1),t

[
∥X − Xθ(Xt, C, y, t))∥22

]
, (2)

where C represents the camera parameters for the different views. Early works [3, 31] in this field are
based on 2D LDMs. They fine-tune the 2D LDMs by integrating cross-view connections between
the multi-view images into the original single-view 2D LDMs, using multi-view data rendered from
3D datasets. These methods lack strict 3D consistency since there is no actual 3D representation
during multi-view denoising. A more advanced approach, DMV3D [7], employs a 3D reconstruction
model to generate noise-free 3D representations and predict multi-view images from noisy multi-view
inputs by a rendering-based denoising process. This enables 3D generation tasks to be accomplished
without per-asset optimization during inference.

Score Distillation Sampling (SDS) [1, 2] uses a pretrained 2D diffusion model to optimize 3D
representation. Considering a differentiable 3D representation parameterized by G and a rendering
function denoted as R, the rendered image produced for a given camera pose c can be expressed as
x = R(G, c). SDS distills the prior of a 2D LDM to optimize 3D representation G as follows:

∇GLSDS = Et,ϵ,c

[
w(t) (ϵ̂− ϵ)

∂E(R(G, c))
∂G

]
(3)

where ϵ is the ground truth noise, ϵ̂ is the noise predicted by the 2D LDM with zt as input for timestep
t, and w(t) represents a weighting function that varies according to the timestep t. The SDS loss can
be also converted into a reconstruction-like objective [67]:

LSDS = Et,ϵ,c

[
w(t)

√
ᾱt√

1− ᾱt
∥z − ẑ∥22

]
,where ẑ = (zt −

√
1− ᾱtϵ̂)/

√
ᾱt (4)

4 Method

4.1 Problem Formulation and Overview of Director3D

We consider the multi-view dataset of real-world captures as a joint distribution of image sequences
and camera trajectories conditioned on texts, denoted as p((X , C)|y). Here, X = {xi}Mi=1 represents
the image sequence, C = {ci}Mi=1 denotes the camera trajectory, and M is the number of views. To
model this joint distribution, we separately handle the conditional distributions p(C|y) and p(X|(C, y))
(see Appendix B for detailed discussions). Furthermore, we model each image in the sequence as a
rendered view of a unified 3D scene representation G under the corresponding camera, expressed as
xi = R(G, ci), where R is the 3D rendering function.

Director3D addresses this by incorporating three collaborative processes analogous to roles in film
production: the Cinematographer, the Decorator, and the Detailer. Firstly, the Trajectory Diffusion
Transformer (Traj-DiT), serving as the Cinematographer, models the distribution of dense-view
camera trajectories, as detailed in Sec. 4.2. For image sequences, directly modeling the dense-view
distribution is complex and resource-intensive. To address this, we use a Gaussians-driven Multi-view
Latent Diffusion Model (GM-LDM), acting as the Decorator, to model the image distribution through
a sparse subset of dense views. This model utilizes pixel-aligned 3D Gaussians as the intermediate
representation, described in Sec. 4.3. Finally, to improve the visual quality of the generated 3D scenes,
we employ a novel SDS++ loss, functioning as the Detailer, to refine the 3D Gaussians through
dense-camera interpolation rendering, as presented in Sec. 4.4.
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Figure 4: Left: Architecture of Traj-DiT. Right: Visualization of the predicted camera trajectory for
different denoising timesteps.

4.2 Traj-DiT as Cinematographer

To model the trajectory distribution, we represent the camera trajectory C as a set of camera parameters
ci = {ri, ti, fi,pi}, where r ∼ SO(3) and t ∼ R3 are the rotation and translation of the camera
poses, f ∼ R2

+ is the focal lengths and p ∼ R2 is the principle points. To ensure consistency and
comparability across scenes, we normalize the trajectory for each scene in two steps: First, we
convert all camera poses to be relative to the first one so that the first camera pose is an identity
matrix; Then, we re-scale the translation to make the distance from the first to the farthest camera to
1. We adapt the architecture of the Diffusion Transformer (DiT) [68] to generate camera trajectories,
as illustrated in Fig. 4 (Left). The temporal order of real-world captures, akin to video sequences,
necessitates a learnable temporal embedding to differentiate between cameras of different frames.
This embedding helps the model capture the sequential dependencies inherent in real-world data.
Each DiT block includes a cross-attention layer to extract information from text embeddings encoded
by the CLIP [24] text encoder. Additionally, the timestep t modulates the pre-layer normalization and
post-layer output scalar, similar to the original DiT, allowing the model to learn temporal dynamics
effectively. The model is trained to minimize the x0-prediction diffusion objective:

L = EC,ϵ∼N (0,1),t

[
∥C − Cθ(Ct, y, t)∥22

]
, (5)

where Cθ is the parameterized Traj-DiT model and Ct is the noisy camera trajectory.

By leveraging the strengths of the DiT architecture, we aim to enhance the fidelity and coherence
of the generated trajectories, instead of relying on pre-defined ones. We showcase two examples of
the predicted camera trajectories for different denoising steps t in Fig. 4 (Right), demonstrating the
effectiveness of our model in generating smooth and accurate camera paths.

4.3 GM-LDM as Decorator

We propose GM-LDM to model the image sequence distribution p(X|(C, y)) and generate immediate
3D Gaussians as the joint 3D scene representation. The GM-LDM, fine-tuned from the Stable
Diffusion model with a slightly modified architecture, leverages its image generation prior to enhance
3D scene generation. For efficiency, diffusion is applied to a sparse-view subset of the camera
trajectory, significantly reducing computational overhead. During training, sparse-view images are
processed through the frozen latent encoder E to obtain multi-view latents Z ∼ RN×c×h×w, where
N ≤ M . Noise is then added to these multi-view latents Z to produce noisy latents Zt.

2D-based Denoising. The noisy multi-view latents Zt are fed into the latent denoising network Zθ

in parallel. For convenience, we modify the ϵ-prediction of the original Stable Diffusion model to
x0-prediction. The denoised multi-view latents are obtained as {Ẑ,F} = Zθ({Zt}, C′, y, t), where
F represents additional multi-view features for enhanced 3D information. Sparse-view cameras C′

are integrated into the network by combining the ray-maps (o×d,d) [7] with the noisy latents, where
o and d denote the origin and direction of pixel-aligned rays, respectively. We replace self-attention
blocks in the original 2D latent denoising network with cross-view self-attention blocks [3] to better
capture multi-view correlations. The denoised multi-view latents Ẑ are supervised using a simple
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Figure 5: Left: Architecture of GM-LDM. The model is fine-tuned from a 2D LDM with minor
modifications, performing rendering-based denoising for generating initial 3D Gaussians. Right:
Pipeline of calculating SDS++ loss, which refines the 3D Gaussians with the original 2D LDM.

multi-view latent diffusion objective:

L2d = EX ,c,y,ϵ,t

[
∥Z − Ẑ∥22

]
. (6)

Rendering-based Denoising. To generate 3D Gaussians for rendering-based denoising, the denoised
multi-view latents Ẑ and additional features F are input into a Gaussians decoder DG . This decoder
outputs Gaussian features {τi, qi, si, αi, ci} = DG(Ẑi,Fi), where τi, qi, si, αi, and ci represent
the depth, rotation quaternion, scale, opacity, and spherical harmonics coefficients of 256× 256 3D
Gaussians for view i, respectively. The Gaussians decoder DG is initialized with the weights of the
original latent decoder D, with re-initialized first and last convolutional layers to handle the additional
features and specific Gaussian channels. The predicted depth is then converted into pixel-aligned
Gaussian positions µi = oi + τidi. The multi-view 3D Gaussians G = {µi, qi, si, αi, ci}Ni=1 are
concatenated to jointly represent the 3D scene. During training, views are randomly sampled from
the dense-view camera trajectory to supervise the predicted 3D Gaussians in image space, ensuring
consistent and accurate 3D scene representation:

L3d = Ex,c,y,ϵ,t

[
ℓ(x,R(G, c))

]
, (7)

where R is the rendering function, ℓ(·, ·) is a reconstruction loss penalizing the difference between
images, and (x, c) ∈ (X , C) is the ground truth of an image and camera pair from the dense views.
We use a combination of MSE loss and LPIPS [69] loss for the reconstruction loss ℓ, similar to the
original reconstruction loss of the original auto-encoder. The total training loss is simply the sum
of the above losses: L = L2d + L3d. This approach leverages the strengths of multi-view data and
pixel-aligned Gaussian representations to enhance the fidelity and coherence of the generated 3D
scenes. By fine-tuning from a robust 2D LDM and using a sparse-view subset, we strike a balance
between performance, efficiency, and generalizability, enabling the generation of coherent 3D scenes.
As shown in Fig. 5 (Left), during inference, images are rendered with the input cameras C′ and
encoded by the latent encoder E to obtain Gaussian-driven denoised latents:

ẐG = E(X̂ ′),where X̂ ′ = R(G, C′). (8)

Inspired by Dual3D [70], GM-LDM inference can toggle between 2D-based and rendering-based
denoising. The 2D-based denoising offers better generalization, aligning closely with the original
Stable Diffusion, while rendering-based denoising ensures superior 3D consistency due to its imme-
diate joint 3D representation. The 3D Gaussians generated in the final denoising step serve as the
initial 3D scene for subsequent refinement.

Collecting and annotating real-world multi-view datasets is laborious, often resulting in limited
diversity and quantity, which hinders generalization for open-world texts. To address this, we follow
MVDream [3] and collaboratively train the GM-LDM using both multi-view and 2D datasets to
enhance generalization. We treat single-view images as a special case of multi-view images with
N = M = 1 and apply the same rendering process and training losses, which increases the diversity
of training data, thereby improving the model’s ability to generalize across diverse scenarios.
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4.4 SDS++ Loss as Detailer

To enhance the details and visual quality of the 3D Gaussians, we propose the SDS++ loss, leveraging
the 2D diffusion prior for refinement. Our research on existing SDS-based methods identifies three
key points crucial for success, this includes: (1) Appropriate Target Distribution [26]: This ensures
that the rendered images align effectively with the textual conditions, avoiding over-smoothing and
over-saturation. (2) Adaptive Estimation of the Current Distribution [26, 71]: This provides a
counter optimization objective, pushing the rendered images away from the current distribution to
enhance details. (3) Latent-space and Image-space Objectives [67]: Combining these objectives
helps prevent noisy or over-smoothing artifacts that may arise from using only one of them. During
refining, we first render the 3D Gaussians G with a randomly sampled camera c from the continuous
interpolated camera trajectory to produce an image x = R(G, c). This image is encoded into the
latent space by E(x) = z, then disturbed with randomly sampled noise and timestep t to produce a
noisy latent zt. The 2D diffusion model ϵθ then predicts the denoised latent ẑ from zt. As illustrated
in Fig. 5 (Right), the proposed SDS++ loss can be formulated by:

LSDS++ = Et,c,ϵ

[
w(t)

√
ᾱt√

1− ᾱt

(
λz∥z − ẑ∥22 + λx∥x− x̂∥22

)]
, (9)

where λz and λx are the weights for latent-space and image-space objectives, respectively, ẑ is the
predicted latent, and x = D(ẑ) is the predicted image. The predicted latent can be derived by Eq. 4.
We use a compositional predictions ϵ̂ as follows:

ϵ̂ = ϵ̂trg − ϵ̂src + ϵ. (10)
Instead of setting ϵ̂src = ϵ as in the standard SDS loss, we introduce a learnable source prediction ϵ̂src
for adaptive estimation of the current distribution:

ϵ̂src = ϵθ(zt, ŷ, t), (11)
where ϵθ(zt, ŷ, t) uses a learnable text embedding ŷ to efficiently estimate the current distribution.
This approach leverages the original latent denoising network [71] and is trained by minimizing
∥ϵθ(zt, ŷ, t) − ϵ∥22 along with the refining process. The target prediction employs classifier-free
guidance for improved text alignment:

ϵ̂trg = ωcfg · (ϵθ(zt, y, t)− ϵθ(zt, ϕ, t)) + ϵθ(zt, ϕ, t), (12)
where ωcfg is the classifier-free guidance scale. SDS++ loss integrates the above three key points,
ensuring efficient and realistic refinement of 3D Gaussians.

5 Experiments

5.1 Implementation Details

We utilize the MVImgNet [19] for object-level and DL3DV10K [20] for scene-level real-world multi-
view datasets. Text prompts for each scene are generated using the multi-modal large language model
InternLM-XComposer [72]. To enhance generalization, we incorporate the 2D dataset LAION [73].
For GM-LDM, we set the lengths of dense and sparse views to M = 29 and N = 8, respectively.
The classifier-free guidance scale is 7.5 for 2D-based denoising and 1 for rendering-based denoising
to ensure 3D consistency. Following Dual3D [70], we balance 3D consistency and generalization
by using 1/10 rendering-based denoising steps. Image and latent resolutions are set to 256 and
32, respectively. For SDS++ loss, the weights for latent-space and image-space losses are λz = 1
and λx = 0.01. ωcfg is set to 7.5, with refining iterations set to 1000. Generating a scene takes
approximately 5 minutes. Further implementation details are provided in Appendix A.

5.2 Generation Results.

We show the generation results of camera trajectories and image sequences for various text prompts
in Fig. 6. For object-level prompts, the generated camera trajectories typically circle and face the
objects, aligning well with the distribution in MVImgNet. In contrast, scene-level prompts yield
more diverse and complex camera trajectories, showcasing the effectiveness of our Traj-DiT model.
Our method also generates realistic images across different types of prompts, demonstrating the
effectiveness and generalization ability of GM-LDM and SDS++ loss. Additional generation results
are available in Appendix D. These results highlight the robustness of our approach in handling both
object-level and scene-level prompts for 3D scene generation.
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A blue denim jacket A collection of fresh vegetables 
arranged in a wicker basket

A decrepit amusement arcade on the 
boardwalk...

a castle made of stoneA bicycle leaning against a wall A space observatory, its dome 
cracked and panels missing...

An underground cave system with 
stalactites and stalagmites...

A green paperback novel lying on a 
beige couch

A derelict factory with broken 
windows...

Figure 6: Generation results of Director3D for both camera trajectories and image sequences.

Four ripe apples in a basket

A blue and white vase with a lid

A green wellington boot in mud An ornate stone fountain A crumbling fortress on a hill

A lighthouse on a rocky shore A wooden bench in an autumn park A red and white lighthouse on a cliff
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Figure 7: Qualitative comparison between Director3D and different baselines.

5.3 Qualitative Comparison.

We qualitatively compare our method with several baseline methods, as shown in Fig. 7. (1) GRM [38]
is a feed-forward text-to-3D generation method for 3D Gaussians using multi-view images generated
by 2D-based diffusion models. It supports only object-level 3D generation. Our comparisons using
object descriptions show that GRM produces unrealistic 3D Gaussians limited to objects, due to
its training on synthetic datasets. In contrast, our method generates high-quality 3D scenes with
both objects and backgrounds. (2) GaussianDreamer [11] is a state-of-the-art SDS-based method
for 3D Gaussians, integrating priors from both 2D and 3D diffusion models. While it can generate
objects with ground layers, it tends to produce over-saturated textures. Our method, however,
generates more realistic scenes with better handling of shadows, lighting, and material reflections. (3)
DreamScene [17] uses Formation Pattern Sampling and strategic camera sampling for 3D Gaussians.
Since it is not open-sourced, we use examples from its project page. Although it generates scene-
wide consistent 3D scenes, the results are overly saturated and cartoonish. (4) LucidDreamer [16],
based on Text2NeRF [14], uses 2D foundation models for 3D Gaussians. While it can generate
photo-realistic textures, the multi-view consistency is poor, with visible artifacts at object edges
due to inaccurate monocular depth estimation. It also struggles with excessive object generation
from descriptive prompts due to reliance on single-view inpainting. These comparisons highlight the
superior performance of the proposed Director3D for realistic 3D generation.
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Table 1: Quantitative comparison of different object-centric models with text prompts in T3Bench.

Method BRISQUE ↓ NIQE ↓ CLIP-Score ↑
DreamFusion [1] 90.2 10.48 67.4
Magic3D [74] 92.8 11.20 72.3
LatentNerf [75] 88.6 9.19 68.1
SJC [2] 82.0 10.15 61.5
Fantasia3D [76] 69.6 7.65 66.6
ProlificDreamer [26] 61.5 7.07 69.4

Ours w/o refining 37.1 6.41 80.0

Ours 32.3 4.35 85.5

Table 2: Quantitative comparison of scene-level models with 64 prompts

Method NIQE ↓ CLIP-Score ↑ Inference Time (min) ↓
GaussianDreamer [11] 6.96 71.8 15
ZeroNVS [77] 9.84 67.2 90

LucidDreamer-LLFF [16] 3.53 83.3 40
LucidDreamer-HeadBang [16] 3.61 82.9 40
LucidDreamer-BackForth [16] 3.40 74.2 40

Ours 4.09 83.9 5

5.4 Quantitative Comparison.

We present a quantitative comparison between our framework and several baseline models in Tab. 1.
For this experiment, we use the Single-Object-with-Surroundings3 set of T3Bench [78], which
contains 100 prompts closely matching the descriptions in MVImgNet. The quantitative results
are evaluated using CLIP-Score [79], NIQE [80], and BRISQUE [81] metrics. For each 3D scene
generated by different methods, we render a video and uniformly sample 36 frames to calculate
the average score for each metric. For baselines without adaptive camera trajectories, videos are
rendered by circling around the 3D representations at a fixed elevation. The BRISQUE and NIQE
results indicate that our method significantly outperforms existing baseline models in terms of image
quality. Additionally, the CLIP-Score shows our method’s superior ability to align generated images
with their textual descriptions, even without refining. These results underscore the robustness and
effectiveness of our framework in generating high-quality, semantically aligned 3D scenes.

We also conduct a quantitative comparison with three scene-level baselines for 32 object-centric
prompts and 32 scene-level prompts in the Tab. 2. Our method achieves the highest CLIP-Score and
the second-best NIQE Score with the shortest inference time. Without adaptively generated camera
trajectories (Traj-DiT) and a high-performance multi-view diffusion model with immediate 3D
representation (GM-LDM), ZeroNVS exhibits deteriorated visual quality from multiple viewpoints
and requires a time-consuming SDS optimization process from scratch for each scene. LucidDreamer
attains the best NIQE Score; However, we observe that it is plagued by multi-view inconsistency,
visible artifacts at edges, and excessive objects as shown in Fig. 7.

5.5 User-specific Camera Trajectories

Director3D supports the utilization of both pre-generation and post-generation user-specific camera
trajectories. For pre-generation user-specific camera trajectories, users are capable of employing
user-specific camera trajectories instead of the generated camera trajectories from Traj-DiT for 3D
scene generation. For post-generation user-specific camera trajectories, users can render novel views
by providing novel cameras after generating the 3D scene. We develop an interactive demo for
visualizing the generated camera trajectories and 3D Gaussians, which is also capable of rendering
the 3D Gaussians with novel cameras, as shown in Fig. 8.

3https://github.com/THU-LYJ-Lab/T3Bench/blob/main/data/prompt_surr.txt
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A deep lake that mirrors the 
sky and cliffs around it...

novel viewsdistance view

A mountain pass, where the 
wind howls through craggy ...

novel viewsdistance view

Figure 8: Screenshots of the interactive demo for visualizing generated camera trajectories and 3D
Gaussians of Director3D. The frames are rendered with novel cameras.

5.6 Ablation Study
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Figure 9: Ablation of SDS++ loss

Director3D is formulated to a sequential process to model
the joint distribution of camera trajectories and image se-
quences. The Traj-DiT component generates the base cam-
era trajectory for each scene, while the GM-LDM provides
the initial 3D scene. These two models are crucial for pro-
ducing meaningful 3D scenes. Our ablation study primarily
focuses on the SDS++ loss to highlight its significance. As
shown in Fig. 9, we conduct comprehensive experiments
to analyze the impact of the SDS++ loss. First, we re-
move the refining process entirely. Although the initial 3D
Gaussians generated by GM-LDM match the input text,
the visual quality is unsatisfactory, with missing details.
This is expected due to the limited diversity and quantity of
the multi-view dataset used for training GM-LDM. Setting
ϵsrc = ϵ degrades the SDS++ loss into SDS+ loss [67]. The
results show a significant decrease in visual quality and an
over-smoothing issue, highlighting the importance of adaptive estimation of the current distribution.
Setting ωcfg = 1 turns the SDS++ loss into the LODS loss [71] with an additional image-space
objective. This results in noisy details, as the conditional noise prediction alone does not provide
a clear optimization direction. By setting λx = 0 and λz = 0 respectively, we observe that using
only the latent-space objective leads to noisy details and artifacts, while using only the image-space
objective results in missing details.

The full model, incorporating the proposed SDS++ loss, achieves the best visual quality with clear and
realistic details. These findings underscore the importance of each component in the SDS++ loss and
its role in refining 3D Gaussians. Additional ablation studies, including qualitative and quantitative
of more cases and those with randomly generated trajectories, are provided in Appendix E.

6 Conclusion

In this paper, we propose an open-world text-to-3D generation framework capable of generating
real-world 3D scenes with adaptive camera trajectory, named Director3D. We first introduce a
Cinematographer (i.e., Traj-DiT) that can generate dense-view camera trajectories given texts. Then,
a Decorator (i.e., GM-LDM) and a Detailer (i.e., SDS++ loss) are proposed for initial generation and
further refining, respectively, with 3D Gaussians as the 3D scene representation. We demonstrate
the effectiveness of our method with extensive experiments. We believe our work makes essential
contributions to the text-to-3D generation community, especially in discovering the potential of
leveraging real-world multi-view datasets for realistic 3D generation. Our future works include
improving the generation scope, boosting model efficiency and quality, and leveraging more datasets.
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A Implemental Details

Datasets. For real-world multi-view datasets, we leverage MVImgNet [19] and DL3DV10K [20]
datasets for object-level and scene-level captures, respectively. The MVImgNet dataset is a large-scale
object-level dataset, comprising 219,188 videos across 238 classes4. The DL3DV10K dataset consists
of 10K scene-level videos with various indoor, outdoor, urban, and suburban environments5.

Traj-DiT setup. Our Traj-DiT is trained with the Adam optimizer [82], a constant learning rate
of 5e−5 and (β1, β2) = (0.9, 0.95). The batch size is set to 128. The number of the DiT Blocks
is 8 and the hidden size is 512. Training takes about 2 days with 1 NVIDIA Tesla A100 GPUs for
50K iterations. We use 1000 steps during training and reduce it to 100 steps with DDIM [83] during
inference.

GM-LDM setup. Our GM-LDM is trained with the Adam optimizer, a constant learning rate of 1e−4

and (β1, β2) = (0.9, 0.95). The batch size is also set to 128. Training takes about a week with 16
NVIDIA Tesla A100 GPUs for 150K iterations. We use Stable Diffusion v2.16 as our initial model.
The noise schedule and other hyper-parameters are consistent with the Traj-DiT.

SDS++ loss setup. For refining, the learning rates of the Gaussian parameters µ, q, s, α, and c are
set to be 0.0001, 0.01, 0.001, 0.01, and 0.01, respectively. The learning rate of the learnable text
embedding ŷ is set to be 0.001. The timestep t is annealing from 0.75T to 0.02T with a square root
schedule, where T is the total denoising steps. We use Stable Diffusion v2.1 as our refining model as
well. The rendering resolution is set to be 512 during refinement.

B Discussions

Ways to Model p(X , C). There are different approaches to modeling the joint distribution of image
sequences and camera trajectories for real-world captures. We choose to independently model the
distribution of camera trajectories and the conditional distribution of image sequences based on
the camera trajectories. The image sequence is directly rendered with a joint 3D representation by
the proposed GM-LDM, ensuring 3D consistency. Another alternative is to first directly model the
image sequences and then infer the camera trajectories from the image sequences. Concurrent work,
GS-LRM [13], adopts this approach. Specifically, it uses pose-free image sequences generated by
SORA, then recovers camera information through COLMAP [84], and finally performs sparse-view
3D reconstruction. However, this approach heavily relies on the 3D consistency of the pose-free
image sequences and the accurate estimation of the camera parameters. One can also choose to
directly model the joint distribution of camera trajectories and image sequences. However, this
requires further exploration of network architectures and camera-differentiable 3DGS operator. We
will explore the potential of this approach in future work.

Why Director3D Needs a Detailer? The core reason remains the limitations of multi-view datasets
in terms of diversity and quantity, leading to biased and sparse distributions. Although MVImgNet
has a large quantity of scenes, it only consists of 238 categories, with the majority being simple
objects staged in indoor scenes. While DL3DV-10K exhibits good diversity, it only consists of
10,000 scenes in total. Therefore, even under the 2D data and model priors, it is still challenging for
GM-LDM to meet the quality requirements for directly generating realistic 3D scenes with details.
This limitation can be alleviated by introducing more diverse and larger multi-view datasets.

Limitations. Although the proposed Director3D possesses the capability to generate real-world 3D
scenes with adaptive camera trajectories, it still has some limitations. First, the supported views of
our GM-LDM are currently limited, which restricts the range of perspectives in the generated 3D
scenes. Further, because the GM-LDM is currently trained with only two real-world datasets, the
reliance on an additional refining process for open-world generalization limits the efficiency of our
framework, which may be alleviated by introducing a wider variety of datasets [85, 86, 87]. Similar
to text-to-image diffusion models, the success rate of our model decreases when generating with
complicated and compositional prompts, objects with exact numbers, and articulated objects, as
shown in Fig. 10.

4https://github.com/GAP-LAB-CUHK-SZ/MVImgNet, under the MVImgNet Terms of Use
5https://github.com/DL3DV-10K/Dataset, under the DL3DV-10K Terms of Use
6https://huggingface.co/stabilityai/stable-diffusion-2-1-base
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Six oranges in 
a wooden basket.

A Tyrannosaurus Rex skeleton 
in an exhibition hall.

 Stone statue of a knight 
wearing a diamond crown and 

holding a golden sword.

Figure 10: Failure cases.

Table 3: Quantitative ablation study of SDS++ loss

Setting NIQE ↓ CLIP-Score ↑
full 4.10 83.7
w/o refining 5.95 79.3

λx = 0 4.12 83.1
λz = 0 7.18 81.3
ωcfg = 1 4.26 79.6
ϵsrc = ϵ 4.27 80.4

Broader Impacts. This paper presents a framework whose goal is to advance the field of text-to-3D
generation for efficiently generating realistic 3D scene assets. Since it is a 3D generative framework,
it has the potential to create harmful 3D content if the user provides harmful text prompts as inputs.
This harmful behavior can be avoided by integrating harmful content detection models as used in 2D
generative models.

C Diversity and Fine-grained Control

We showcase the diverse generation results with the same prompts in Fig. 11. The results show that
Director3D is able to generate diverse camera trajectories and 3D scenes even with a single prompt.

We showcase the body generation results with fine-grained control (i.e., gender and clothing) in
Fig. 12. Note that there are no categories for human body in the multi-view datasets used for training
the GM-LDM. The results show that Director3D is able to finely control the 3D scenes with text
modifications.

D More Generation Results

We further provide 40 cases of multi-view image results in Fig. 13 generated from wide-range text
prompts to demonstrate the visual quality and generalization ability of our method.

E More Ablation Studies

We provide a qualitative ablation study with more cases in Fig. 14. The corresponding quantitative
ablation study is shown in the Tab. 3. Although the ablation with λx = 0 incurs a slight deterioration
in metrics, the qualitative results are noisy in terms of visual quality. These results can further
demonstrate the effectiveness of SDS++ loss.

Additionally, we showcase the generation results with randomly generated camera trajectories for
some object-level prompts in Fig 15. The results are generated by the GM-LDM without refining. It
can be observed that without scene-specific camera trajectories, the generated image sequences are
unsatisfying, with weird perspectives or limited camera range. This ablation study further demonstrate
the importance of scene-specific camera trajectories for our Director3D.
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a rusty old car

A bustling train station in the early morning...

Figure 11: Generation results with diversity.

A man wearing a graphic T-shirt and cargo shorts

A woman wearing a floral blouse and denim shorts

A woman wearing a black blazer and a pencil skirt

A man wearing a checkered shirt and tan chinos

A woman wearing a leather jacket and black skinny jeans

Figure 12: Generation results with fine-grained control.
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a blue diamond on a white 
pedestal

A serene temple complex in the 
mountains, with monks…

A small, rustic cabin sits alone in a 
peaceful, snow-covered forest

A vibrant coral reef teeming with 
marine life, divers exploring…

A pink piggy bank on a shelfA smoldering campfire under a 
clear starry night, embers…

A rooftop terrace garden at night, 
with potted plants, string lights…

A sleek red sports car with 
chrome finishes parked by…

An expansive lava field, cooled 
and blackened, with cracks…

A serene Zen garden at sunrise, 
with raked sand patterns…

A sparkling diamond tiara A modern metro station with 
curved walls, flat escalator…

A rocky hilltop with ancient ruins, 
where walls and columns stand…

A quiet monastery hidden within 
a misty forest, ancient stone…

A lone, ancient tree stands tall in 
the middle of a quiet field

A modern airport terminal at 
dawn, its glass walls reflecting…

A teddy bear with a red bowA long-abandoned castle perched 
on a cliff, its turrets…

a donut with pink icing A high-tech greenhouse with 
rectangular planting…

A large indoor swimming pool 
with rectangular lanes, circular…

A high-end bakery with 
rectangular display…

A delicate china teacup resting on 
a lace doily

A vintage typewriter on a desk A frozen lake beneath the 
northern lights, the ice cracked…

A dense marshland under a full 
moon, where fog clings to…

A cold research station in 
Antarctica, surrounded by…

A corporate lobby with a large 
rectangular reception…

A sunken shipwreck off a coral 
coast, with colorful marine…

A compact urban coffee shop with 
a square counter…

a wooden chest with golden trimA mug filled with steaming coffee

a stone water well with a wooden 
shed

magic dagger, mistery, ancient, 
photorealistic, 8K, HD

A steaming mug of hot chocolate 
with whipped cream

A brown leather suitcase on a 
train platform

A castle-shaped sandcastle  a small Christmas tree made of 
Legos

A luxurious underwater hotel 
with transparent walls offering…

A silver wristwatch ticking on a 
glass bedside table

Figure 13: More multi-view image results.
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A vintage clock hanging on a brick wall

A white seashell on a sandy beach

A cozy cabin with smoke rising from the chimney...

A crumbling fortress on a hill, its walls overtaken by 
nature...
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Figure 14: Additional qualitative ablation study of SDS++ loss for more cases.

A blue and white china cup on a saucer

A blue denim jacket draped over a wooden chair

A fluffy white pillow resting on a red velvet couch
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Figure 15: Generation results with randomly generated camera trajectories.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We claim clearly in Abstract and Sec. 1 about contributions and scope made in
the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Appendix B
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: Our paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See Sec. 5.1 and Appendix A
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: All datasets we use are public data, and our code will be open source in the
future.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See Sec. 5.1 and Appendix A
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Since most of the experiments are visually qualitative evaluations, they cannot
be converted into reports with quantitative error bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See Appendix A

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read the NeurIPS Code of Ethics in detail to make sure that our study
meets the standards.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: See Appendix B.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: See Appendix B.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All existing assets used in the paper are properly credited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: All urls are anonymized.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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