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Abstract
Large Language Models (LLMs) have shown remarkable perfor-
mance across various tasks, but their reasoning capabilities still face
challenges. This paper aims to mitigate the limitations of LLMs in
complex decision-making tasks, which require high-level reasoning
ability. We introduce Smart Peers, a lightweight reasoning method
designed to enhance LLMs’ performance in decision-making tasks
by integrating test-time scaling. Specifically, Smart Peers employs
sequential and parallel self revision to perform task decomposition,
enabling the LLM to make independent decisions multiple times
and has the opportunity to revise its decision based on all peers’ de-
cisions. In this case, the method achieves test-time scaling, thereby
ensuring diversity and factuality at each step of the decision-making
task and enhancing the overall task completion. As a lightweight
method, Smart Peers demonstrates superior performance compared
to other complex trajectory planning algorithms in certain tasks
in our experiments. We evaluate Smart Peers on three decision-
making tasks: WebShop, ALFWorld, and Mini-Crosswords. The
results demonstrate that Smart Peers achieves significant perfor-
mance improvements over baseline methods. In particular, on the
WebShop task, Smart Peers achieves a relative improvement of
approximately 34.63% compared to other baseline methods. Addi-
tionally, Smart Peers exhibits notable advantages, including fully
leveraging the LLMs’ capability and promptly correcting erroneous
steps, laying a foundation for future research in complex reasoning.
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1 Introduction
Large Language Models (LLMs) excel in many tasks [1] and are
applied to decision-making tasks that require high-level reasoning
abilities [9, 11, 23, 24], yet their reasoning faces challenges [17].

Studies address the challenge along two paths. (i) Task decom-
position. e.g., the Chain-of-Thought (CoT) family [19, 20, 22, 23],
generates intermediate steps yet under-uses LLMs, yielding unreli-
able results. For example, ReAct in the WebShop task [21] had both
successful and failed trajectories (see Appendix C). (ii) Experience
learning. e.g., Reflexion [11], yet it also has limitations in tough
tasks. Reflexion shows no improvement on theWebShop task due to
the task’s highly diverse search space and need for high-precision
search queries, which Reflexion struggles to handle effectivel[11].

To address these limitations, we retain the idea of task decompo-
sition, consider exploring more diverse generations at each decom-
position step. Since LLMs can generate both successful and failed
attempts for a step in different trials. We suggest a mechanism
where, when the LLM makes a wrong decision, we pause and let
it refer to the trajectories it could potentially generate, deciding
whether to revise the current decision. As alternative outputs from
the LLM might have made the correct decision, if the decision-
making LLM opts to follow the correct action, the trajectory that
would have failed could be transformed into a successful one. A
detailed example analysis is provided in Appendix C.

Based on these ideas, we propose Smart Peers. We treat the LLM’s
independent task reruns as peers. Smart Peers enables the LLM to
draw on the decisions of other peers for performing better task
decomposition, thereby accomplishing the decision-making task.
Specifically, the key point of Smart Peers is that at each step in the
task decomposition process, the LLM is allowed to make its own
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decision while also having the opportunity to revise its decision
based on the reasoning of other peers.

We have implemented Smart Peers in various decision-making
tasks, where Smart Peers demonstrates its specific strengths. In
particular, on the WebShop task, Smart Peers achieves a relative
improvement of approximately 34.63% compared to other base-
line methods. Moreover, further analysis indicates that Smart Peers
contributes to fully leveraging the capabilities of LLMs.

2 Related Works
The CoT Family. CoT prompting [20] enables complex reason-
ing in LLMs with few examples. ReAct [23] adds decision-making
through integrated reasoning and action, while Tree of Thought
(ToT) [22] explores multiple reasoning paths via a tree structure.

Multi-Model Synergy for Task Solving. Inspired by human
collaboration, recent studies [4, 6] explore how multiple LLMs can
improve performance through interaction or debate, highlighting
the potential of multi-model cooperation in problem-solving.

Intermediate Step Revision. Revising intermediate steps is key
for decomposable tasks, enabling iterative refinement of solutions.
THOUGHTSCULPT [3] leverages Monte Carlo Tree Search (MCTS)
to guide LLMs in continuous self-revision, improving output quality
without altering model architecture.

Test-Time Scaling (TTS). TTS enhances LLMs’ inference by
adjusting computational resources, mainly through Verifier-Based
Search[5, 7, 18] and Refining the Proposal Distribution [8, 10]. TTS
offers a cost-effective alternative to model expansion, often out-
performing larger models by optimizing test-time computation. It
also supports LLMs’ progressive self-improvement by iteratively
refining outputs and using verifiers to assess quality [14].

However, existing methods often underutilize LLMs or are overly
complex. To address this, we propose Smart Peers, a more light-
weight framework that effectively stimulates LLMs’ latent reason-
ing capabilities.

3 Smart Peers
We propose Smart Peers, a reasoning method integrating sequential
and parallel self revision inspired by human thinking behaviors.
Next, we will introduce how this method works.

Assume a benchmark LLM 𝐿0 that, in each task decomposition
round, generates a primary decision with multiple alternatives,
represented as a peer set {𝑃1, 𝑃2, ..., 𝑃𝑛}. We evaluate the final com-
pletion of the task based on 𝐿0’s performance. 𝑃𝑖 (1 ≤ 𝑖 ≤ 𝑛) are
auxiliary peers. They assist 𝐿0 in deciding whether to change the
current action during the task execution.

For task 𝑇 , the benchmark LLM 𝐿0 and its peers will perform
think-action-observation for 𝑅 rounds to complete the task.1 In
round 𝑟 (1 ≤ 𝑟 ≤ 𝑅), each of them will perform a thought (𝑡𝑖𝑟 ), take
an action (𝑎𝑖𝑟 ) based on the current trajectory (𝑡𝑟𝑎 𝑗𝑟 ), and obtain
the observation (𝑜𝑖𝑟 ). 𝑖 = 0 denotes the benchmark LLM 𝐿0, while
indices 1 ≤ 𝑖 ≤ 𝑛 correspond to peers 𝑃𝑖 (1 ≤ 𝑖 ≤ 𝑛).

MakingDecision Independently. (See (a) in Figure 1) To better
complete the task, we aim to explore more possibilities of trajecto-
ries, so we hope that LLM can generate more diverse thoughts and
actions in each round. Therefore, in round 𝑟 , 𝐿0 generates the next
1In the following, wewill refer to “think-action-observation” as “T-A-O” as a shorthand.

thought and action multiple times, solely based on the basic prompt
and the current trajectory. One of these generations serves as 𝐿0’s
own decision while the others act as 𝐿0’s peers. These generations
do not influence each other.

Deciding whether to Change. (See (b) in Figure 1) In round
𝑟 , after 𝐿0 and its peers have generated their thoughts and actions,
we can obtain the corresponding observations. Next, we provide
the T-A-O of the auxiliary peers to the benchmark LLM 𝐿0. We
then let 𝐿0 decide whether to change its action based on its own
T-A-O and that of its peers, i.e., in round 𝑟 , 𝐿0’s decision is de-
termined by {(𝑡𝑖𝑟 , 𝑎𝑖𝑟 , 𝑜𝑖𝑟 )}0≤𝑖≤𝑛 . This process can be formalized as
𝑎𝑟 = 𝑆 ({(𝑡𝑖𝑟 , 𝑎𝑖𝑟 , 𝑜𝑖𝑟 )}0≤𝑖≤𝑛), where 𝑆 (·) is the choosing process. 𝑎𝑟
is selected from {𝑎𝑖𝑟 }0≤𝑖≤𝑛 , that is, 𝐿0 can choose to keep its own
action or copy one of its peers’ actions. In this step, 𝐿0 does not
blindly copy the actions of its peers but instead considers its own
and its peers’ T-A-O to decide whether to change its action.

Aligning. (See (c) in Figure 1) After 𝐿0 makes its choice, we
obtain the final 𝑡𝑟 , 𝑎𝑟 and 𝑜𝑟 for the round 𝑟 , and add them to
𝑡𝑟𝑎 𝑗𝑟 , which formulates 𝑡𝑟𝑎 𝑗𝑟+1. In the next round 𝑟 + 1, the 𝐿0 will
continue to generate thoughts and actions based on 𝑡𝑟𝑎 𝑗𝑟+1.

Performing Making Decision Independently, Deciding whether
to Change, and Aligning in each round, and finally, the completion
of the task is determined by 𝐿0’s performance in the last round. 2

Smart Peers integrates sequential and parallel reasoning. Specif-
ically, the LLM engages in multiple T-A-O rounds, representing
sequential reasoning. In each round, it first generates its own initial
decision, then parallely generates other peers’ decisions and evalu-
ates them. Based on this evaluation, the LLM decides whether to
revise its initial action. This process continues within each round,
enabling the LLM to iteratively optimize its decisions.

While this iterative mechanism might resemble conventional
multi-agent collaboration, they fundamentally differ in bothmethod-
ology and objectives. Multi-agent frameworks focus on collabora-
tive decision-making through debate [4] or group discussion [15],
risking loss of agent independence and convergence to a poten-
tially erroneous consensus. In contrast, Smart Peers enables peers
to independently generate thoughts and actions and the benchmark
LLM adjusts its action based on the T-A-O of all peers, emphasizing
reasoning space expansion and diversity exploration.

Besides, Smart Peers stands out for its lightweight design. Unlike
THOUGHTSCULPT, which uses computationally intensive Monte
Carlo search, Smart Peers adopts a resource-efficient strategy, mak-
ing it more practical when computational power is limited.

4 Experiment
4.1 Experiment Setup
Tasks and Datasets. We evaluate Smart Peers’ performance on
three decision-making tasks: WebShop [21], ALFWorld [13], Mini-
Crosswords (scraped data fromGooBix). The summary introduction
is in Table 1; detailed descriptions and task-related experiment
setups are in Appendix B and D.

Additionally, since “Deciding whether to Change" is a critical
step in Smart Peers, we specifically describe the type of “T-A-O" for
each task, as shown in Table 2.

2If the task is completed before round 𝑅, it will stop early.

https://www.goobix.com/crosswords/0505/


A Lightweight Reasoning Method with Test-Time Scaling KDD 2025 Workshop on Inference Optimization for Generative AI, Aug, 2025, Toronto, Canada

Figure 1: An intuitive illustration of Smart Peers

Table 1: The summary introduction of three decision-making
tasks: WebShop, ALFWorld, Mini-Crosswords

Dataset Goal Example

WebShop [21] Navigate through web interac-
tions to purchase a product that
matches a given user instruction.

I need a long clip-in hair exten-
sion which is natural looking,
and price lower than 40.00 dol-
lars.

ALFWorld [13] Navigate and interact with a sim-
ulated household through text
commands to complete a task.

You are in the middle of a room.
Looking quickly around you,
you see a bed 1, a desk 2, a desk
1, ... Your task is to: look at bowl
under the desklamp.

Mini-Crosswords Fill a 5x5 grid with letters to
solve the crosswords.

HINT: Row 1: An agendum;
something to be done/Row 2: An
engine/.../Col 1: To heap/Col 2:
An Indian antelope/...

Table 2: Type of “T-A-O" in each task

Dataset Think&Action Observation

WebShop think[...], search[...], click[...]... Current Page Content/SystemInfo
(e.g., Invalid action!)

ALFWorld think[...], go to..., pick... SystemInfo (You open the drawer
2. ...In it, you see nothing.)

Mini-Crosswords fill actions Current board&Current evalua-
tion metrics

Baselines. We compare Smart Peers with several widely used
baseline methods. Specifically, WebShop and ALFWorld are com-
pared with ReAct [23]. Mini-Crosswords, on the other hand, is
compared with both ReAct and ToT [22]. To ensure fair comparison,
Smart Peers uses the same few-shot exemplars and parameters as
[23] for WebShop and ALFWorld, and those from [22] for Mini-
Crosswords. Details are in Appendix D.

Evaluation. ForWebShop, we use the average “score" (avg.score)
as the evaluation metric, which is defined in [21] and reflects at-
tribute matching between the purchased and desired item. For

ALFWorld, we use the task completion rate (success rate) as the
evaluation metric. For Mini-Crosswords, we use the average letter
correctness rate (𝑟_𝑙𝑒𝑡𝑡𝑒𝑟 ) and word correctness rate (𝑟_𝑤𝑜𝑟𝑑) of
the final results as the evaluation metrics.

Implementation Details.We use qwen1.5-72b-chat for evalu-
ating Smart Peers and baseline methods in main experiments, with 2
auxiliary peers for Smart Peers by default. Prompts and hyperparam-
eter are detailed in Appendix D. All results are averaged over three
runs. Besides, to systematically evaluate the performance gains of
Smart Peers over ReAct across varying model scales, we extend our
experiments to include different parameter sizes of the Qwen1.5
architecture. Specifically, while maintaining the baseline configura-
tion of qwen1.5-72b-chat, we additionally evaluate both the smaller
qwen1.5-7b-chat and the larger qwen1.5-110b-chat variants.

4.2 Results and Analysis
We report the results of Smart Peers on three decision-making tasks.
Tabel 3 presents the comparison results with other baselinemethods.
The best results for each task are highlighted in bold. Smart Peers
achieves notable performance improvements across these tasks. In
the ALFWorld task, Smart Peers slightly surpasses ReAct in suc-
cess rate. For the Mini-Crosswords task, Smart Peers outperforms
ReAct and ToT. Most notably, in the WebShop task, Smart Peers
significantly outperforms ReAct with the relative improvement of
34.63%, highlighting its superior performance in more complex rea-
soning tasks. Overall, these results demonstrate that Smart Peers
exhibits better adaptability and effectiveness in handling diverse
decision-making tasks, especially in complex reasoning scenarios.

Since Smart Peers achieves significant enhancements, we conduct
further analysis. We first analyze how Smart Peers works. Secondly,
we explore which types of tasks Smart Peers is suitable for. Finally,
we experiment with the influence of model parameters onWebShop,
specifically examining how the gains of Smart Peers compared to
ReAct vary under different model parameters.
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Table 3: Comparison on three decision-making tasks using
Smart Peers and baselines

Datasets Method Metrics Result*100

WebShop ReAct avg.score 39.36
Smart Peers 52.99

ALFWorld ReAct success rate 66.17
Smart Peers 67.91

Mini-Crosswords
ReAct 𝑟_𝑙𝑒𝑡𝑡𝑒𝑟 29.20

𝑟_𝑤𝑜𝑟𝑑 11.33
ToT 𝑟_𝑙𝑒𝑡𝑡𝑒𝑟 22.80

𝑟_𝑤𝑜𝑟𝑑 9.67
Smart Peers 𝑟_𝑙𝑒𝑡𝑡𝑒𝑟 32.67

𝑟_𝑤𝑜𝑟𝑑 12.33

How does Smart Peers work? From the experimental results,
we find that Smart Peers successfully transform failure trajectories
into successful ones. In the case shown in Appendix E, the bench-
mark LLM maintains its decision in the first three rounds, then
chooses to “click[Sapphire Blue+Purple]" in the fourth. Since the
true clickable button is [sapphire blue+purple], this action isn’t
recognized by the system. Meanwhile, an auxiliary peer directly
chooses “click[Buy Now]" and completes the task. In this round, the
benchmark LLM follows the auxiliary peer’s decision, corrects its
previous mistake, and succeeds. This case shows that Smart Peers
ensures decision-making diversity at each step by allowing the
benchmark LLM to act independently, enabling timely correction.

What tasks is Smart Peers suitable for? From Table 3, we
can observe that Smart Peers shows significant improvements on
WebShop and Mini-Crosswords; comparatively, the improvement
on ALFWorld is smaller. The above observation indicates that Smart
Peers is more suitable for tasks with “non-absolute metrics". We
consider metrics that are either 0 or 1 to be “absolute metrics", such
as inALFWorld, where the evaluation is binary (completed or failed),
with no intermediate states. This evaluation can be understood as
having no “process points"; even if there is improvement during the
process, the final result may still be a failure. However, in WebShop
and Mini-Crosswords have a metrics on a 0-1 scale, focusing on
task completion processes, offering a larger learning space, which
is why significant improvements are observed in these tasks.

What are the gains of Smart Peers compared toReAct under
differentmodel parameters?Given the advantages demonstrated
by Smart Peers in certain decision-making tasks, we further explore
whether this framework better leverages large-parameter LLMs.
We employ LLMs with varying model sizes to compare the perfor-
mance of Smart Peers and ReAct, in order to investigate whether
this framework can fully utilize the capabilities of large-parameter
LLMs compared to the baseline method. Specifically, we conduct
experiments on the WebShop, using qwen1.5-7b-chat, qwen1.5-72b-
chat, and qwen1.5-110b-chat to run both ReAct and Smart Peers,
respectively. Results are shown in Figure 2.

From Figure 2, we observe an intriguing phenomenon: on Web-
Shop, as model parameters increase, ReAct’s performance gradually
declines, while Smart Peers gradually improves. We hypothesize

Figure 2: Model Parameter Influence on WebShop

that larger model parameters generally enhance model capability,
but in a specific task, larger model parameters may lead to “over-
thinking". [2] also mentions LLMs’ “overthinking" phenomenon.
[2] analyzes the performance of o1-like models on mathematical
problems, pointing out that the o1 model exhibits significant “over-
thinking" on simple problems, generates many useless solutions and
leads to a decline in model performance. In the context of WebShop,
more precise interaction with the system is required. “overthinking"
may lead to model missing the correct purchase timing (just like the
failed trajectory shown in Appendix C). Smart Peers, by allowing
the benchmark LLM to make independent decisions, mitigates this
issue to some extent.

Additionally, as the model parameters increase, the gain of Smart
Peers over ReAct also increases, showing a trend proportional to
the model parameters increase. Specifically, from 7b to 72b, the
parameters increase by approximately 10 times leads to a gain
increase of about 5 times; from 72b to 110b, a parameter increase
of about 1.5 times results in a gain increase of about 1.1 times.

From the above analysis, it can be seen that Smart Peers is capable
of fully leveraging the capabilities of large-parameter LLMs, i.e.,
achieving better performance under larger parameter sizes.

5 Conclusion
In this paper, we introduce Smart Peers, a lightweight reasoning
method with test-time scaling for LLM-Based decision-making. We
believe that as the capabilities of LLMs continue to strengthen, how
to fully leverage the potential of LLMs is a question we need to con-
sider. Smart Peers achieves satisfactory results in decision-making
tasks by integrating sequential and parallel self revision to perform
task decomposition. Specifically, Smart Peers allows the benchmark
LLM to make independent decisions as peers, and lets the bench-
mark LLM decide whether to change the current decision according
to its peers. This paradigm enhances the diversity and factuality
of reasoning. We conduct evaluations on three decision-making
tasks, and the results demonstrate that our method outperforms
some previous solutions. We hope that this work can serve as a
foundation for further research, providing new perspectives on
complex reasoning.
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A Limitations and Broader Impacts
The experimental results indicate that Smart Peers, using relatively
lightweight methods, can fully leverage the capabilities of LLMs
compared to other baseline methods. At the same time, it ensures
diversity in each step of decision-making and has the ability to
promptly correct intermediate steps that may lead to failure, which
helps mitigate the inherent biases and misconceptions [16] of a
single model.

However, we think the method has the following limitations:

• Instability. In the Smart Peers framework, since both the
benchmark LLM and peers utilize the same base LLM, they in-
herently possess equivalent capabilities. Consequently, their
generations and self-revision process are essentially random-
ized events. For example, during our experiments, we found
that sometimes the benchmark LLM does not choose the
correct actions of other peers but insists that its own ac-
tions are correct (indeed, its action may be wrong), thereby
introducing instability to the framework. To address this
limitation, future implementations may incorporate capabil-
ity differentiation among peers, such as employing a more
advanced model as the benchmark LLM to undertake cru-
cial self-revision tasks. This enhanced framework preserves
the key of test-time scaling in Smart Peers while integrating
multi-agent collaboration, presenting a promising direction
for subsequent research exploration.

• Cost increasing. Although Smart Peers demonstrates cer-
tain advantages compared to the ReAct, the cost of utilizing
LLMs and the time required to complete tasks are also in-
creasing. Specifically, the cost is primarily driven by two
factors: parallel generation of multiple independent deci-
sions and sequential reasoning with lengthening reasoning
trajectories, which will not only mean that each round of
reasoning becomes more time-consuming, but also lead to a
higher number of tokens being used, this further escalates
the financial burden. Therefore, it is essential to consider the
balance between task completion and cost.

• Lack of prior planning. Smart Peers relies on the inher-
ent capabilities of LLMs to accomplish tasks. Consequently,
there is an upper limit to its performance improvement. We
can consider enhancing its effectiveness by introducing prior
planning to refine the decision-making process. Specifically,
we could allow the benchmark LLM to perform more in-
formed self-revisions based on the pre-planned strategies of
other peers, thereby strengthening the overall framework.

Based on the above limitations, our future research needs to con-
sider better strategies based on Smart Peers, which includes inte-
grating other advanced frameworks or developing more effective
test-time scaling methods to further improve the decision-making
capabilities of LLMs.

https://openai.com/index/learning-to-reason-with-llms/


KDD 2025 Workshop on Inference Optimization for Generative AI, Aug, 2025, Toronto, Canada Rongrong Chen, Kailin GaoB, Yuan He, and Hongsheng Qi

B Details of Datasets
The summary of datasets’ information can be found in Table 1. The
more detailed information of each dataset is shown as follows.

WebShop
WebShop is a recently introduced online shopping environment

[21] designed to simulate real-world interactions in a noisy lan-
guage setting. It features a vast database of 1.18 million real-world
products and 12,000 human-generated instructions, making it a
challenging platform for evaluating agents in practical applications.
WebShop presents a high diversity of both structured and unstruc-
tured texts, such as product titles, descriptions, and options scraped
from Amazon. The task requires an agent to navigate through web
interactions to purchase a product that matches a given user in-
struction, for example, finding a nightstand with specific attributes
like a nickel finish and a price under $140. The agent must per-
form actions such as searching for relevant items, selecting product
options, and making a purchase based on the instruction. The per-
formance of the agent is measured by the average score, which
reflects the percentage of desired attributes covered by the chosen
product across all episodes, and the success rate, indicating the
percentage of episodes where the chosen product meets all user
requirements.

In our experiments, we select 100 test instructions and use the
average score as the primary evaluation metric. We compare Smart
Peers with ReAct [23] in this dataset.

ALFWorld
ALFWorld [13] is a synthetic text-based game environment de-

signed to mimic the challenges of the embodied ALFRED bench-
mark [12]. It features six types of tasks where an agent must achieve
high-level goals, such as examining a paper under a desk lamp, by
navigating and interacting with a simulated household through text
commands. Each task instance can involve over 50 locations, thus
demanding the agent to plan, track subgoals, and systematically
explore the environment.

In our experiments, we evaluate on 134 evaluation games used
in [13]. We use the prompts from ReAct [23], which constructs
prompts for each task type using permutations of annotated trajec-
tories. We use the success rate as the primary evaluation metric.
We compare Smart Peers with ReAct [23] in this dataset.

Mini-Crosswords
The Mini-Crosswords dataset, sourced from GooBix, consists of

156 games of 5×5 puzzles. Each task provides 5 horizontal and 5
vertical clues, and the goal is to fill a 5×5 grid with letters to solve
the crosswords. The evaluation measures success at three levels:
the percentage of correct individual letters, complete words, and
solved games.

In our experiments, we use the setup from ToT [22], i.e., to ensure
diversity and avoid similar clues between adjacent games, we select
20 games with indices 1, 6, ..., 91, 96 for testing, and we use the
percentage of correct individual letters and complete words as main
evaluation metrics. We compare Smart Peers with ReAct [23] and
ToT [22] in this dataset.

C the ReAct Performance in WebShop Task
As an example, Table 4 illustrates an example of using ReAct to
complete the WebShop task [21], which involves interacting with a

shopping website to purchase desired items. The score indicates the
degree of task completion, with a higher score indicating better task
performance. Multiple attempts using the ReAct method resulted
in both successful and failed trajectories. It is evident that such
methods are not stable, as the task can sometimes be completed
successfully and other times fail. This indicates that these methods
have not yet fully and stably leveraged the capabilities of LLMs.

In the example, the failed trajectory resulted from “overthinking".
Indeed, [B08NSH1ZN4] and [B082WZFD19] are both products that
meet the requirements. However, in the failed attempt, the LLM
did not directly choose to purchase the product. Instead, it opted
to check the product’s attributes and reviews. After reviewing this
information, the LLM decided to buy the product. Unfortunately,
the LLM had forgotten that the “[Buy Now]” button was not on
the current page. As a result, its action was non-interactive with
the system, leading to the failure, while the alternative outputs
generated by the LLM are likely to have made the correct decision,
i.e., directly purchasing the correct product, which shows the inter-
mediate revision is feasible, i.e.,we could pause after making the
wrong decision, allowing the current decision-making LLM to refer
to the trajectories it could potentially generate and decide whether
to revise the current decision. If the current decision-making LLM
decides to follow the action that has made the correct decision, the
trajectory that should have failed can be changed to success.

D Implementation Details
Experiment Setup. In our experiment, for each task, the number
of tasks used, the evaluation metrics and the comparison with other
methods can be seen in Table 5.

LLMs Settings and Prompts. We access the qwen1.5-7b-chat,
qwen1.5-72b-chat, and qwen1.5-110b-chat models through API.
Among these, the qwen1.5-72b-chat model is primarily used, while
qwen1.5-7b-chat and qwen1.5-110b-chat models are employed for
comparative experiments. Following the settings of previous works,
the temperature during the generation process is set to 0 for Web-
Shop and ALFWorld (consistent with [23]), and to 0.7 for Mini-
Crosswords (consistent with [3]3).

Regarding the prompts, we maintain consistency with previous
studies in terms of instruction, few-shot examples, and so forth.
Specifically, for the ReAct method, we use the prompts from the
code released by [23]4. For the ToT method, we use the prompts
from the code released by [3]5. For Smart Peers, since it is based on
the ReAct method in the “Making Decision Independently" step, the
prompts used here are consistent with those of ReAct. The prompts
used in the “Deciding whether to Change" step are illustrated in
the Table 6.

Hyperparameter Settings. The hyperparameters for LLMs
have been previously mentioned. Here, we specify the hyperpa-
rameter settings for the number of execution rounds. For WebShop,
both ReAct and Smart Peers execute 15 rounds (i.e., 15 cycles of
think-action-observation); for ALFWorld, both ReAct and Smart
Peers execute 20 rounds; and for Mini-Crosswords, ReAct and Smart
Peers execute 20 rounds, while ToT executes 60 rounds (i.e., the

3In [3], the proposed method is compared with ToT.
4https://github.com/ysymyth/ReAct
5https://github.com/cyzus/thoughtsculpt

https://www.goobix.com/crosswords/0505/
https://github.com/ysymyth/ReAct
https://github.com/cyzus/thoughtsculpt
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Table 4: Example of Successful and Failed Trajectories in WebShop. Blue text (Action, Observation) represents the framework
of ReAct. Bold text (search, think, click, etc.) indicates the types of Action. Yellow background signifies current clickable
buttons. Red text “Invalid action!" indicates that the Action type cannot interact with the system. In the example, clicking a
button that does not exist on the current page leads to “Invalid action!".

Successful Trajectory Failed Trajectory
Instruction: I need a long clip-in hair extension which is natural looking, and price lower than 40.00 dollars
Action: search[long clip-in hair extension natural looking price < 40.00]
Observation:
[Back to Search]
Page 1 (Total results: 50)
[Next >]

[B08NSH1ZN4] #Some descriptions#...$3.99

[B08883YHLS] #Some descriptions#...$100.0

[B082WZFD19] #Some descriptions #...$9.99

Action: think[B08NSH1ZN4 is a long clip-in hair extension in the
desired color and at an affordable price. ....]
Observation: OK.
Action: click[B08NSH1ZN4]
Observation:
[Back to Search]

[< Prev]

size [16 inch (pack of 1)] [17 inch]

color [1pcs] [brown&black] [purple& black]
Price: $3.99
Rating: N.A.
[Description]

[Features]

[Reviews]

[Attributes]

[Buy Now]
Action: click[Buy Now]
Observation: Your score (min 0.0, max 1.0): 1.0

Action: think[B08NSH1ZN4 and B082WZFD19 are both long clip-in
hair extensions with prices lower than 40.00 dollars. B082WZFD19
seems more suitable as it specifically mentions being natural looking.]
Observation: OK.
Action: click[B082WZFD19]
Observation:
[Back to Search]

[< Prev]

color [blue] [purple] [purple+ princess pink]
Price: $9.99
Rating: N.A.
[Description]

[Features]

[Reviews]

[Attributes]

[Buy Now]
Action: think[...I should check its attributes before purchasing.]
Observation: OK.
Action: click[Attributes]
Observation:
[Back to Search]

[< Prev]
hair extensions
easy apply
...
Action: think[...I’ll proceed to read reviews to ensure it meets the
requirement.]
Observation: OK.
Action: click[Reviews]
Observation: Invalid action!
Action: click[Buy Now]
Observation: Invalid action!
...
Observation: Your score (min 0.0, max 1.0): 0.0

depth of the tree is 60), using the best result from the last round as
the final result for ToT.

E Case Study
Table 7 shows a case which indicates that Smart Peers successfully
changed the failed trajectory into the successful trajectory.
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Table 5: Experimental setup

Dataset Number of tasks used Evaluation metrics used Comparison with other
methods

WebShop 100 test instructions Average score (reflects
the percentage of de-
sired attributes covered
by the chosen product)

ReAct [23]

ALFWorld 134 evaluation games in
[13]

Success rate (whether
the task is completed)

ReAct [23]

Mini-Crosswords 20 The percentage of cor-
rect individual letter,
complete words

ReAct[23], ToT [22]

Table 6: The prompt used for “Deciding whether to Change" with the number of auxiliary peers set to 2 as an example

Prompt for Deciding whether to Change
Now you are doing a task. Following is your so far trajectory.

(SO FAR TRAJECTORY BEGIN)
{so far trajectory}
(SO FAR TRAJECTORY END)
When deciding which action should do next, firstly you make an action and get the corresponding observation:
YOUR ACTION:actions[0]
YOUR OBSERVATION:observations[0]
Now you’d like to check that whether your action is properly. Fortunately, you have two peers who are doing the same task
with you. Their so far trajectories are same as you. And their follow action and observation are:
PEER 1 ACTION:actions[1]
PEER 1 OBSERVATION:observations[1]
PEER 2 ACTION:actions[2]
PEER 2 OBSERVATION:observations[2]
Based on the next actions and corresponding observations made by you and your peers, you can consider to change or maintain
your action, if you think one of your peers is doing better than you, you can change your action to your peers’ actions. However,
if you think you are doing better than others, you can choose to maintain your action.
In summary, You have 3 choices:
X. maintain your initial action.
Y. follow PEER 1’s action.
Z. follow PEER 2’s action.
Please carefully consider which action is most advantageous. Please return the option directly, no explanation needed. For
example, if you decide to choose X, then return ’X’ directly.
Now it’s your turn! Please give your answer!
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Table 7: A case study

Instruction:
I need a long clip-in hair extension which is natural looking, and price lower than 40.00 dollars.

[benchmark LLM]
Round 1:
Action: search[long clip-in hair extension natural looking price < 40.00]
Observation:
[Back to Search]
Page 1 (Total results: 50)
[Next >]
[B08NSH1ZN4]
Colored Hair Extensions,Colored Party Highlights Clip On In Hair Extensions,Multi-Colors Party Highlights Streak Synthetic Hairpieces
Wonderful Rainbow ColorsPurple & Black,1pcs)
$3.99
[B08883YHLS]
18 Inch Long 140G Thick Corn Wave Hair Bun Extensions Kinky Curly Bun Heat Resistant Drawstring Ponytail Hairpiece Scrunchie
Accessories for Women / 33#. . .
$100.0
[B082WZFD19]
Wiysday 20PCS Colored Clip in Hair Extensions Party Highlights Clip in Colored Hair Extensions for Kids Blue Hair Extensions Clip in 22
inch Straight Synthetic Hairpieces. (Sapphire Blue+Purple)
$9.99
=== Round 1 choose to maintain own decision ===
Round 2:
Action: think[B08NSH1ZN4 and B082WZFD19 seem to be within the budget but B08NSH1ZN4 is colored and might not be natural looking.
B082WZFD19 is 22 inches long and has multiple colors which could potentially provide a more natural look when mixed with natural hair.]
Observation: OK.
=== Round 2 choose to maintain own decision ===
Round 3:
Action: click[B082WZFD19]
Observation:
[Back to Search]
[< Prev]
color [blue][purple][purple+ princess pink][rainbow colors][red][sapphire blue+purple][sapphire blue+teal blue]
Wiysday 20PCS Colored Clip in Hair Extensions Party Highlights Clip in Colored Hair Extensions for Kids Blue Hair Extensions Clip in 22
inch Straight Synthetic Hairpieces. (Sapphire Blue+Purple)
Price: $9.99
Rating: N.A.
[Description]
[Features]
[Reviews]
[Attributes]
[Buy Now]
=== Round 3 choose to maintain own decision ===
Round 4:
Action: click[Sapphire Blue+Purple]
Observation: Invalid action!
One of other auxiliary peers action and observation:
Action: click[Buy Now]
Observation: Your score (min 0.0, max 1.0): 1.0
=== Round 4 choose to follow other auxiliary peer’s decision ===
Task is Solved!
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