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Abstract
In this paper, we offer a comprehensive evaluation
of forgetting in large language models (LLMs)
during sequential learning of finetuning tasks in a
pretrained model. We empirically track the degra-
dation of performance across diverse tasks and
find that the validation perplexity can be predicted
using a linear function, regardless of the spe-
cific task, model architecture, or task order. This
knowledge sheds light on the dynamics of knowl-
edge acquisition and retention, offering practical
implications for managing and mitigating task for-
getting in LLM-based systems.

1. Introduction
Common convention around sequential learning assumes
that as a model is fine-tuned on new tasks, its performance
on previously learned tasks degrades (Scialom et al., 2022).
In some cases, this degradation can manifest as catastrophic
forgetting, a rapid decline in performance, often measured
by the accuracy of past tasks ( (Lesort et al., 2019); (Delange
et al., 2021); (Belouadah et al., 2021); (Hadsell et al., 2020)).
Consequently, it has become increasingly accepted that the
learning of new tasks may potentially replace previously
acquired knowledge at an unpredictably high rate.

In this paper, we provide an extensive evaluation of task
performance on large language models (LLMs) as they learn
new tasks. Our objective is to precisely track the degradation
of performance across a diverse range of tasks and model
sizes. By doing so, we aim to shed light on the nature of
forgetting within LLMs and offer empirical evidence about
the rate of task forgetting.

Through our comprehensive analysis, we uncover a con-
sistent pattern of performance degradation across various
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language tasks. We demonstrate that the degradation of the
validation perplexity can be predicted, as it predominantly
adheres to a linear function regardless of the specific task,
model architecture, or the order in which tasks are presented.
This finding has profound implications, as it suggests that
the rate of degradation can be estimated with reasonable ac-
curacy, thus providing valuable insights into the dynamics of
knowledge acquisition and retention in LLMs. Furthermore,
by investigating task performance degradation in LLMs,
our research also offers practical implications for designing
and optimizing LLM-based systems. Knowledge of the pre-
dictable degradation patterns allows for better management
and mitigation of task forgetting, ultimately enhancing the
robustness and long-term stability of LLMs in real-world
applications.

In the subsequent sections of this paper, we present our
experimental methodology, including the task datasets and
models we use, and provide a detailed analysis of perfor-
mance degradation we observe across multiple scenarios.

2. Related Works
There exist many works that analyze or solve an aspect
of forgetting in continual and sequential learning. Given
scenarios with sequences of disjoint training tasks, (Re-
buffi et al., 2017) show that training classifiers from class-
incremental data streams (like with stochastic gradient de-
scent optimization) causes catastrophic forgetting. How-
ever, (Lesort et al., 2023) show how using continual learning
on long sequences of tasks allows learning with stochas-
tic gradient descent to result in knowledge retention and
accumulation rather than pure forgetting. Thereby, chal-
lenging previous assumptions about catastrophic forgetting
in computer vision scenarios. (Scialom et al., 2022) like-
wise explore using continual learning in LLMs to prevent
catastrophic forgetting with similar successful results.

3. Methodology
The following section describes our implementation of fine-
tuning LLMs and measuring their evaluation loss on various
tasks, including information about the task datasets, our
hyperparameters, and model architectures.
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3.1. Methods

In the following section we describe our training scheme.
We refer to the following definitions throughout this project:
Sequential Learning: Models are exposed and finetuned to
one task at a time (Aljundi et al., 2019). After training of
that task is over, we expose it to a new task while continuing
to measure evaluation loss on previously learned tasks to
measure rate of forgetting.
Multitask Learning: Models are exposed to data from
all given tasks at a time (Caruana, 1997). In turn, models
learn to optimize performance on all tasks at the same time
resulting in a multitask model.
Forgetting: We measure forgetting in terms of loss on a
given set. Specifically, an increase in loss on the same
evaluation set indicates forgetting of that task for a given
model.

3.2. Data

We use 6 language generation tasks to train and evaluate
our models on. Specifically, these are Wikiauto (Jiang et al.,
2020), Eli5 (Fan et al., 2019), Gigaword (Scialom et al.,
2022), Covidfact (Scialom et al., 2022), COVID-QA (Möller
et al., 2020), and Twitter Top 20 (Bin Tareaf, 2017). Addi-
tional information about each task can be found in Appendix
Section 5. Given each task’s unique source and output, we
are able to test the ability of our models to satisfy: length
and style requirements, as well as topical knowledge.

3.3. Hyperparameters

We predominantly use the T0 validated hyperparameters
described in (Scialom et al., 2022) to set up and finetune
our models. The details of these can be found in Appendix
Section 5. One key difference we incorporate is to use a
constant learning rate instead of a learning rate schedule to
confirm that jumps in evaluation loss between tasks are not
due to a reset in learning rate.

3.4. Model

We finetune two language models, both in the T0 fam-
ily (Sanh et al., 2021): T0 3b (3B parameters) and T0 pp
(11B parameters). These models are based off T5 (Raffel
et al., 2020), which is an encoder-decoder model pre-trained
on a multi-task mixture of unsupervised, supervised, and
self-supervised tasks and for which each task is converted
into a text-to-text format. T5 is trained using teacher forc-
ing, where for training, there is an input sequence and a
corresponding target sequence. As such, T5 works well on a
variety of tasks out-of-the-box by prepending a different pre-
fix to the input corresponding to each task. We believe this
makes it an especially promising model to finetune different
language tasks on.

3.5. Training

We train the following models and compare and contrast
evaluation loss across all of our tasks.

3.5.1. BASELINES

We incorporate 2 types of baselines to compare our sequen-
tial learner models to:
No Exposure: For each task we analyze, we train a model
using multitask learning on all tasks except that task. This
serves as our ”no exposure” baseline and acts as a substitute
for pure forgetting of that task.
Multitask Model: We train a model using multitask learn-
ing on all of the task data to act as a model that fully remem-
bers how to perform every task.
By incorporating a multitask model as our ideal learner, we
can compare a sequential learner with a model that remem-
bers how to perform a task as well as possible. Furthermore,
by incorporating a model with no exposure to a task, we can
introduce a proxy for fully forgetting a particular task.

3.5.2. ORDERINGS

We train sequential learner models using different orders of
the tasks in order to compare how learning certain tasks first
affects learning/forgetting of future tasks, as well as to con-
trol for such differences to determine the rate of forgetting
for each task (See Appendix Section 5).

4. Results
4.1. Rate of Forgetting

We train our sequential learner on the tasks described in 3.2
by introducing each task separately. As our model trains on
a new task, we continue to evaluate loss on previous tasks
to measure changes in performance and potential forgetting.
Across all tasks, forgetting occurs with loss increasing as the
number of tasks increases (See Figure 1 and Appendix Sec-
tion 5 for all other tasks). Despite this, the rate of forgetting
is relatively low. Instead of large sporadic instances of com-
plete forgetting, we find that the model does slightly worse
on a given task over time as it trains on a new task. Specifi-
cally, for Figure 1, the slope is approximately 0.00071.
This holds when we compare our baselines to the sequential
learner. As shown in Figure 1, as training continues, the
sequential learner performs worse than the multitask model
with exposure to the given task. However, the sequential
learner continues to retain information about Wikiauto as
new tasks are introduced, because it performs at a lower loss
than our multitask baseline with no exposure to Wikiauto.
As such, we find that while forgetting occurs, it does so
slowly over time and exposure to new tasks.
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Figure 1. Evaluation on Wikiauto compared to baselines and other
tasks during training

4.2. Linear Form of Forgetting

We also analyze the functional form of forgetting to deter-
mine if it can be predicted. Ultimately, we find that valida-
tion perplexity on the task being forgotten in our language
model is made up of piece wise linear functions with task
boundaries (See Figures 2 and Appendix Section 5). This is
true across all tasks and shows that forgetting is predictable
given its linear form. Furthermore, the rate of forgetting is
training and evaluation task dependent. Interestingly, we
also find that there are jumps between the piece wise linear
functions. By using a constant learning rate, we are able to
determine that these are not caused by a reset to the learning
rate schedule.

4.3. Various Orderings of Tasks

To determine whether our finding is limited to a particular
sequential ordering of tasks, as well as to better understand
whether ordering affects the weights of a forgetting function,
we train multiple sequential models on random orders of
tasks (See Figures 3, Appendix Section 5). We find con-
sistent results to 4.1, specifically that forgetting increases
gradually for all tasks, despite learning order. Furthermore,
for all orderings, piece wise linear functions can be con-
structed across all tasks (See Figures 4, Appendix Section
5). However, the weights of these task forgetting functions
differ for each order. As such, while the linear function form

Figure 2. Linear regression on forgetting of Wikiauto and Giga-
word for T5-3b

exists, its exact values are also dependent on previous tasks.

4.4. Model Scale

Finally, we compare training sequential models on the 3b
and 11b model to see the effect of model scale on rate of
forgetting (See Figure 5 and Appendix Section 5). Our
results are consistent across model sizes, and for both the
3b and 11b models, forgetting increases at a gradual rate,
and this rate fits a linear functional form separated by task
boundaries. Furthermore, this rate is also dependent on
the order of training tasks, as well as the evaluation task.
Interestingly, model scale also affects the weights of the
forgetting function. In general, the rates of forgetting are
higher for the larger models. This implies that the larger
models forget tasks more quickly.

5. Conclusion
In this paper, we provide a comprehensive evaluation on task
forgetting in LLMs during sequential learning. Our work
reveals a consistent pattern of gradual performance degra-
dation as new tasks are introduced with generally a slow
rate of task forgetting. We also show that the degradation
of the validation perplexity follows a predictable piecewise
linear form, allowing for accurate modeling and estimation
of forgetting, regardless of validation/training task, training
task ordering, or model scale. However, the exact weights
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Figure 3. Another ordering for sequential training of tasks with
evaluation on Eli5 and Gigaword for T5-3b

Figure 4. Linear regression on forgetting of Gigaword and Wiki-
auto for T5-3b

Figure 5. Sequential training of tasks, and linear regresion of eval-
uation for Wikiauto for T5-3b

of this linear function vary depending on validation/training
task, task ordering and model scale.

These findings have practical implications for the design and
optimization of LLM-based systems. By understanding the
predictable nature of task forgetting, we can better manage
and mitigate its impact, enhancing the long-term stability
and robustness of LLMs in real-world applications. Future
research can explore methods to mitigate forgetting. Addi-
tionally, investigating the influence of task similarity and
its effect on performance degradation in LLMs can provide
further insight into understanding how these models learn.
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Datasets
• WikiAuto: a set of aligned sentences from English Wikipedia and Simple English Wikipedia as a resource to train

sentence simplification systems (Jiang et al., 2020) (∼450,000 datapoints)

• Eli5: an English-language dataset of questions and answers gathered from three subreddits where users ask factual
questions requiring paragraph-length or longer answers about general topics, science, and history (Fan et al., 2019)
(∼210,000 datapoints)

• Gigaword: headline-generation on a corpus of article pairs from Gigaword with additional constraints abou specific
words in the output. (Scialom et al., 2022) (∼450,000 datapoints)

• Covidfact: A collection of statements about Covid scraped from web sources with positive and negative labels (”Yes”,
”No). We can not find a direct citation to this specific dataset from (Scialom et al., 2022) and thus assume that it was
created by (Scialom et al., 2022) (∼210,000 datapoints)

• COVID-QA, a Question Answering dataset consisting of annotations by volunteer biomedical experts on scientific
articles related to COVID-19, as well as annotations by experts on scientific articles from the CORD-19 dataset. (Möller
et al., 2020) (∼350,000 datapoints)

• Twitter Top 20: A dataset consisting of hashtags and a an author, where the goal is to generate a relevant tweet by
fine-tuning data from the top 20 most followed users in Twitter (Bin Tareaf, 2017) (∼140,000 datapoints)

Experimental Setup
We use the following hyperparameters for all the models we finetune, many of which are based on (Scialom et al., 2022)
hyperparameters:

3B Model

• WikiAuto Training Epochs: 1

• Eli5, Gigaword, Covidfact, Twitter Training Epochs: 2

• COVID-QA Max Steps: 100

11B Model

• WikiAuto Eli5, Gigaword, Covidfact, Twitter Max Steps: 600

• COVID-QA Max Steps: 100

Both

• Max Sequence Length: 64

• Train Batch Size: 1024

• Devices (GPUs): 4

• Gradient Accumulation Steps: 32

• Constant Learning Rate: 0.001

We train and evaluate our models using 4 A100 GPUs. Additionally, we use DeepSpeed ZeRO-Stage 3, which shards
optimizer states, gradients, model parameters across data parallel workers/GPUs. Furthermore, we also offload the gradients
and optimizer states to CPU/Disk building, and the model parameters to CPU/Disk building.
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Orderings
For the T0 3b model we train the following random orderings:

1. WikiAuto, Eli5, Gigaword, Covidfact, CovidQA, Twitter

2. Eli5, WikiAuto, Gigaword, Covidfact, CovidQA, Twitter

3. Gigaword, Eli5, Covidfact, Wikiauto, CovidQA, Twitter

For the T0 pp model we train the following random orderings:

1. WikiAuto, Eli5, Gigaword, Covidfact, CovidQA, Twitter

2. Eli5, WikiAuto, Gigaword, Covidfact, CovidQA, Twitter

Evaluation on Additional Tasks

Sequential Loss and Linear Regressions on Loss (3B)
Ordering 1

Figure 6. The sequential training of tasks with evaluation for T5-3b on Eli5

Figure 7. Linear regression on loss for T5-3b on Eli5 and Gigaword
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Ordering 2

Figure 8. The sequential training of tasks with evaluation on Wikiauto for T5-3b on Wikiauto and Gigaword

Figure 9. Linear regression on loss for T5-3b on Gigaword

Ordering 3

Figure 10. The sequential training of tasks with evaluation for T5-3b on Eli5 and Covidfact
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Figure 11. Linear regression on loss for T5-3b on Eli5 and Covidfact

Sequential Loss and Linear Regressions on Loss (11B)
Ordering 1

Figure 12. The sequential training of tasks with evaluation for T5-11b on Eli5 and Gigaword

Figure 13. Linear regression on loss for T5-11b on Eli5 and Gigaword
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Ordering 2

Figure 14. The sequential training of tasks with evaluation for T5-11b on Eli5, Gigaword, and Wikiauto

Figure 15. Linear regression on loss for T5-11b on Eli5, Gigaword and Wikiauto
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