Intermediate Representations for Improved Code Translation with LLMs

Code translation is the task of converting code from one programming language (e.g., Java)
to another (e.g., Python) [1]. Early statistical efforts [2] have recently given way to methods
based on large language models (LLMs). However, studies show that LLMs still produce buggy
translations using a zero-shot prompt [1]. One promising avenue to improve translation accuracy is
through intermediate representations, which provide structured guidance for the translation process.
We investigate whether LLM-based code translation can benefit from intermediate representations
(IRs), specifically in the forms of natural language (NL) summaries and abstract syntax trees
(ASTs). We explore two main approaches to incorporate IRs in code translation: (1) a two-step
approach (2S), where the LLM first translates the original code to IR and then translates this IR
to the target language [3]; and (2) a chain-of-thought (CoT) prompting approach, where the LLM
is instructed to use IR to explain its reasoning during translation.

For our experiments, we use two code translation benchmarks: sampled CodeNet [4] (languages:
C, C++, Go, Java, Python) and AVATAR [5] (languages: Java, Python). In Phase 1, we experiment
with different permutations of IRs (NL, AST, or both), and compare with the simple zero-shot
(0SP) and one-shot prompt (1SP) baselines using the open-source GPT-4 LLM as the backbone
(Open GPT4 8X7B [6]) on the sampled CodeNet. Based on Phase 1 results, we evaluated the two
highest performing prompts with Open GPT4 8X7B, StarCoder [7] and CodeGen LLMs in Phase
2. Following [1], we use the percentage of successful translations (successful translated code would
compile, pass runtime checks, and pass existing tests) as the performance metric.
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