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Abstract

Recent experimental and theoretical analyses have revealed that uncertainty-based ac-
tive learning algorithms (U-AL) are often not able to improve the average accuracy com-
pared to even the simple baseline of passive learning (PL). However, we show in this work
that U-AL is a competitive method in problems with severe data imbalance, when in-
stead of the average accuracy, the focus is the worst-subpopulation accuracy. We show in
extensive experiments that U-AL outperforms algorithms that explicitly aim to improve
worst-subpopulation performance such as reweighting. We provide insights that explain
the good performance of U-AL and show a theoretical result that is supported by our
experimental observations.
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1. Introduction

In applications where data labeling is prohibitively expensive, it is important to deploy spe-
cialized algorithms that can inform which are the most useful samples for which to acquire
labels. The active learning (AL) literature proposes numerous algorithms tailored for this
task, such as uncertainty sampling, one of the most extensively analyzed AL algorithms (Set-
tles, 2009; Balcan et al., 2007; Chaudhuri et al., 2015). Despite its theoretical guarantees,
uncertainty-based active learning (U-AL) has been shown to not significantly outperform
the naive baseline of passive learning (PL), especially in the context of deep learning on
image or text data (Sener and Savarese, 2018; Hacohen et al., 2022). In addition, recent
theoretical analyses have revealed that U-AL performs on par or even worse than PL in
high-noise or high-dimensional settings (Mussmann and Liang, 2018; Tifrea et al., 2023).

Despite the known shortcomings of U-AL, we show in this work that this strategy
performs significantly better than PL and other AL baselines in imbalanced classification
settings, where either a class or a group within a class are underrepresented in the training
data. Experiments on several datasets with class or group imbalance show that this phe-
nomenon occurs for a broad set of real-world data distributions. While a similar observation
has been made for uncertainty sampling applied to linear models in class imbalance prob-
lems (Ertekin et al., 2007), to the best of our knowledge, this is the first work to document
the advantages of U-AL for group imbalance and for deep learning models. Furthermore, in



Section 3.2.1 we provide a theoretical result that provides insights into this phenomenon,
which we then verify experimentally in Section 3.2.2. Finally, perhaps surprisingly, our
experiments show that methods that try to combine representativeness and informativeness
(e.g. epsilon-greedy style approaches (Brinker, 2003; Huang et al., 2014; Yang et al., 2015))
hurt worst-group performance, despite often showing a significant improvement in average
accuracy (Shui et al., 2020; Ash et al., 2020).

Our results show that U-AL, while not specifically designed for imbalanced data, con-
stitutes a strong active learning baseline for improving worst-subpopulation performance.
Thus, U-AL becomes one of the few methods proposed in the context of the underexplored
problem of fair active learning (Anahideh et al., 2021).

2. Problem setting: Active learning for imbalanced classification

The overarching goal in this work is to achieve good classification performance with a
limited labeling budget, in situations where the data contains severely underrepresented
subpopulations. In this section we elaborate on the details of the problem setting.

Active learning for classification. We consider settings where there exists a constraint
on how much labeled data can be collected to serve as the training set for a classification
model. In this work we focus on the standard pool-based active learning setting, where
a large unlabeled dataset is available. In this active learning framework, a sampling algo-
rithm can choose to query an oracle to obtain the label for one or more of the unlabeled
data points. This process is repeated iteratively until the label budget is exhausted. The
strategy employed for collecting the labeled set determines the predictive performance of
the classification model trained on this dataset. A naive baseline for assessing the quality
of an active learning algorithm is passive learning (PL), which consists of simply collecting
the labeled data by sampling uniformly at random from the unlabeled dataset.

Uncertainty-based active learning. In this work we study uncertainty-based active
learning (U-AL). As shown in Algorithm 1, this strategy trains a classification model on
the currently available labeled data and queries the label of points on which the model has
highest predictive uncertainty. There are numerous methods that implement a variant of
this strategy, for instance, by acquiring labels where the softmax layer of a deep neural
network has low confidence or querying the label of unlabeled points that lie closest to
the decision boundary of the classifier trained on the currently available data (Ducoffe and
Precioso, 2018). The success of this simple strategy has been questioned numerous times in
the active learning literature (Mussmann and Liang, 2018; Tifrea et al., 2023). In particular,
several works argue that in the context of deep learning, U-AL is not better than PL for a
broad set of image and text datasets (Sener and Savarese, 2018; Hacohen et al., 2022).

Informativeness vs. representativeness-based sampling. A common explanation
for the failure of U-AL for deep neural networks is that the resulting labeled dataset lacks di-
versity, since U-AL greedily selects the most informative samples at each sampling iteration.
To mitigate this shortcoming, several prior works propose to combine the informativeness-
based sampling of U-AL with another sampling objective aimed at choosing points that are
more representative of the overall population. In fact, for deep neural networks, the best
average accuracy with a limited query budget is often achieved by methods that combine
an informativeness and a representativeness sampling objective, e.g. Brinker (2003); Huang
et al. (2014); Gissin and Shalev-Shwartz (2019); Shui et al. (2020).
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Figure 1: U-AL achieves higher worst-group accuracy than PL+ERM and even PL+RW, which
explicitly targets improving this metric. Furthermore, U-AL performs consistently better or on par
compared to another strong AL baseline, coreset-AL.

There are several ways in which one can combine these two often competing objectives.
Assuming that the unlabeled set is drawn i.i.d. from the data distribution of interest, then a
straightforward representativeness-based sampling procedure is uniform sampling from the
unlabeled set, namely passive learning. In this case, one can combine informativeness and
representativeness, for instance, by means of an epsilon-greedy U-AL algorithm where with
probability € the next sample is selected via PL, and with probability 1 —e it is chosen via U-
AL. More sophisticated representativeness-based algorithms include coreset-based sampling
(Sener and Savarese, 2018) or TypiClust (Hacohen et al., 2022).

Data with imbalanced subpopulations. Most of the prior experimental and theoret-
ical analyses of U-AL study the average-case accuracy in settings where there is no severe
underrepresentation in the data distribution. In contrast, in this work we focus on problems
with a pronounced imbalance in the data. We consider both class imbalance (i.e. one or
more classes have many fewer samples than other classes) and group imbalance (e.g. a class
consists of data from two groups, with one of them significantly overrepresented compared
to the other). Moreover, in addition to the average-case accuracy, we are also interested in
the worst-subpopulation accuracy, namely the worst-case accuracy among all the classes or
groups, for class and group imbalance, respectively.

Both the class and group imbalanced problem have been studied extensively in the
supervised learning literature (Sagawa et al., 2020a; Kini et al., 2021), but it remains not
well understood what active learning strategy is more suitable for deep neural networks
that operate in these settings.

3. The benefits of U-AL for imbalanced classification

In this section we show that U-AL can significantly improve the worst-subpopulation ac-
curacy of deep neural networks on several image classification datasets. We provide an
explanation for this phenomenon and explore it further in several ablation studies.

3.1 Experimental study
We begin by providing experimental evidence that U-AL improves the worst-subpopulation
accuracy compared to several commonly considered active and passive learning baselines.

3.1.1 EXPERIMENT DETAILS

Datasets. We consider both class and group imbalanced image dataset. The CIFAR10-
LT and SVHN-LT datasets are a variant of CIFAR10 and SVHN, respectively, that are
used in the class imbalanced literature (Cui et al., 2019). To construct these datasets, 5
of the classes have been subsampled to be 10% of the size of the remaining 5 classes. In
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Figure 2: a) In the imbalanced case, the optimal classifier (wrt average accuracy) is shifted towards
the mean of the minority class. Thus, the proportion of minority points near the decision boundary is
higher than the proportion in the entire distribution. b) Function ¥(¢) that appears in Proposition 1.
Our lower bound on E[n;] exceeds the original n for all € < 0.38. ¢) The variance of the PL4+RW
estimator is larger than for ERM trained on the dataset collected with U-AL.

addition to these datasets, we also consider CelebA and Waterbirds, two datasets which
contain extremely underrepresented groups determined by a binary attribute (i.e. gender
or background, respectively) (Sagawa et al., 2020a,b).

Baselines. We consider the following baselines to compare with U-AL (see Appendix 7
for more details). Collecting the data with PL and then running ERM for prediction
(PL+ERM) as well as the coreset-AL method (Sener and Savarese, 2018) do not explicitly
target underrepresented subpopulations. In contrast, reweighting (PL+RW) (Sagawa et al.,
2020b) aims to improve the worst-subpopulation performance by assigning a larger weight
in the training loss to samples from minority groups.

3.1.2 MAIN EXPERIMENTAL RESULTS

Figure 1 reveals that U-AL improves significantly the worst-group and worst-class accuracy
compared to PL4+ERM for all datasets. Moreover, even when using an explicit mitigation
to improve worst-group performance, such as reweighting (i.e. PL+RW), passive learning is
still surpassed by U-AL. We discuss the potential cause of this gap in worst-subpopulation
performance between U-AL in PL4+RW in Section 3.3. Additionally, we see U-AL outper-
forms coreset-AL in worst-group performance as well. Finally, we note that, as shown in
Appendix 7, the improvement in average accuracy induced by U-AL is almost always less
significant than the improvement in worst-group accuracy.

3.2 Intuitive explanation: U-AL collects a more balanced labeled set

In this section we investigate the cause that leads to the good performance of U-AL in
imbalanced data settings. In what follows, we argue theoretically and experimentally that
U-AL collects a more balanced labeled dataset for both class and group imbalance, and
hence, mitigates the problems that stem from data imbalance.

3.2.1 THEORETICAL ANALYSIS FOR CLASS IMBALANCE

To understand why U-AL tends to perform well on settings with imbalanced data, we
consider a simple binary classification problem with class imbalance. Later, we explain how
the insights transfer from this setting to more general class and group imbalance problems.

Consider a distribution D with binary labels y € {0,1}, where the features = € R4
are drawn from Gaussian class-conditional distributions with shared covariance matrix, X.
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Figure 3: In the case of both class and group imbalance, we see that U-AL samples minority points
at rates far higher than PL and coreset-AL.

More specifically, z ~ N (g, 2) with probability p = 77% and z ~ N (u1,X) with probability
1—-p= #, where 77 denotes the population imbalance ratio between the two classes and
o and w1 are the means of the two class-conditional distributions.

We focus on this setting, since it accepts a linear Bayes-optimal classifier, making it
more amenable for a theoretical analysis. The following proposition shows a bound on the
expected imbalance ratio E[ns] of the labeled set collected after running one iteration of
uncertainty sampling (Algorithm 1) to label a batch of n, samples.

Proposition 1. Let L, be the empirical logistic loss function for a labeled dataset D, =
{(xs,yi)}1=1 made up of n i.i.d. samples from the same distribution D as defined above with
imbalance ratio n € (0,1]. Also, assume that n is sufficiently large. Let fy : R — {0,1}
and let = arg miny L, (fo(X),Y). Assume that we label a batch of ng points from D which
are at most B away from the decision boundary parameterized by 6 in Euclidean distance.
There exists a function ¥(e), such that for large enough n,ng and small enough n,e and B
we have that U(e) > 1 and with high probability,

E[ns] > n-¥(e). (1)

The formal statement and the proof of this result can be found in Appendix 3.4. The
proposition implies that, under some assumptions, the expected imbalance ratio of the
dataset collected with U-AL is closer to 1 (and hence the dataset is more balanced) compared
to the original n < 1. Ertekin et al. (2007) allude to a similar phenomenon to the one
captured in Proposition 1, without a clear and rigorous justification. We plot function ¥
in Figure 2b, which reveals that for sufficiently small € the expected imbalance ratio of
the collected labeled set will be closer to 1 (and hence, more balanced) than the expected
imbalance ratio of PL, .

At the core of this result lies the observation that an overrepresented class is likely to
contain more outliers than an underrepresented class. This, in turn, leads to the decision
boundary being shifted towards the minority class, like in Figure 2. This insight holds more
generally than for linear classifiers and GMM data. In fact, a concurrent work (Chaudhuri
et al., 2023) shows that for a broad family of class-conditional distributions, decision bound-
aries are shifted towards the minority subpopulation for both class and group imbalance.

3.2.2 EMPIRICAL VERIFICATION OF THEORETICAL INSIGHTS

We now check whether the insight from Theorem 1 that U-AL selects a more balanced
labeled set than passive learning holds in more general settings. Indeed, Figure 3 shows
that for both data with class and group imbalance, U-AL improves the imbalance ratio of
the collected training set. Furthermore, in Appendix 7 we study the impact of using a less



biased classifier for sampling the labeled set for active learning. As implied by Theorem 1,
a less biased classifier will not improve the imbalance ratio of the collected data as well as
a more biased classifier.

Finally, we note that more complicated uncertainty metrics can also be used to improve
the imbalance ratio substantially. We demonstrate this result in Appendix Section 3.4
through the inclusion of BADGE (Ash et al., 2020), an active learning algorithm which
measures uncertainty as the gradient magnitude with respect to parameters in the final
network layer.

3.3 Balanced data is better than a balancing algorithm

Figure 1 shows that U-AL improves the worst-subpopulation accuracy compared to not only
PL where the classifier is trained with ERM, but also when a reweighted objective is used
for training (i.e. PL+RW). The reason for this gap lies with the different consequences of
either changing the data or changing the learning algorithm in order to improve worst-case
performance. Francazi et al. (2023) show that for (passive) supervised learning, reweighting
increases the statistical variance of the resulting estimator compared to resampling (i.e.
subsampling the majority subpopulations). Intuitively, reweighting the few samples of the
minority subpopulation amplifies not only the signal, but also the noise in that small subset
of the data. In contrast, U-AL selects more data from the underrepresented populations,
which is a mitigation that does not increase the variance significantly.

Indeed, we can see this trend when comparing the variance of ERM trained on data
collected via U-AL (i.e. U-AL+ERM) and the variance of a reweighted classifier trained on
a uniformly sampled training set (i.e. PL4+RW). For simplicity, we consider a 1D problem,
with data drawn from a 1D mixture of 2 Gaussians, where the imbalance ratio and the ratio
between the standard deviations of the class-conditional normal distributions are varied.
Figure 2c shows that the variance of U-AL+ERM is significantly lower than for PL+RW,
and that the gap grows the larger the imbalance ratio. Finally, note that reweighting can
also be used alongside U-AL (instead of ERM) to further improve worst-group accuracy.

3.4 Representativeness-based AL hurts worst-subpopulation accuracy
Several recent works suggest that striking a balance between informativeness and represen-
tativeness is necessary for the success of AL for deep learning (Gissin and Shalev-Shwartz,
2019; Ash et al., 2020; Shui et al., 2020). However, if data is imbalanced and the goal is
worst-subpopulation accuracy, we see that employing a representativeness-based objective
leads to collecting a more imbalanced labeled set, which in turn induces poorer performance.
To show this, we consider an e-greedy strategy, in which at every round, an e fraction of
the samples are selected using uniform sampling, while the remaining points are chosen with
uncertainty sampling. Appendix 7 indicates that a larger fraction of points sampled with
the representativeness-based objective, leads to greater imbalance in the collected labeled
set and consequently, hurts the worst-group performance. We expect that a similar trend
occurs as well for methods like BADGE (Ash et al., 2020) which implicitly interpolate
between a diversity-inducing objective and uncertainty sampling.
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Appendix A.

In this appendix we provide a rigorous proof of Proposition 1 from Section 3.2.1. We begin
by presenting the pseudocode for the U-AL procedure that we analyze in this work.

Algorithm 1: Uncertainty-based AL (U-AL)
Input: Seed set Dyeeq, unlabeled set D,,, budget ng, uncertainty score u, loss function £
Result: Prediction model f
Dé — Dseed
for n € {|Dseea| +1,...,n¢}+ do
3 [ < argming ﬁ Z(z,y)em L(f,y)
Tquery ¢ argmax,cp u(w; f)
Yquery — AcquireLabel(zquery)

Dy <+ Dy U {(quucry, yqucry)}; Dy < Dy \ {xqucry}
7 return arg minf ﬁ Z(Ly)epl L(f,y)

N =

[N BN

We now define formally our chosen setting. We consider binary logistic regression classi-
fiers in 2-dimensions, but it should be noted that we make no major use of this assumption
and a similar result holds for arbitrary dimension. Assume that our data 2 € R? is sampled
from a distribution D such that only the first component of each sample corresponds to a
signal dimension. The remaining dimension is isotropic Gaussian noise.

The signal component of our data is distributed according to two Gaussians with means
w € {po,p1} and standard deviation o > 0, corresponding to the two classes with labels
y € {0,1}. = ~ N(po,X) with probability p = nﬁ and z ~ N(p1,%) with probability
1—-p= #, where 71 denotes the population imbalance ratio between the two classes.

We define our model, fy : R? — {0,1}, as

y 1 ifS(OT7)=S(wlz+b)>05
fo@y =L ISOD =S o) @)
0 ifS(@'z)=S(w'z+b) <05
where 6 = [w,b] ", # = [x,1]T, and S denotes the sigmoid function.

Let L*(0) = Eyp[L(fo(x),y)] be the expected logistic loss of classifier 6 over data
points sampled from our distribution. Then, let #* = argming L*(6). * = [w*,b*]T and
it is well known that in the case of data sampled from two gaussians sharing the same
covariance matrix, the optimal logistic regression classifier has the following closed form:
w* =271 (ji — fio) and b* = —3w* T (fi1 + jio) + log(n).

Now, let L, be the logistic loss function for a dataset D,, made up of n i.i.d. samples
from our distribution D. Also, let § = arg ming L, (fo(X),Y). Applying Theorems 1.1 and
1.2 from (Ostrovskii and Bach, 2020) we know that with probability 1 — 4,

10— 6%|l2 < e 3)

for €, >0 and n = O(logi#).
We know that 6 = [,b]T, so we get

1 —wi| = |[dr — will2 < |16 — 6]l < € (4)

[in| = [z —w3| = ||z —wi|l2 < |6 — "]l < € ()



b= 6% = b= b"[]2 < 10— 0%|2 < € (6)

where the right most inequalities of (4), (5), and (6) are just a trivial application of (3).
We are now ready to state a rigorous version of Theorem 1.

Proposition 2. Assume we have a logistic regression classiﬁeré = [121,1;]—'— trained on a
dataset D,, = {x;,y;}7_y which is sampled i.i.d. from distribution D. If n is sufficiently
large to apply Theorems 1.1 and 1.2 from (Ostrovskii and Bach, 2020) with €¢,§ > 0, then
after querying ng additional points within L2 distance 8 of the decision boundary defined
by é, the expected imbalanced ratio of the labeled set, E[ns], can be bounded from below with
probability 1 —§:

n+ng- TS

v 2
Elns] = n- —— (7)
n+ng- \/IQ?Iy exp(5t22)dz
for
 mit b te—f(uwi—o)
N o(w} —e€)
U:_ul(w{—e)—&-b*—e—i—ﬂ-(w’f—e)
Vo (Wi +e)? + ¢
i b —e—f-(ui 4
N o(w} —e€)
y__uo(wi‘—e)—l-b*%-e%-ﬁ-(wf—i-e)

o+ o+

Proof. Note that the decision boundary of our empirical classifier, § = [w,B]T, is a hy-
perplane with normal vector @ and offset b. Therefore, the set of points at most 3 away
from our decision boundary in terms of Euclidean distance will be the set: Q = {x :
2T +b+ B[]y >0and 2T +b— 8- ||z <0}

Given a 2-dimensional Gaussian distribution A (p,), the total probability mass P
contained in the set QF = {z : 27w + b > 0} is equal to:

"= w}m /Q eXp<—§<w — ) =7 @ - ji))da

Through careful re-parameterizations we get that for our setting:

1 o0 1
p- \/g/ exp(—5 )z = 1 - B(a)
where @ = — #wth) _ __ (puith) = and ® is the standard normal CDF. This formula allows

VEwllz /02wl +w?
us to compute the probability mass of our majority and minority distributions contained in
the set 2 and thus the probability of points sampled from these distributions falling in this
region.

Ple € Q)2 ~ Ao, D)) = (1—(— L0t B Nlall) )y ¢ g (o b5 l[all)

Vo2? + w3 Vo2wd + w3

10




(o1 + b+ B - ||w]]2)

/0202 1 02 NIRRT
oWy + wy oWy + wy

(uatin + b+ B - ||17J||2)))_(1_(I)<_ (patd1 +b— B - [|i]]2)
Voriwg + w3 Vo2d + w3
(pwdy +b— B [[id]|2) (u161 + b+ B - [[]|2)
Vo2w? + w3 Votwi + w3

Let us now recall some results from earlier. With probability 1 — 4, for sufficiently large
n, w; —e < w; < w!+eand b*—e < b < b*+e. Additionally, ‘ [|W||2—||w*||2 ’ < ||w—wl|2 by

(pothr +b— B - ||i]]2)

— (- ) - (- )

PlzeQ|z~N(u,X)) = (1-0(—

)

= (- ) - (- )

the reverse triangle inequality, so for the same n as before: ’ [|w]]2 —||w*]|2 ‘ <[|0—0%]2 < e

with high probability. Thus, w} — € = ||w*||2 — € < [|W||2 < ||w*||]2 + € = w} + €. Let’s also

assume that our parameters are well chosen, so that |wi], [b*| > € and o < 0 < py.
Therefore, with probability 1 — 4,

(Mo(wT+€)+b*—6—5'(101‘4-6)))
o(wi —€)
_of _ (mowi —e)+b" e+ B (wi+¢€))
(I)( Vo2 (wi +€)? + € ) (®)

Pz € Q| z~ N, ) < 2( -

We can also lower bound the probability for our minority distribution,

(Ml(wf+€)+b*+€—5'(Hw*\b—ﬁ)))

o(wi —€)

_of - (m(wi—e)+b"—e+ B (|lwla —€))
(I)< Vo2(wh +€)2 + (d—2)e? ) ©)

PWGQ\xNNUmE»Z®(—

Finally, we conclude by noting that:
ntng Pl e |z~N(, X))
n+ng - PlxeQ|z~N(u,X))

which we have shown to be bounded from below by the expression given in Theorem 2.
O

E[ns] =n (10)

Appendix B.

We studied the impact of using a less biased classifier when sampling the labeled set for
active learning. To do this we varied the weight used for re-weighting the minority class
across a range of values, shown in Figure 4.

As explained before, a more bias classifier will be pushed towards underrepresented sub-
populations, leading to more minority points being queried at higher frequencies and thus
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Figure 4: We compare the imbalance ratio achieved by U-AL across a variety of minority
group weights. For both datasets, we see that the higher the minority group weight and
hence, the less bias the classifier, the worse the imbalance ratio becomes.

improves the imbalanced ratio of the labeled set. A less biased classifier will not be shifted
towards these minority sub-populations as severely, which as we see in Figure 4 leads them
to not improve the imbalance ratio of the labeled set as much as a more biased classifier.

Appendix C.

In this section, we include detailed results for our experiments outlined in Section 3.1.2.
We present these results in figures: 5, 6, and 7. Alongside, the active learning techniques
discussed previously, we include BADGE as a baseline. Note that BADGE incorporates an
uncertainty-based objective for sampling and therefore is expected to perform well under
imbalance. This follows from the same intuition we presented for U-AL. All experiments for
this section were run using a ResNet-50 and any graph with confidence intervals represents
the average across 5 independent experimental trials. Any experiment run on CIFAR10-
LT, SVHN-LT, or CelebA used an initial labeled set of size 1000 and queried 500 additional
labeled points per round. For Waterbird experiments, the initial labeled set contained 500
datapoints with 200 additional labeled points being queried per round.

Appendix D.

In this section we include the results for our e-greedy experiments introduced in Section 3.4.
In figures 8, 9, and 10, we see how group imbalance, average accuracy and worst-group
accuracy are affected as € is varied between 0 and 1. Similar to Section 3.4, these experiments
were run using a ResNet-50 and any graph with confidence intervals represents the average
across b independent experimental trials. Again, any experiment run on CIFARI10-LT,
SVHN-LT, or CelebA used an initial labeled set of size 1000 and queried 500 additional
labeled points per round. For Waterbird experiments, the initial labeled set contained 500
datapoints with 200 additional labeled points being queried per round.

12



Minority Sample Percentage

0.20
T
» 018
o
£ BADGE
E 0.16 —— Coreset
5 —— U-AL+ERM
g 014 — PL+RW
£ PL+ERM
8012
(7]
o

0.10

1000 2000 3000 4000 5000

Number of Samples in Label Set

(a) CIFARIO0-LT: Proportion of Minority
Data Points in the Labeled Set.

Blonde Male Sample Percentage
0.025

—— BADGE
—— Coreset

3 — UAL

® 0.020

o —— PL+RW

E —— PL+ERM

El

= 0015

o

(4]

j=2]

8

g 0010

@

o

0.005

3000 4000 5000
Number of Samples in Label Set

1000 2000

(c) CelebA: Proportion of Blonde Male Data
Points in the Labeled Set.

Minority Sample Percentage

0.20
0.18
o}
w
g 018 BADGE
=
E 0.14 —— Coreset
5 —— U-AL+ERM
%0_12 —— PL+RW
z PL+ERM
(7]
o
5 0.10
o
0.08

1000 2000 3000 4000 5000
Number of Samples in Label Set

(b) SVHN-LT: Proportion of Minority Data
Points in the Labeled Set.
Landbird-Water-Background Sample Percentage

—— BADGE
—— Coreset
g 010 — UAL
= —— PL+RW
]% —— PL+ERM
= 0.08
k]
Q
o
@
€ 0.06
Q
I
[
a
0.04

500 750 1000 1250 1500 1750 2000 2250
Number of Samples in Label Set
(d) Waterbirds: Proportion of Landbird-
Water-Background Data Points in the La-
beled Set.

Figure 5: These figures demonstrate that across a wide range of datasets, U-AL increases
the proportion of minority points in the labeled set by consistently querying minority points
at higher frequencies than their overall prevalence in the dataset.
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Figure 6: U-AL is still able to perform similarly to more representative sampling methods
despite querying points from underrepresented sub-populations disproportionately.
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Figure 7: Uncertainty based active learning methods achieve highest worst group accuracy
on all datasets after 10 sampling rounds. Uncertainty based method significantly outperform
representative methods such as PL4+ERM and PL4+RW, in some cases by as much as 10%.
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Figure 8: These figures show the minority group sample percentage for each dataset across
a wide range of € for e-greedy models. We see that for all datasets, increasing e (and by
extension the representativeness of the sampling objective) leads to fewer minority points
being sampled. The opposite is true as € decreases.
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Figure 9: These figures show the effect on average accuracy caused by varying e for e-greedy
sampling strategies. We see that interestingly, for all datasets, smaller values of € tend to
result in improved average accuracy. This is somewhat surprising, as decreasing € leads to
a less representative sampling strategy.
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Figure 10: These figures show how the worst-group accuracy is impacted by varying e for
e-greedy sampling strategies. We see that despite high variance, there is a noticeable trend
that decreasing e leads to better performance on underrepresented sub-populations. This
is to be expected, since smaller € leads to a more balanced labeled set.
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