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Abstract

Classical algorithms for market equilibrium computation such as proportional
response dynamics face scalability issues with Internet-based applications such as
auctions, recommender systems, and fair division, despite having an almost linear
runtime in terms of the product of buyers and goods. In this work, we provide
the first quantum algorithm for market equilibrium computation with sub-linear
performance. Our algorithm provides a polynomial runtime speedup in terms of the
product of the number of buyers and goods while reaching the same optimization
objective value as the classical algorithm. Numerical simulations of a system with
16384 buyers and goods support our theoretical results that our quantum algorithm
provides a significant speedup.

1 Introduction

The balance of supply and demand is a fundamental and well-known law that determines the price of
goods in a market. In a market with a set of n buyers and m goods, the competitive equilibrium [1, 2]
determines the optimal price and allocation of goods such that the supply equals the demand in the
given market. The computation of the competitive equilibrium is known as the market equilibrium
computation problem, whose unique solution was shown to exist under a general model of the
economics in the seminal work of Arrow and Debreu [3]. The relevance of such problems in
algorithmic game theory [4, 5] is substantiated by the first welfare theorem, which implies that the
competitive equilibria are Pareto-efficient [6], where no allocation is available that makes one agent
better without making another one worse. In competitive equilibrium from equal income (CEEI)
scenarios, such equilibria are further known to by envy-free [7, 8], where no agent would prefer an
allocation received by another agent over their own.

The market equilibrium computation problem has, in recent years, been extended to various large-scale
Internet-based markets [9], including auction markets [10], fair item allocation/fair division [11-13],
scheduling problems [14] and recommender systems [15]. Such developments call for the need to
further develop algorithmic theories for markets and the computation of market equilibria. We focus
on a particular type of market known as the Fisher market [16, 17], where there is a set of n buyers
interested in buying m infinitely-divisible goods, and where each buyer has their monetary budget
that has no intrinsic value apart from being used to purchase goods. We mainly consider Fisher
markets with linear utilities, where the total utility gained by purchasing goods is strictly linear to the
value and proportion of the goods obtained.

For combinatorial formulations of the market equilibrium problem, algorithms have been discovered
that can obtain exact and approximate solutions [18-21], these algorithms scale poorly against the
growing number of buyers and goods. One can also formulate the market equilibrium computation
problem as an optimization problem that maximizes a convex objective function known as the
Eisenberg-Gale (EG) convex program [22, 23]. For such optimization problems, approximate
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Algorithm Iterations Runtime Memory Result Prep.

1 ~

PR dynamics [24] Ogg m %) (%) O(mn) N/A, in RAM
2logm ~ mnmax(m,n) . QA: O(poly log ™)

Our work 6 O( = > O(m+n) SA: O(y/mn)

Table 1: Main results. In this work, n is the number of buyers, m is the number of goods, and ¢
indicates the additive error of the computed values to the minimally-achievable EG objective value.
The memory complexity for the quantum algorithm (annotated with *) refers to the use of quantum
query access to classical memory, achievable by QRAM (see Definition 3), instead of classical RAM.
As the computed competitive equilibrium consumes O (mn) memory, our quantum algorithm does
not provide the entire bid matrix, but instead provides quantum query access (QA) and sample access
(SA) to the competitive equilibrium. The result preparation column refers to the additional runtime
cost of preparing QA and SA.

solutions can be found much faster. One such algorithm of the market equilibrium problem is the
proportional response (PR) dynamics [24, 25]. The PR dynamics is an iterative algorithm that
converges with a rate of % where T is the number of iterations. Each iteration has a cost of O(mn)
from proportionally updating individual bids of each buyer for different goods.

Given the high number of buyers and goods that can exist in Internet-based markets, the problem of
further algorithmic speedups to the computation continues to be an active field of research. Gao and
Kroer [26] discovered that by using projected gradient descent instead of PR dynamics, the market
equilibrium can be found with linear convergence. Other attempts that aim to reduce the cost per
iteration, such as using clustering to reduce the problem size [15], have also been made. However, it
is unclear whether advantages beyond a constant-factor speedup can be provided.

While it is unclear whether additional classical strategies can provide further algorithmic speedup to
the market equilibrium computation problem, one can utilize algorithmic developments in quantum
computation to achieve such goals. Quantum computation [27] is an emerging technology that
has been utilized for algorithmic speedups in various optimization problems [28] such as linear
programming [29] and semidefinite programming [30-33].

In this work, we consider a Fisher market with n buyers and m goods, where the objective is to
find an approximate market equilibrium whose EG objective function is within an additive error
¢ of the optimal EG objective value. We provide a method to reduce the cost per iteration by
utilizing quantum norm estimation and quantum inner product estimation [34, 35] and provide the
first quantum algorithm to achieve sublinear performance in terms of the product of the buyers and
goods in market equilibrium computation. To arrive at the quantum algorithm, we show an alternate
version of the PR dynamics with erroneous updates, which we term the faulty proportional response
(FPR) dynamics. We then provide a quantum algorithm that provides a quadratic speedup in terms of
the smaller dimension between buyers and goods, as well as less memory consumption, albeit being
based on QRAM instead of classical RAM. We summarize our results in Table 1.

Unlike the classical PR algorithm, which provides an entire matrix corresponding to the competitive
equilibrium with storage O(mn) space,' we provide quantum query and sample access to the values
of the competitive equilibrium, which allows access to the individual values by index querying as
well as ¢; sample access to the values. This access format has previously been used as the output
model for quantum recommendation systems [36], quantum linear system solvers [37], but has been
pointed out to have significant caveats [38]. While the quantum algorithm does not exactly “solve”
the market equilibrium problem in the sense of outputting the entire matrix, quantum query and
sample access provide a preparation of a quantum state encoding the solution that can be used for
further computation, for extracting only a small set of values within the matrix, or for extracting
certain properties of the matrix, which may indeed be the use case for large-scale distributed systems.

'Given that it takes O(mn) to even output the entire matrix, a sublinear algorithm would require a different
output model in the first place, since the sublinearity would be undone by the solution generation.



2 Preliminaries

Notations. Let [n] := {0,1,...,n — 1}. We use ® to represent element-wise multiplication, as
well as & for bit-wise XOR operation and ® for tensor products. For vectors v € RY, we denote a

vector’s £, norm by ||v[[, := {/ Zf\; |v;|[P. Let Mz« n(R) indicate the space of square matrices of
size M x N over R. We denote the i-th row vector of A by A; , and the j-th column vector of A by
A, ;. We further define I as [0, 1], and the n-unit simplex as S”, i.e. S" = {v € I", ||v||; = 1}. For
sets of numbers, we add the subscript - to indicate a constraint on positivity for elements in the set.
We use |k) to denote a binary encoding of a real number & up to arbitrary precision into a quantum
state, and |0) to denote a multi-qubit zero state whose number of qubits can be inferred from the

context. Lastly, we use O(+) to omit polylogarithmic factors in asymptotic runtime/memory analysis.

Quantum computation. Quantum algorithms are shown to be able to provide asymptotic speedups
over classical counterparts [28, 39, 40] by utilizing characteristics of quantum mechanics such as
preparing superpositions of different computational paths.

This property of quantum algorithms allows one to simulate the probability distribution of classical
randomized algorithms directly as amplitudes of the quantum state, with the accepted results of the
classical algorithms labelled as “good” states, and the rejected results as “bad” states. The quantum
amplitude amplification (QAA) [41] technique amplifies the amplitudes “good” states such that the
success probability increases to a sufficiently high occurrence from its original p upon measurement
at a runtime cost of O(1/,/p). This provides a quadratic speedup compared to classical Monte Carlo
methods, which take on average O(1/p) samples to achieve success. The QAA technique gives
way to another technique known as quantum amplitude estimation (QAE) [41], which combines
QAA with eigenvalue estimation via quantum phase estimation (QPE) [42] to directly estimate the
probability value of the occurrence of a certain event with a quadratic speedup.

Theorem 1 (Quantum amplitude estimation; Theorem 12, [41], Formulation of [43]). Lett € N.
We are given one copy of a quantum state |1) as input, as well as a unitary transformation U =
I —2|4) (3|, and a unitary transformation V.= I — 2P for some projector P. There exists a quantum
algorithm that outputs @, an estimate of a = || P ) ||, such that

|&—a|§2777”a(1_a)+;722

M

with probability at least 8 /72, using M applications of U and V each.

In this paper, we use QAE to estimate /; norms and inner products of vectors v € IV up to a

multiplicative error in M € (’)(@ log(%)) runtime with probability 1 — ¢ [35], invoking a quadratic
speedup in both the dimension and the error rate. We defer the formulation and details to Appendix A.

Apart from quantum subroutines that provide speedups, we also require the usage of arithmetic
operations such as addition, subtraction, multiplication, and division on quantum computers. We
assume the arithmetic model, which would allow us to ignore issues arising from the fixed point
representation of numbers.> We further assume that we have access to quantum arithmetic circuits [44,
45] that can perform such arithmetic operations in O(1) gates, and that by using such circuits,
computation of the n-th power of a number, where n € N, can be achieved in O(poly logn) gates,
using methods like binary exponentiation [46]. We note that quantum arithmetic circuits can be used
to execute the same operation on multiple numbers in parallel if the numbers are held in superposition.

In regards to the access of data encoding in quantum states, there are two main models — quantum
query access and quantum sample access. For clarity, we highlight quantum states that indicate the
index in such access models in bold font throughout the manuscript.

Definition 1 (Quantum query access). Let n € N and ¢ € O(1). Let a vector of bit strings w be such
that Vj € [n], w; € {0,1}¢, and let an arbitrary bit string be 2 € {0, 1}¢. We define quantum query
access to w as the access to individual bit strings in w for j € [n] in the format of

|5 [2) = 1) |2 & w;)
operating on O(logn) qubits.

2If the fixed point representation with an additive error of y is considered, the additional multiplicative
cost required for operations is then O(poly log i) Considering 1 € £2(1/ poly(m,n)), the additional cost is

O(poly log(m, n)), which are polylogarithmic factors that we already omit in this paper.



Note 1.1. Note that when = = 0, the quantum register stores |w;) after the query. When 2 = w), the
quantum register stores |0) after the query. Hence, two consecutive queries onto a quantum register is
the identity operation.

Definition 2 (Quantum sample access). Let n € N and w € R™. We define quantum sample access
to w as the access to the index j € [n] by probability w; /||w||; in the format of

A n—1 w .
0) — Zj:o WIJ)
operating on O(logn) qubits.
Note 2.1. In quantum mechanics, Born’s rule [47] postulates that the probability of measurement

outcome corresponding to a state |j) is proportional to the square of its amplitude under superposition.
Hence, the square root in the amplitude regarding the format of quantum sample access.

Lastly, we need to access the input matrices and intermediate vectors as a superposition of encoded
quantum states. Such quantum query access to classical data in memory can be achieved by quantum
random access memory (QRAM) as follows.> We refer the reader to [49] for a detailed survey.

Definition 3 (Quantum random access memory; [52, 53]). Letn € N and ¢ € O(1). Also let w be
a vector of bit strings such that Vi € [n],w; € {0,1}°. A quantum RAM provides quantum query
access to w; in superposition after a one-time construction cost of @(n), where each access costs
O(polylogn).

Note 3.1. Quantum sample access can also be provided by QRAM via Grover-Rudolph procedure [54]
during construction with logarithmic overhead but is not used in this work.

Fisher market equilibrium. In the Fisher market model [16, 17], we are given a market of m
infinitely divisible goods to be divided among n buyers. Without loss of generality, we assume a
unit supply for each good. Each buyer i € [n] has a budget of B; > 0 that has no intrinsic value
apart from being used to purchase goods where, again without loss of generality, we assume that
the corresponding vector B € S™. Each buyer also has a utility function u; : R™ — R that maps
an allocation of portions of m items to a utility value. We can then define the allocation matrix
x € My xm(I) such that x;; is the portion of item j allocated to buyer ¢, where x; € I" is the
bundle of products allocated to buyer . In this paper, we consider linear utility functions such that
ui(z;) = Zje[m] V5, where v;; > 0 is the value for a unit of item j for buyer .

Given the Fisher market, we want to compute its competitive equilibrium, which consists of the price
vector p € R’ for each item j and allocation matrix = such that each buyer i exhausts their entire
budget B; to acquire a bundle of items x; that maximizes each of their utility u;(x;).

The market equilibrium of Fisher markets can be captured by solving the Eisenberg-Gale (EG) convex
program [22, 23]. The program is derived from maximizing the budget-weighted geometric mean of
the buyers’ utilities i.e. the Nash social welfare, satisfying natural properties such as invariance of the
optimal solution to rescaling and splitting [55], and balances the efficiency and fairness regarding the
allocation of goods. Applying the log on the geometric mean, the EG program is as follows:

Maxy >0 Zie[n] B;logu;(x;) s.t. Zie[n] zij = 1,Yj € [m]. )
where the price p; is the dual variable of the constraint on x;;. Such convex programs (maximization

of a concave function subject to constraints) can be solved by interior point methods [56], but may
not scale to large markets. We discuss this further in Section 6.

For the linear Fisher market, an alternative convex program that obtains the same market equilibrium
was shown by Shmyrev [57]. Supposing that each buyer ¢ submits a bid b;; for item j such that the
sum of the bid of the buyer matches their budget B; such that each buyer i is allocated x;; = b;;/p;
of item j, we have the following convex program:

maXp>0 ZU bij IOg % S.L. Zie[n] bij = pj,Vj € [m], Zje[m] bij = BHVZ S [n] (2)
As the allocation matrix and price vector can be directly computed from and conversely, be used to

compute the bid matrix, the bid matrix can be used as a direct representation of the market equilibrium
itself, and hence, is the output of the algorithm we discuss in our paper.

30ur memory unit can be more precisely termed QRACM [48, 49], including a classical memory, or
quantum read-only memory (QROM) [50] as opposed to QRAQM [48, 49] or the quantum random access gate
(QRAG) [51], whose memory registers store quantum states instead of classical numbers. However, both are
more commonly and jointly referred to as QRAM in the literature.



Proportional response dynamics. The proportional response (PR) dynamics is an iterative algo-
rithm [24, 25, 58] that obtains the Fisher market equilibrium computation by updating the bids b,

submitted by buyer ¢ for item j. For each time step ¢, the elements of the price vector p(t) are com-

puted by summing the bids for item j such that p( ) =5, "), The allocation x( ) is then obtained

7717
(t)

by taking z;; b(t) / p(t) The buyers then update the bids such that the new bid is proportional to

the utility u Z Vi T, gamed in the current time step such that b(.;_ﬂ) = Bjv;x (t) /u(t) It
was shown by Blrnbaum et al [59] that the PR dynamics is equivalent to mirror descent [60 61] with
respect to a Bregman divergence [62] of the Shmyrev convex program.

For ease of discussion, we write the objective function of the EG and Shmyrev convex programs
as functions of the bid matrix b, obtaining the EG objective function ®(b) = — Ele[n] B; log u;

and Shmyrev objective function W(b) = 3, (1 icim bij log 22 We denote the optimal bid b* =
arg minye g ®(b), where S = {b € My (I) : 32 bij = B }

The convergence bounds of the PR dynamics regarding the EG and Shmyrev objective functions for

linear Fisher markets were found as follows:
Theorem 2 (Convergence of PR dynamics; [59]). Considering a linear Fisher market, for bg) as

B;

iteratively defined by the proportional response dynamics where bl(»?) = -, we have

WOHM) —w(br) < REE @(BTY) - 0(b) < R 3)

We provide an alternate end-to-end proof of the convergence of both convex programs in Appendix B
that varies from Birnbaum et al. [59]’s approach and, unlike the latter, is centered around the
EG function instead of the Shmyrev function. Elements of this proof are used in the proof of
theorems in later sections. Two notable results that we prove and utilize are: 1) \I'(b(“rl)) <
d(bM) + > icpn) Bilog B; < U (b)), and 2) the telescoping sum of the difference of the KL
divergence [63] of the optimal bid and the iterating bids can be lower bounded by the difference of
the current EG objective function and the optimal EG function.

3 Faulty proportional response dynamics

Before moving on to our quantum algorithm, we propose the faulty proportional response (FPR)

dynamics, which computes an erroneous update to compute a sequence of bids I;ff) Such updates
still retain a convergence guarantee, and serve as a counterpart to Theorem 2. We first define a faulty
update we use for the FPR dynamics:

Definition 4 (Faulty proportional response update). Lett > 0 and b e M xm(L+). Let us be given

€ (0,0.5) and 59 such that v, ¢, [\ —pi”| < p\c, where 5\ = S, b7, Further, let us be
given ¢, € (0,0.5) and #*) such that Vi, t, |1/§t) A(t)| < A(t)s where 1/( ) = 2 jelm v”b( )/p(t).
A faulty proportional response update of the bids from tlmestep ttot+1isthen expressed as follows:

RO B(t+1) _ B‘vzjig?
Ly = ﬁgt)7 ij = Dy I;Et) .

Note that while p; provides an estimation to the price p; = Zie[n] l;ij, v; does not provide an

estimation to the exact utility @; = 3¢ (,,; v,-]-IA)ij /D;. Instead, 7; estimates 2;, which replaces p; in
the computation of u; with p;.

We find the convergence bounds of the FPR dynamics regarding the EG objective function for linear
Fisher markets are as follows:
Theorem 3 (Convergence of the FPR dynamics). Considering a linear Fisher market, for bg) as

iteratively defined by the faulty proportional response dynamics where 137(3) = %, we have

mintem ‘I)(I;(t)) - o) < 2101§m

log m
6T *

logm
8T

when €, < and g, <



A high-level idea of the proof follows from the telescoping sum trick to upper bound the EG objective
functions with KL divergence from our proof of PR dynamics but with the consideration of error. We
show an end-to-end proof of the convergence of the EG objective function in Appendix C.

Notice that in the FPR dynamics, we do not enforce the monotonicity of the iterations, but instead
simply take the minimum value over all iterations. The error terms ¢, and ¢, in the FPR dynamics
are only upper bounded such that the total sum of objective values over 7" iterations (plus the original
iteration) can be upper bounded by log m plus an accumulated error over 7T iterations also within
logm. If we enforce the monotonicity of the iterations to take the last iteration, the error would
require O(1/T?) precision and would incur a further multiplicative overhead of T in our algorithm.

However, given the formulation of a faulty update, a problem that comes into question is whether
the computation of the exact value of the function ®(b) is supported, as we do not compute w; in the

process of updating. Without computation of ®(b), one can not be sure which iteration of b® s the

minimum. On the other hand, we can use the computed value of ﬁi(t) as an estimator for the function

®(b). The following result is then obtained.

Theorem 4. Considering a linear Fisher market, for bgi) as iteratively defined by the faulty propor-

) _

tional response dynamics where l;ij = % Let t* = arg max;c 7y > €n] B;log Dl-(t). Then

7 (t* * 2logm
B(H1) — @ (b) < 2iogm

logm
6T *

logm
8T

when g, < and g, <
The proof of this theorem can similarly be found in Appendix C, which has the same proof idea as
Theorem 3 apart from some slight differences in error handling.

4 Quantum algorithm

We present our quantum algorithm for solving linear Fisher market equilibrium computation based
on the FPR dynamics. Our quantum algorithm does not aim to provide speedups in terms of the
number of iterations but provides speedups on the iteration cost of the PR dynamics algorithm. Our
algorithm, while reducing the runtime in terms of the number of buyers n or goods m, increases
runtime in terms of the number of iterations 7" but as the 7' is logarithmically dependent on m, there
is an overall quadratic speedup provided in the smaller of the two dimensions.

In this section, we further assume that v € M,, x.,, (L ). We note that the multiplicative scaling of
v;; does not affect the bid matrix b generated in the FPR dynamics as errors are multiplicative. Hence
if the values are larger than 1, we scale down the values by dividing the queried v;; by a number that
is larger than max;; v;;.

To compute the market equilibrium for the Fisher market by the FPR dynamics in the quantum setting,
we require the data input of both the budget vector B € S™ and the value matrix v € M, 5, (I4).
We assume quantum query access to the budget and vector and value matrix by the index is readily
given to us as part of the problem input without having to load classical data into a quantum system.
That is, given an index state and ancilla quantum registers we can store the value of the budget and
value according to the index in the ancilla register. Note that these operations can be performed in

superposition, such that Enn Zij |2)]7)10) — Tlnn Zij [2)13) |vis)-

We do not explicitly state how the data input of the budget and value entries are generated; they could
be extracted from entries of a matrix already preloaded in QRAM, or generated/reconstructed from
a low-rank approximation of the matrix [15], which takes O(k poly logmn) cost to access k-rank
approximations using quantum arithmetic circuits, but with much lower memory consumption.*
We note that the low-rank approximation assumption of the value matrix has not yet been utilized
to produce reductions in resource consumption in classical methods as the PR dynamics and other
methods to compute market equilibrium [26] require all mn entries of the full value matrix as input.

Storing the results of the computed bids b®) € M., (L) in QRAM would require a cost of O(mn)
which would remove all possibility of potential speedups. The same applies to the allocation matrix

*With low-rank approximations, loading classical data into QRAM would only take O(k(m 4 n)) runtime.



#(). Hence, every time we require the usage of b® or 2, we compute them on-the-fly as follows:

50 B v A B v

by = m Il 57 UL APON Lij = 1L 0~5k> Ht Q) )
~(k) Oy .11t 5%
Given quantum query access to the values of ( ) =1l oD; and (IL,); :==T[,_o ", one

can encode the values of 51 and £® into a quantum state in superposition via quantum arithmetic

circuits in runtime of O(poly log tmn). In our algorithm, we compute and store the vectors H](f) and

H(Vt) in QRAM, after which, query access to such values cost O(poly log mn). Taking the ¢-th power
of the budget and value cost O(poly log t) by using CNOT gates and binary exponentiation [46].

The remaining steps are to compute the price vector p and utility vector « in each iteration. Each
entry p; is the estimation of the /; norm of b, ; and each entry 7; is the estimation of the inner
product between &; , and v; ., which can both be obtained using QAE. H](f) and Hl(,t) can then be

iteratively updated by multiplying by the values of p and © each iteration. The full algorithm is shown
in Algorithm 1, and the algorithmic guarantee is shown in Theorem 5.

Algorithm 1: Quantum algorithm for faulty proportional response dynamics

Input: Quantum query access to B and v, Timestep limit 7, Price error ¢, Utility error €,

1 maxEGVal = —oo, bsj) = %

2 fort =0t T do
3 forj—Otomdo

4 L 5 — ||b l1(1 £ &,) via Q norm est. (Lemma A.1) with success prob. 1 — o

2mT
5 | Store vector Hé ) = 5® 1YY into QRAM

6 Gain access to i"g) via Hét) and I1V Y in QRAM
7 fori =0rtondo

8 L ’71‘( ) = =(z (t) v; ) (1 £ €,) via Q inner prod. est. (Lemma A.3) with success prob.

9 Store vector Hf,t) = Hl(,t_l) into QRAM

10 Gain access to Z)§§+1) via H,(f) and Hf,t) in QRAM

1 Classically compute ®(*) = > ien) Bilog(¥ (t))

12 | if®" > mazEGVal then

13 | | maxEGval = (), bestPiP = IIy ", bestPilu = 11"

return bestPiP and bestPiNu in QRAM

—
£

Theorem 5 (Quantum algorithm for the faulty proportional response dynamics). Let § €

(0,0.5),n,m, T € N, g, = IOSng, and €, = IOGng. Given quantum query access to B and v,

and access to QRAM, with success probability 1 — 6, Algorithm 1 produces values stored in QRAM
such that query and sample access to the values of b)) can be constructed, where

7(t* * 2logm
(b)) — (b*) < HE™,

with O(T?\/mn max(m, n) log 1) runtime and O(m + n) ORAM space. To provide query access
10 b"), an additional cost of O(poly log T'mn) is incurred from accessing H,(,t*_l) and H,(,t*_l) in
QRAM. Providing sample access to b*") requires additional cost of O(y/mmn poly log T') from QAA.

Proof. Per union bound [64], we find that the total success probability is at least 1 — §. The output

of Algorithm 1 of bestPiP and bestPiNu corresponds to the values of H;,t*fl) and TI" ~Y). This
gives us the guarantee of convergence shown in Theorem 4.

For the runtime analysis, the quantum norm estimation subroutine (Lemma A.1) takes (9(@ log m—T)

for mT iterations, while quantum inner product (Lemma A.3) estimation takes O(~£™ \F log 5~ L) for



nT" iterations, resulting in a total runtime of (5(T2 v/mnmax(m,n)log %) For uses of QRAM, the
construction on Lines 5 and 9 is a one-time cost of O(n) and O(m), respectively, with a total runtime
of O(T(m + n)). The classical computation of the EG value in Line 11 costs O(Tn). We note that
the quantum norm and inner product estimation subroutine is the main bottleneck of the algorithm,
and hence the total runtime is then O(T2/mn max(m, n) log ).

For the memory complexity, for the ¢-th iteration, we require 6 vectors in QRAM: the current iteration

1)

H;E,t) and T1", the best iteration bestPiP and bestPilu and the previous iteration Hé,F and

H,(f*l), in case we need to update bestPiP and bestPiNu. Note that to update the best iteration, we
simply reroute the register of the previous iteration to being the best iteration. There is no need to
copy data or reconstruct a new QRAM as the data from the previous iteration is no longer needed in
the next iteration. Therefore, the memory is O(m + n) for storing the 6 vectors.

The values bestPiP and bestPiNu can be used to construct query access (") per Equation (4).

To prepare quantum sample access to the matrix ("), using quantum query access to b(") from
Algorithm 1 and Equation (4) in addition to conditioned rotation gates, we can encode the values of

b(*") onto the amplitudes of an ancilla qubit via Lemma A.1 such that we obtain
A SN 10) > A S 1a)a) (/B 10) + /1= 557 1) ) 5)
mn £ J mn £ J ij ij
1,] 2,]

Note that states where the last qubit is |0) are the “good” states that we want, while the states where
the last qubit is |1) are “bad” states. To get rid of the “bad” states, we use QAA to amplify the
amplitudes of the “good” states. Rewriting the above terms and ignoring the ancilla qubits, we obtain

15| o bt 15| Ny 157
Tﬁgh)h) Hb(t»qu |0) + Tf%h)b) m|1> (6)

We see from the above that the success probability of obtaining “good” states is Y ”1 . Hence, QAA
costs (9( \BZ?:;H ) query accesses to b(*"), and while the exact value of [|b(* || 1 is not known, by
Definition 4, 71— < 64, < . Hence, the query complexity of b(*") can be further upper

bounded as O(y/mn(l +¢,)) C (9(\/ 7). On the other hand, the cost of query access to b(*") has
O(poly log T'mn) cost, therefore, the total cost for sample access to b*") is O(/mn poly log T').

O

5 Numerical simulations

We simulate the market equilibrium computation under PR dynamics and our quantum algorithm.’
To showcase the effects of quantum speedups, we fixed the number of queries to all bid matrices b(*)
and observed the reduction of the objective value over the number of queries.

As an actual simulation of QAE using quantum gates over multiple qubits is costly, we directly
compute the probability vector of Pr[Z = z] for z € [M] that one would obtain by QAE [41] for a
target value a,

sin? 2T
Pr(Z = 2] = grari "

where A, = min(|z — sin~!(y/a) /7|, |1 — z + sin~' (\/a)/x|). M is the number of times that call
the unitaries U and V' in QAE (see Theorem 1), and is linearly correlated to the runtime. We then
sample the output according to the computed probabilities to obtain an estimator @ = sin” (57 )-

For our experiments, we generate the input data v where the value v is sampled from a uniform
distribution with range (0, 1] and a normal distribution A/(0.5, 0.25), where we resample values that
fall outside the range of (0, 1]. For the budget B, we either sample from the same distribution as the
value matrix or set the same budget for all buyers to simulate competitive equilibrium from equal
income (CEEI) applications. Our simulation includes n = 16384 buyers, m = 16384 goods, and

The codebase can be found at https://github. com/georgepwhuang/q-market-equilibrium.
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Figure 1: Experimental results. We perform our experiments on n = 16384 buyers and m = 16384
goods given the same amount of queries for all algorithms. We observe in Figure 1a that over different
distributions, our quantum algorithm (green) significantly outperforms the PR dynamics (blue), which
aligns with our theoretical results. Furthermore, our results also show that both our quantum algorithm
and the PR dynamics outperform projected gradient descent (orange) in the mid-accuracy regime.
Figure 1b shows the convergence of a single run of the quantum algorithm despite its instability from
faulty updates, as well as the variance over the multiple runs (shaded in gray).

iterate for 7" = 16 iterations for the PR dynamics. For the quantum algorithm, note that the queries
per iteration would be reduced by /n if we use an actual quantum computer, hence increasing the

number of iterations to fix the number of queries. For QAE, we run for y/7Ty/n = 512 iterations and
set M € O(+/T+/n). As the classical algorithms are deterministic, we rerun our quantum algorithm

over 15 times with the same sample of B and v to observe the variance of convergence progress.
Results are shown in Figure 1. Details on implementation and setup are found in Appendix D.

From the plots of Figure 1, we note that the results fit our theoretical results in that the quantum
algorithm converges much faster than that of the PR dynamics [24]. Further, we also compare against
the convergence of projected gradient descent, which supports empirical results by Gao and Kroer
[26] that in the regime of mid-level accuracy and low iterations, PR dynamics-related algorithms,
both classical and quantum, converge faster than projected gradient descent.

6 Discussion

Quasi-linear utilities. For the bulk of our paper, we focus on the setting of linear utilities for
Fisher markets. However, applications of market equilibrium computation in large-scale Fisher
markets involve mostly quasi-linear utilities [9]. An approach for using PR dynamics for quasi-linear

utilities proposed by Gao and Kroer [26]° includes the usage of slack variables § = (81, -+ ,&,,)
that represent the buyers’ leftover budgets. The PR updates are then modified as follows:
2 (t)
pH) _ g vty s _ g s S ®)
Y v 400 g i+
Further, PR dynamics for quasi-linear utilities exhibit a convergence rate of O(M). Using

the methods discussed in previous sections, the quasi-linear version of PR dynamics can then be
readily adapted to its quantum version by employing the same techniques of computing and storing

in QRAM the values H,(,t) and TI" with on-the-fly computation of 5+, 7(1) and §(t+1).

Constant number of buyers. Notice that our quantum algorithm provides a quadratic speedup on
the smaller value in regards to the number of buyers n and number of goods m. Therefore given
extreme cases where the number of buyers n € O(1), our algorithm does not provide a speedup.

SThere is another method proposed by Cheung et al. [65], which we find difficult to convert to quantum due
to its use of thresholding, which would cause problems with faulty updates from the FPR dynamics.



However, in such cases, quantum speedups may still be obtained simply by removing the QAE step
for estimating the price for each item and replacing it with using quantum arithmetic circuits to
compute the exact sum. We use a total of O(nT poly log(T, m,n)) qubits to compute the values of
bi . separately on the i-th set of qubits, and only conduct QAE when estimating the utility value for
each buyer. Given that in this setting, n € O(1), the total runtime would then be O (T?/mlog }),
gaining a quadratic speedup over the number of goods m.

Dequantization. Given the work in recent years towards the development of quantum-inspired
classical algorithms [66—69] that achieve similar performances as quantum algorithms using sampling-
based techniques, a natural question that arises is whether our algorithm can be “de-quantized”. The
main speedup in our algorithm stems from the usage of estimation of ¢; norms and inner products.
While the use of sampling techniques can indeed provide inner product estimations, they retain
the same O(1/£?) dependency instead of the O(1/¢) dependency of QAE. Hence, our algorithm
performance may be hard to replicate in classical settings.

On the other hand, while it has been suggested that the computation of market equilibrium may benefit
from low-rank approximations [15], methods of using such properties to accelerate the computation
of gradients have not been proposed, given that the update of the PR dynamics rely on element-wise
multiplication of matrices instead matrix multiplication. This would suggest that using sampling
techniques to accelerate updates would be similarly difficult.

Practicality. Our quantum algorithm relies mostly on the QAE subroutine to achieve quantum
speedups. In its original formulation, QAE involves the usage of QPE as a subroutine, which requires
multiple controlled unitaries and the quantum Fourier transform [70]. QAE is thus regarded as
a fault-tolerant quantum subroutine, whose execution may be beyond the capabilities of current
quantum hardware. However, many subtle improvements to the QAE algorithm have since been made
after its discovery, such as simplifying subroutines [71-76] or trading circuit depth with speedup
factors [75, 77, 78]. Such improvements pave the way for potential implementation of QAE, and by
extension, this paper, on next-generation quantum hardware in the early fault-tolerant regime [79, 80].

Potential and limitations for further quantum speedups. Our quantum algorithm shares sim-
ilarities to other quantum algorithms that are based on the multiplicative weight update (MWU)
method [81, 82]. Such methods have found success in obtaining quantum speedups for LPs [29]
and SDPs [30-33], which have been extended to applications such as zero-sum games [29, 83],
quadratic binary optimization [84], and financial applications [35, 85]. Apart from the MWU-esque
PR dynamics, various other methods for computing market equilibrium have also been proposed.
Can quantum speedups obtained from these methods exceed those of our quantum algorithm?

Tracing back to the roots of the EG convex program [22, 23] and Shmyrev convex program [57],
it is well known that such programs can be solved in polynomial time with interior-point methods
(IPM) [56]. However, as IPMs require using linear solvers as subroutines, and as there is no guarantee
of well-conditioned systems, the quantum linear systems solver [37, 86] may not provide significant
speedup. Therefore, it may be unlikely that quantum IPMs [87] can provide significant speedups.

First-order methods such as the Frank-Wolfe (FW) algorithm [88] and projected gradient descent
(PGD) have also been discussed as candidates for solving market equilibrium [26], with PGD
achieving linear convergence classically. While PGD obtains a superior asymptotic convergence
rate in terms of the error € compared to PR dynamics, as our quantum speedups stem from faster
computations of results within a single iteration, it may be harder to find such speedups for PGD as
there has been no evidence for quantum speedups in projections onto a simplex [89, 90] as required.

On the other hand, the FW algorithm has been shown to provide quantum speedups for regression [91,

92]. However, convergence results of FW [93, 94] show that <I>(b(T)) —P(b*) < %, where

Cp can be shown to be O(n) by computing relevant values. The number of iterations T required
for convergence to additive error ¢ is then O(%Z) as compared to 0(1“%) of PR dynamics. This
matches the results of Gao and Kroer [26], which show that FW has slow convergence empirically for
market equilibrium computation. Prior no-go results suggest that quantum algorithms cannot provide
speedups for 7" when 7' is independent of the problem dimension [95, 96]. Assuming no quantum
speedups in 7', given the O(n) upper bound in the FW algorithm, the quantum algorithm based on
FW can potentially have a higher dependency on n than the classical PR dynamics.
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A Quantum subroutines

In this section, we show prior results that obtain ¢; norms and inner products with quadratic speedups
with QAE.

Lemma A.1 (Quantum state preparation and norm estimation; Lemma 5, [35]). Let n € N. We are
given quantum query access to non-zero vector w € 1", with max; w; = 1.

1. There exists a quantum circuit that prepares the state ﬁ Z?Zl 17) (/w5 0y + /1 —w; [1))
with two queries and O (logn) gates.

2. Lete > 0and ¢ € (0,1). There exists a quantum algorithm that provides an estimate T, of the
l1-norm ||w||y such that |||wl||; — Tw| < €||wl|1, with probability at least 1 — 6. The algorithm

requires O (@ log %) queries and o (@ log %)quantum gates.

Proof. We reiterate the proof of Lemma 5 in [35] for the convenience of the reader.

1. First, using O(logn) Hadamard gates, prepare the state ﬁ Z;’:l |7). Then, by quantum
query access to w, obtain ﬁ Z?Zl |7) |w;). By controlled rotation gates, we can then ob-
tain ﬁ >5q13) lwy) (/w5 10) + /1 —w; [1)). By another quantum query access to w, we
can uncompute the intermediate registers and obtain ﬁ i 13) (s [0) 4 /T —w; (1))

2. First observe that that with projector P = I, ® |0)(0| and |¢)) = ﬁ > i 1) (g [0) +
/1 —w;[1)), one can obtain a = ||P[y) |5 = % Setting M > %,/n, we obtain an

estimate

\dest—a| S 2

1-— 2 3 \/ .

val-a) ™ _ (2va+ ) < vae o Vllhe e (A
M M2 6\f G\f 2n

with probability at least > . Using the powering lemma [97], we can boost the success probability

to 1 — § by taking the medlan of O(log 5) runs of the QAE algorithm.

O

Remark A.1.1. Note that Lemma A.1 has the requirement that max; w; = 1. For cases where this is
not the case, we can use a maximum finding algorithm to divide all entries by the largest value. Such
can be achieved by the following quantum minimum/maximum finding algorithm in O(/n) runtime,
which we introduce below. Recall that division takes O(1) runtime with quantum arithmetic circuits.
Lemma A.2 (Quantum minimum finding; Theorem 1, [98]). Let n € N. Given quantum query access
to non-zero vector w € 1", we can find the minimum wyi, = minje[n] w; with success probability
1 — 8 with O (y/nlog 5) queries and O (y/nlog §)quantum gates.

Corollary A.2.1 (Quantum maximum finding). Let n € N. Given quantum query access to non-zero
vector w € 1", we can find the maximum wmyax = max;c[,) w; with success probability 1 — § with

O (y/nlog }) queries and @) (v/nlog §)quantum gates.

Below we present a quantum inner product estimation algorithm simplified from Lemma 6 of [35].

Lemma A.3 (Quantum inner product estimation with relative accuracy). Letn € N, ¢ < 0 and
d € (0,1). We are given quantum query access to two vectors u,v € I". An estimate T, ,, for the
inner product can be provided such that [Ty, , — u - v| < € w - v with success probability 1 — 0. This

estimate is obtained with O (@ log %) queries and @) (4 log %) quantum gates.

Proof. Using quantum arithmetic circuits, we can obtain z; = u;v;, i.e., 2 = u ©® v, by the following:

7) = 13) lug) [v;) = 13) [25) [vj) — 13) 125) 10) (A2)
Using quantum maximum finding in Corollary A.2.1 to find zy,ax up to probability 1 — §/2, we can
then obtain z; /zyax. Lastly, using Lemma A.1, we can obtain I',, , = I'; such that [T, , —u - v| =
[T, — ||z]l1] < eu - v up to probability 1 — §/2. Using a union bound [64], we find the total success
probability of the entire process is 1 — 6. O
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B Convergence guarantees for the PR dynamics
We show the convergence guarantee of the proportional response (PR) dynamics in regards to the
Eisenberg-Gale convex program by Zhang [25] and improved upon by Birnbaum et al. [59], and the

convergence in regards to the Shmyrev convex program, first shown also by Birnbaum ez al. [59].
Recall that the negative target function from the Eisenberg-Gale convex program is

o(b) =— > Bilogu;, (B.1)

and the negative target function from the Shmyrev convex program is

vo)=- Y bijlog%. (B.2)

i€[n],j€[m] J
We first set up the following convex set:
B = b S MnXm(R+) : Z bij = Bl (B3)
J

To show the convergence of the PR dynamics, we first need the following inequalities:
Lemma B.1. Let b* = argminycp ®(b). Then (b*) = W (b*) — >_,¢(,) Bilog Bi.

Proof. Recall that the price p; is the dual variable of the constraint on x;; for the Eisenberg-Gale
convex program, and that u; = > j Tijvij. By the KKT stationarity constraint, we see that

Gx ZB log u; + ij <Za:” - > = —B;fij +p; =0 (B.4)
ij

K2

from which we can infer that ‘U” = pj and show ®(b*) = W(b*) — >, Bilog B;. We have
that,

") =- Z B;loguf = — Z b logu; = Z b;; log Blv%f (B.5)
i€ln] i€[n],j€[m] i€[n],j€[m] Pj
=— Y bjjlog 1;” 3" Bilog B; = w(b*) Z Bilog B;. (B.6)
i€[n],j€[m] 7 ig[n]
O]

Lemma B.2 (Lemma 19, [59]). Vb € B, ®(b) < W(b) — >, Bilog B;.

Proof. We reiterate the proof of Lemma 19 in [59] for the convenience of the reader. By convexity of
— log, we see that,

=— Z Bilogu; = Z B; log Z B.7)

i€[n] [n] J€ m]
b’L 1
:—ZBlogZ J”J ZBlogB (B.8)
i€[n] jemm B
bij ’U”
< - Z EBil Z B;log B; (B.9)
i€[n],j€[m] i€[n]
~ Y BilogB.. (B.10)
1€[n]

O
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bijvig/p;
7

Us

Lemma B.3. Let b;; = B . Then Vb € B, ¥(V') < (b) + 3¢, Bilog Bi.

Proof. Let p =5t ;- By concavity of log:

/
1 bz 1
ve)= Y b;jlog% D J”]/pﬂ (B.11)
i€[n],j€[m] Y ieln),jelm] Yig
b; 1 bii P’
<3 Bilog Y J””/pjpf =" Bilog 727319] (B.12)
1€[n] JE€[mM] 1€[n] JjE€[mM] pj
=Y Bilg Y ”pf ~ 3" Bylogu; + Z B, log B; (B.13)
i€[n] j€lm] Bip i€[n]
< log Z biab Z B;logu; + Z B;log B; (B.14)
ielnlietm P iem) i€ln
= log Z pj Z B;logu; + Z B; logB (B.15)
jE€[m] i€[n]
b)+ > B logBZ-. (B.16)
i€[n]
O

From the above two lemmas, we gain the monotonically decreasing properties of iteratively updating
b via the PR dynamics on the negative target functions of the Eisenberg-Gale and Shmyrev convex
programs:

Lemma B.4. Vt > 0, ®(b(t1) < o(bM),
Proof. Apply Lemma B.2 and Lemma B.3 consequently. O
Corollary B.4.1 (Lemma 5, [59]). V¢ > 0, ¥ (b(tTD)) < T (p®),

We now use the following lemmas to construct an end-to-end proof of the convergence of the PR
dynamics. In a slight abuse of notation, we adapt the definition of KL divergence to matrices such that
for u,v € M(R4)pxg, let D(ullv) := 31 jefq Wis 108 % The following can then be shown:

Lemma B.5. V¢ > 0,3/ (®(b®) — &(b*)) < D(b*[[b(®).

Proof. Similar by the proof of Theorem 3 of [25], we first lower bound A, = D(b*||p®)) —
D(b*[|p**+1)) as follows:

Ay = D" [[pM) — D" [[p ) (B.17)
(t+1) B
_ * _ * iVij
= Z by; log —L— b( = Z by, log (0 (B.18)
i€[n],j€[m] ij i€[n],j€lm] bj u;
= Z (b;} log U—f + b;; log W — bj; logu; © 4 b;; log B; ) (B.19)
i€[n],j€[m] pj
= Z 1og + Z D; log (*) z B;log u(t) + Z B;log B; (B.20)
i€[n],j€[m] JE[mM] 1€[n] 1€[n]
= —T(b*) + D(ijpjt)) + (M) + Z B log B (B.21)
1€[n]
D(;[pS”) + @) — ®(b") (B.22)
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> o) — d(b*) (B.23)

where the second-to-last equality is by Lemma B.1 and the inequality is by the positivity of KL
divergence. Taking the telescoping sum of A;, we see that

T T T
> Ar=3 DE*[bY) = D [pHY) = D" o) = DoY) > 3 (@) - (b))
t=0 t=0 =0 B2
Hence, we obtain Ztho (@(b(t)) - <I>(b*)) < D(b*||b(0))_ O
.o - #) « DO b
Proposition B.6. Vt > 0, &(b(T ) — o (b*) < =120,
Proof. Combining Lemma B.4 and Lemma B.5, we can write
T—
_ 1 D(b*(|b(?)
(T—1)y _ < ) _ £ < . .
®(b ) @(b)fTZQ(b ) — ®(b*) < T (B.25)
O
Corollary B.6.1 (Lemma 3, [59]). V¢ > 0, ¥(b(T)) — ¥(p*) < %
Proof. Apply Lemma B.3 to Proposition B.6. O

Lastly, we can upper bound the value D(b*||b(?)) in terms of dimensions 1 and n given that each

L . : o) _ B
buyer initially divides the budget equally between all items such that b;;* =

Lemma B.7 (Lemma 13, [59]; Theorem 7, [26]). Ifb\ = Z: for all i and j, then D(b*[[6(?)) <
log m.

Proof. Evaluating D(b*||b(0)) we have
D) = Zb

” is negative. O

Zb lg B logm—i—Zb logB <logm, (B.26)

as b*

Plugging Lemma B.7 into Proposition B.6 and Corollary B.6.1, we obtain the convergence guarantee
of Theorem 2.

C Convergence guarantees for the FPR dynamics

In this section, we prove the convergence guarantee of the faulty proportional response (FPR)
dynamics. We first examine the immediate effects of allowing erroneous estimations of u and p

in the FPR dynamics. Let BZ.(t) =2 ieim) I;E;) Note that BZ-(t) # B; as the normalization step of

constructing Bij is erroneous. By the construction of b(®) by the FPR dynamics,

pE=1)
r) _ B Hbij
bij = —G—D) Vi _(i=1)° (C.1)
@ J
we can find that
(t 1) (f 1) A(t 1)
() _ Bi by b,
B; Z b Z “(t—1) Vi (t )~ ~(t 1) Z Vij t ) —Bt S (C2)
j€lm] jetm) Vi Vi Vi
where we can obtain the following inequality by definition of ;:
< By C3
1+4+¢, 1 — &, (C€3)
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By summing B;, we find that

1 At) _ 2(8) _ A(t) 1
1+€V§ZBz' = > b= ST (€4

i€[n) i€[n],j€[m] J€[m]

We now prove Theorem 3.

Theorem 3 (Convergence of the FPR dynamics). Considering a linear Fisher market, for bg;-) as

iteratively defined by the faulty proportional response dynamics where Z;Z(»?) = %, we have

mintem ‘I)((;(t)) — q)(b*) S 210%

logm log m
and e, < =22,

8T

when g, <

Proof. Similar to the proof of Lemma B.5, we first lower bound A; = > i) jeim Y log b(,) -

b*

Y ien),jefm) bij 108 (t+1),where we use as follows:
. b+ Bjv;
— * _ * i
Ar= Y bjlog—L— 13“) = > bjlog 8 -0 (C.5)
i€[n],j€[m] i i€[n],j€lm] bV
= > (sz log p” + b} logT) — bt log itV + b, 1ogB> (C.6)
i€[n],j€[m] J
- ¥ 4 b N log 22 (f) —= " Bilogi” + 3 BilogB;  (C.)
i€[n],j€[m] jE[m i€[n] 1€[n]
Z pj log Z B; log l/(f) (C.8)
JE[mM] p' i€[n]

We now lower bound the second and third terms from the above individually as follows. Starting
with the second term,

> pjlos 1 PR SR

A(t) + Z pJ log o) Z p] log Z p(t)

A(t)
j€lm) j€lm) Zy refm) Py jeim) D" jeim] j'€lm]
(C.9)
Y e o
=D <p;f ) + > P log —log > P} (C.10)
ZJ 'e[m] pa j€[m] J€[m]
(1)
P, 1 1
>D <p; J) + Z p*log — log (C.11)
= 50 11087 1—e,
2jem Py ) jeim) tep c
50
>D <p;‘ jm) —ep— 26, > —€, — 26, (C.12)
2 jretm) Dy

Moving on the the third term,

5
~ Y Bilogit! ==Y Bilogit! - 3 Bilog z(t (C.13)

1€[n] i€[n] i€[n] v;
>~ 3" Bilogo” = 3" Bilog(1 +¢,) (C.14)
i€[n) 1€[n]
A0
P 0y
- _ Z B;log Z Jt) J(t; —log(1+¢,) (C.15)
i€[n] jelm] Pj
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7(t)
U’szg
> -3 Bilog > 0 —log(1+¢,) (C.16)

1—
i€[n] Jj€[m] ep J
]A(t)

S Z B;log Z (tz)j +log(1 —&,) — log(1 +¢,) (C.17)

i€[n] jem) Pj
> o) -2, —¢, (C.18)

Hence, in total, we find that
A(t+1)
Ar= > bjlog- T 2 > d(b®)) — d(b*) — 3¢, — 3¢, (C.19)
i€l i€lml bij

Taking the telescoping sum of A, we see that

T T
. by; br. R
A= > bylog—t— Y blosts > Y (@(b@)) —®(b*) — 3¢, — 3@) .
t=0 i€[n],j€[m)] bz] i€[n],j€[m] b’ij t=0
) (C.20)
Taking the upper bound of ZtT:O Ay, we obtain
T . i b* . [A);"J
A, = Z by; (0) Z bijlog 55 (C.21)
=0 iefn] g€(m] bw i€fnl.j€m] bi;
b* by;
= Z bi;1 (0) Z bj; log t+1) ~(t+1) (C.22)
i€ln] jelm] bw i€lnl,j€lm) /| Lireinl,jreim) birye
+ Z b;; log Z Eﬁfj,l)
i€[n],j€[m] i’ €[n],j’ €[m]
pt+1)
_ * 0 * 2(t+1)
= D(v*|p®) — D (b = T +log Y by (C.23)
i/ €[n],j’ €[m] Vi’ 5’ i’ €[n],j’ €[m]
pt+1)
D) — D | b* |t log(1+¢,) (C.24)
Zi’e[n],j’e[m] bi’j’
D@ [p@) +¢, (C.25)

Hence, we obtain Zf:o (@(B(t)) - <I>(b*)) < D(b*[|b) + (3T + 4)e, + (3T + 3)e,,. Instead of
T, we plug in T' — 1 to obtain
T-1
3 ((I)(b(t)) - @(b*)) < D6 + (3T + 1)z, + 3T, (C.26)
t=0
With a simple observation that
T—

—

T - min (®(bM) — d(bM) — d(b* C.27

(360 -0) < 5 (360 -009) . e
we find ©
. . D(b*[[p'™)

q)b(t)—@b*)<7 de, + 3¢, C.28

min ((60) — $(1)) < T ey + 32, (C.28)

From Lemma B.7, we know that D(b*||b(0)) < log m. Then by setting £, < IOSng and g, < IOGng,
we obtain 51

in ®(H®) — d(p*) < 28 2
mnin () —2(b") < — (C.29)
O
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Next, we prove Theorem 4.

()
ij
tional response dynamics where bg?) = %. Let t* = arg max,c |7y > en] B, log DZ-(t). Then

Theorem 4. Considering a linear Fisher market, for b; . as iteratively defined by the faulty propor-

2(t* * 2logm
D) — b(b) < Liogm

logm
8T

logm
6T -

when e, < and g, <

Proof. We slightly modify the proof of Theorem 3, and note that by Equation (C.8) and Equa-
tion (C.12), we have

A * * pr ~ * ~
Ay =—9(b") + Z p; log Ti) - Z B, log I/i(t) > —P(b*) —ep — 2, — Z B, log I/i(t)
J€lm] P i€[n] i€[n]
(C.30)
Taking the telescoping sum and the upper bound from Equation (C.25), we obtain

T—1 T-1
ST =3 Bilogn” —a(b*) | <30 A, +2Te, + Tey < DO*[) + (2T + 1)z, + Tep,
t=0 i€[n] t

Il
=)

(C.31)
where we can note
, N D(b*|b()
— 3" Bilogi\! —a(b") | <€ = + 36, + 5. C.32
1512[171}] i€[n] e ( ) - T n v ( :

Let t* = argminep (— > ien) Bilog Di(t) — @(b*)). Then by Equation (C.18), we have the
following:

~ Y Bilogn!! > @(b®) — 26, — ¢, (C.33)
i€[n]
Then we can obtain o
~ D(b*||b
(b)) —d(p*) < % +4e,, + 3¢, (C.34)
Lastly by setting €, < 1%’“:}” and g, < IOGng, we obtain
- 21
() — d(b*) < ngm. (C.35)
O

D Experimental and implementation details

Our experiments are conducted on a single NVIDIA P100 GPU and written with the PyTorch
library [99]. The optimal objective value is approximately computed by taking the results of the
1000-th iteration of the PR dynamics.

For the projected gradient descent (PGD) algorithm, our implementation is unlike Gao and Kroer
[26], whose task is based on the CEEI scenario where agents are given a unit of fake money and
whose end goal is only the allocation. We require information on both the allocation « and price p,
hence our algorithm output should be the bids b. Therefore, instead of formulating the problem after
the EG objective function, we mirror’ the PR dynamics in its equivalence to mirror descent [59] on
the Shmyrev objective function and perform PGD on the latter (see Algorithm 2).

We formulate the Shmyrev objective function into the following form to obtain convergence guarantees
and the step size:
f(z) = h(Az) + (¢, ) (D.1)

"Pun intended.
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Algorithm 2: Projected Gradient Descent

Input: Budget B, Value v, Learning rate v, Iterations 7'
Output: Bids b

1 bl(?) = fj

2 fort =0t 7T do

3 | rW =D — 5. (1 —loguvi;/p) // Gradient ste
i i ij/ Pj p

4 for 7 = 0tondo
5 L b = Proj(r") = {x € RY, Y, o4 = Bi})

// Projection step onto a B_i-simplex

6 return b(T)

where 7 € R", A € Mgy, (R),h : R — R, q € R". Considering a flattened vector of the bids b,
we note that if

1 1 0 --- 0 — IOg V11
1 o1 --- 0 —log vi2

A=n A I ., g= ) , h(z)= Z x; log x; (D.2)
i 0 O e 1 - loé Umn '

then f = U. Then by Theorem 3 of [26], by setting a learning rate of v = 1/L||A||?, where

L =1/min;, pE-t), we get linear convergence. Note that ||A]|?> = n. Gao and Kroer [26] further
provide a line search procedure to set the constant multiplier in the learning rate as well as provide
sharper convergence guarantees, but as we only run for 16 iterations, we do not perform the line search
and fix the learning rate to the initial learning rate that Gao and Kroer [26] use in their empirical
studies, which is 1000/ L[| A||%.

For QAE, we set M = /T\/n/16 = 32. We scale down M by the constant factor of 16 to save
memory consumption on the GPU, as we simulate QAE by computing the full probability distribution
over [M]. We compensate for the loss in accuracy of the estimation by employing the median-of-
means estimator [60], where we take the median of 3 estimators constructed from the mean of 7
samples from the QAE subroutine. In addition, we perform the maximum finding classically by
line search in our simulation as opposed to a randomized protocol in the quantum algorithm, whose
effects are only in regard to ignoring the failure possibility.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction state our contribution in proposing a quantum
algorithm that provides a polynomial speedup in comparison to classical algorithms.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss the potential and possible limitations of further quantum speedups
in the Discussion section. Further, we state additional assumptions that our quantum
algorithm requires in the opening paragraph of Section 4 as well as in the theorem statements.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We formulate the assumptions required by our theorems directly in the the-
orem statement. Further implementation requirements such as QRAM are also stated and
introduced in Sections 2 and 4. The complete proof is shown in Appendix B and C, with
proof sketches and intuitions provided in the corresponding main text.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We state clearly in Section 5 how our input data is randomly generated and
how exactly we implement amplitude estimation on classical computers with GPU. The
algorithm itself is written as a step-by-step pseudocode on page 7. We further provide
implementation details in Appendix D.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
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In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We attach the full simulation code in the supplementary material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We attach the full simulation code in the supplementary material.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Our experiments are run over 15 iterations to account for randomness of our
algorithm. Error bars are present in the attached image as shading.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We state the simulation details with software and hardware stated in Appendix
D.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The authors have read and noted that this research conforms with the NeurIPS
Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The authors have discussed the potential applications of this work in Internet-
based large-scale markets and its various applications. The work is a theory paper on
computing market equilibria with quantum computers. We believe there are no negative
societal impacts arising from this work.
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11.

12.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The authors have properly cited its usage of the PyTorch library in Appendix
D.

Guidelines:
» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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