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Abstract
LLMs’ intelligent behaviour, such as emergent reasoning and in-context learning abilities
have been interpreted as implicit Bayesian inference (IBI). IBI considers the training data
as a mixture, infers the underlying latent parameters thereof, and makes predictions on
the training data consistent with explicit Bayesian inference. When the test prompts
are out-of-distribution, Bayesian inference over the training mixture components becomes
suboptimal due to model misspecification. We pre-train Transformer models for implicit
Bayesian inference, and investigate whether they can transcend this behaviour under model
misspecification. Our experiments demonstrate that Transformers generalize compositionally,
even when the Bayesian posterior is undefined. We hypothesize this behavior is due to
Transformers learning general algorithms instead of only fitting the training mixture.

1. Introduction
Autoregressive language models (AR LMs) trained on next-token prediction show remarkable
emergent abilities, such as reasoning (Ouyang et al., 2022; Wei et al., 2022; Touvron et al.,
2023), and in-context learning (ICL) (Xie et al., 2022; Min et al., 2022; Zhang et al., 2023).
A common narrative for explaining these behaviors, and model intelligence in general, is
implicit Bayesian inference (IBI), which posits that models trained on mixture data infer
concepts form in-distribution prompts, and produce completions consistent with the Bayesian
posterior predictive. Such interpretations were provided for ICL (Xie et al., 2022; Wang
et al., 2024) and more general language model (LM) inference (Dalal and Misra, 2024).

This view’s advantage is that Bayesian inference can be loosely seen as a form of
intelligence: the posterior predictive is constructed through systematic updates, and converges
to the true data distribution for well-specified Bayesian models (Van der Vaart, 1998).

However, it is well known that Bayesian models struggle to make accurate predictions
whenever the model is misspecified, i.e. the true parameter/data-distribution has zero weight
under the prior (Masegosa, 2020; Morningstar et al., 2022). Although large language models
are trained on massive mixture distributions exposing the model to a high variety of tasks
(e.g., books, medical texts, journalism, technical manuals), it is unclear whether each possible
user prompt is sufficiently close to a type of task seen in the training data. Thus, LMs
might still operate under model misspecification. In that case, their success is even more
remarkable, and its understanding is even less clear. To advance our understanding, we
attempt to answer the question can models pre-trained for implicit Bayesian inference (IBI)
transcend this behaviour when prompted out-of-distribution (OOD)?

We train decoder-only Transformers (Vaswani et al., 2017) on simple synthetic data
mixtures, such as coinflips and formal language sequences, encouraging IBI in the training.
We create compositional out-of-distribution (OOD) tasks controlling the level of model
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Figure 1: Our experimental setting: we train Transformer models on probabilistic
mixtures for implicit Bayesian inference, and evaluate whether they can transcend this
behaviour on OOD prompts. For details, refer to §§ 4 and 5

misspecification (see Fig. 1). On these OOD prompts, model behavior is weakly constrained
by the training data, hence other kinds of behaviours are possible. We find that models can
extrapolate much better than implied by IBI, and can even generalise meaningfully where
the Bayesian posterior is undefined due to zero-likelihood under all components—potentially
suggesting some implicit inductive bias in the model. This demonstrates that Transformers
can display intelligent behaviour transcending IBI over the training data in OOD tasks.

Our work was inspired by Zhang et al. (2024), who introduced the term transcendence
for the event when language models trained on chess scripts produced by separate experts
beat all experts’ performance. They assess performance on the same task (playing chess),
whereas we consider completely separate OOD test tasks. There are several other important
lines of research in the literature, which, due to limitations of space, we detail in Appx. A.

2. Implicit Bayesian Inference in Language Models
We study next-token prediction in autoregressive probabilistic models. Let x1:L denote a
token sequence from the set of all possible token sequences X of fixed maximal length L.
An autoregressive probabilistic model is defined a collection {p(xi|x1:i−1, θ); 1 ≤ i ≤ L} of
conditional distributions with parameters θ in some fixed parameter space Θ.

To define implicit Bayesian inference, we assume that our data can be viewed as a mixture
of simpler components, i.e. p(x1, . . . , xL) =

∫
Θ p(θ)p(x1, . . . , xL | θ)dθ. A Bayesian model

perfectly fitting this data produces its next-token predictions according to the posterior pre-
dictive p(xi | xi−1, ..., x1) =

∫
Θ p(xi | θ, xi−1, ..., x1)p(θ | xi−1, ..., x1)d(θ), which marginalizes

the likelihood of xi given θ and the prompt with respect to the posterior of θ. This can be
interpreted as predicting the next-token using the latent concepts that best fit the prompt.

Accordingly, we say that a model performs IBI, if after training on such a mixture data
distribution, its produced next-token predictions align with the next-token probabilities of
the Bayesian posterior predictive (over the train distribution). The word implicit means that
the model does not need to explicitly represent the latent variables or compute prior and
posterior probabilities.

Typically, model training can be interpreted as meta-learning IBI. Specifically, training
autoregressive models on the next-token prediction objective via minimizing cross-entropy
encourages the model to perfectly fit the training mixture (provided its expressivity). This
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yields provable implicit Bayesian inference, as perfectly learning the mixture components
means we can use them in Bayes’ rule. In practice, models don’t exactly reach the minimum
of the expected loss, and thus only approximate an explicit Bayesian model.

IBI is desirable, as it is asymptotically optimal on in-distribution data, i.e., it generalizes
statistically. This only holds for well-specified Bayesian models, i.e., models where the
true parameter θ is contained in Θ (Van der Vaart, 1998). However, when evaluated on
OOD prompts from components outside of Θ, the Bayesian posterior predictive is no longer
asymptotically optimal, leading IBI to also perform sub-optimally in such settings.

3. Formal Languages
Formal languages are abstractions of natural languages, consisting of sequences of symbols
from a fixed alphabet that obey a specific set of rules called formal grammar. Although
they are much simpler than natural languages, their clear rules allow for systematically
studying OOD generalization (Delétang et al. (2024), Mészáros et al. (2024)), and they enjoy
real-world applications for code generation and mathematical reasoning in LLMs. Dyck
languages consist of opening and closing brackets, and the rules depend on the depth (number
of bracket types) and whether the language is nested. We call a Dyck language nested if,
in addition to all bracket types being correctly matched (e.g. ([)]), they are also correctly
nested, just like in arithmetic expressions (e.g. [()]) and not nested (NN) otherwise. When
referring to a Dyck−i language, we mean the nested version, unless explicitly specified as
NN Dyck−i. All Dyck languages we consider together with their rules can be found in are
in Tab. 1 in Appx. A. According to the categorization of Chomsky (1956), nested Dyck
languages are context-free, that is, generating tokens obeys the same rule, irrespective of the
other tokens in the sequence. Our work uses Dyck languages to test whether models trained
on mixtures of simpler Dyck languages can extrapolate on more complex versions.

4. Coinflip Experiments
Datasets. We train on a mixture of two i.i.d. Bernoulli components with success prob-
abilities 0.1 and 0.6, respectively. For each data point, we select the mixture component
with equal probability. Our test prompts have length 100, making draws from most test
distributions very unlikely under the train data. The test prompts are drawn i.i.d. from:
1. a single Bernoulli with success probability p ∈ [0.1, 0.6] (Fig. 2)
2. a single Bernoulli with success probability p ∈ [0, 0.1) ∪ (0.6, 1.0] (Fig. 2)
3. a two-state Markov chain with stationary distribution [0.4, 0.6], matching the portion of

successes in the second component of the train data, a Bernoulli with parameter 0.6. We
initialise the Markov chain at its stationary distribution. (Fig. 3)

4. a single Bernoulli with success probability 0.1, prepended with an unseen token (Fig. 4)
The above tasks are in order of increasing difficulty: models can interpolate between

the train components in the first task, but not in the second. The third task breaks the
independence structure seen in the train data, while the fourth contains prompts that have
zero-probability and thus are completely OOD.

Results. Our results show that Transformers accurately learned the correct next-token
probabilities of p(head) and p(tail) on the train data components, i.e., when p(head) = 0.1
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Figure 2: Predicted p(head) next-token probabilities for OOD coinflip data with
different levels of difficulty: The training data was a mixture of two components with
0.1 and 0.6 head probabilities. The optimal solution is shown as the y = x black line,
the Bayesian estimate (switching between the two components at (0.1 + 0.6)/2 = 0.35 as ,
the two components’ probabilities with a star symbol (the training data samples empirical
probabilities are plot as discrete lines). (Left:) the negligible effect of test prompts length
on OOD performance; (Right:) the negligible effect of model size. The figures show
that Transformers transcend IBI when p(head) ∈ [0.1, 0.6], whereas they collapse to one
components (thus, do IBI) outside. Further ablations are included in Fig. 6

or = 0.6 in the test prompt, the model predicted accordingly (Fig. 2). Therefore, the
Transformers closely approximate implicit Bayesian inference on the ID prompts.

Low probability i.i.d. coinflips (1, 2). The performance of Transformers on low-
probability OOD coinflips varies based on whether the OOD success probability p(head) is
within or outside of the interval [0.1, 0.6], i.e., the set of convex combinations of the success
probabilities in the train data. Transformers can extrapolate better than explicit Bayesian
inference within the convex combination, but their performance falls below Bayesian inference
outside. We hypothesize that tasks within the convex combination are easier in terms of
compositionality: the correct p(head) probabilities can be obtained by weighted majority
voting of the train components. Increasing the size of the Transformer and the test prompt
by a factor of 2 length resulted in negligible changes in performance, but increasing these
parameters further decreased extrapolation performance (see Fig. 6 in Appx. C).

Markov chain (3). Although the prompts in the train data are all i.i.d., the Transformer’s
estimated transition matrix is slightly closer to the true transitions and negative log likelihood
than those of a Bayesian model Fig. 3. This indicates that the Transformer captured in its
predictions a limited amount of the autocorrelations seen only in the test prompts.

Zero-probability prompts (4). Transformers were able to complete the zero-probability
prompts which we constructed by prepending Bernoulli(0.1) draws with an unseen token.
However, we observed a small but consistent upwards bias in the p(head) probabilities. The
upwards bias may be due to the fact that the unseen token (5) had higher value than the
tokens representing tails and heads (3 and 4, respectively), indicating that the model may
have computed token sums in the prompts.

4



Transcending Bayesian Inference

Figure 3: Transition probabilities and negative log likelihood on OOD Markov
chain data: Models were evaluated on prompts drawn from a Markov chain with transition
probabilities given in the leftmost figure, initialised at its stationary distribution p(head)= 0.6.
The Transformers’ transition probabilities were estimated from the next-token probabilities
based on the previous token. Compared to the Bayes model, where each token is independent,
the Transformer captured a limited amount of the autocorrelations in the test data.

Figure 4: Predicted p(head) next-token prob-
abilities on zero-probability prompts for ten
seeds in the coinflip setting: The model was
trained on a mixture of two Bernoulli distributions
with head probabilities 0.1, and 0.6, and tested on
prompts drawn from the first (i.e., with p(head)=0.1)
component that were made OOD by prepending them
with an unseen token. The unseen token introduces
a small upwards bias into the Transformer’s p(head)
probabilities, but their predictions are still close to
the true value of p(head) in the data.

5. Formal Language Experiments
Datasets. We define more zero-probability test settings using mixtures of Dyck languages.
The training data comes from mixtures of Dyck−i, for i ∈ {1, 2} languages, containing either
two or three components, depending on the task—the difference between these components is
the type of parenthesis we use. Each component shares the same depth i. The test prompts
are from a Dyck−{i+ 1} or NN (not nested) Dyck−{i+ 1}. All experimental scenarios are
detailed in Tab. 2 in Appx. A. Despite all involving zero-probability test prompts, the tasks
differ in terms of the degree of extra information the model needs to deduce from the prompt
to complete it according to the test languages’ rules.
Results. Transformers are often able to perfectly learn the training data mixtures,
as indicated by Fig. 5. When evaluating in the OOD settings, we compared the models’
performance to chance-level accuracies, which were estimated a upper bounds on the chance
of completing the test prompts by sampling each token (excluding the padding token) with
equal probability. Interestingly, Transformers can massively beat chance level accuracies
when trained on mixtures of Dyck−2 languages, but not when they are trained on Dyck−1
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Figure 5: Measuring transcendence on Dyck languages in Transformers, result of
the best model (out of 10 seeds): We train Transformers on simpler Dyck languages
(y−axis), then test whether the models can finish test prompts for more complex (OOD)
languages. Including more structure in the training language components (i.e., generalizing
from Dyck-2 to Dyck-3) is easier for the Transformer than generalizing from simpler Dyck-1
language components. NN refers to not nested

components. We hypothesize that this is due to the models having seen the idea of nesting
in the Dyck−2 components, which transfers in part to Dyck−3. In addition, seeing all three
versions of Dyck−2 languages helps a lot in generalising nesting to depth three. We also
observed strong variance over our 10 seeds. Hence, we supply additional plots in Appx. C
showcasing the average performance of models in each task, as well as the standard deviations.

6. What is required for extrapolation?
Our tasks were constructed so that IBI learns each component as separate information, but
the tasks can also be solved by representing the train components in a common, more general
framework. For example, Bernoulli(p) coinflips can be accurately completed by counting the
fraction of heads in the prompt, and Dyck−2 languages can be seen as subcases of Dyck−3
languages covering different parts of its structure. We hypothesize that transcendence over
IBI is an indication of (some) learning of a general algorithm, and that compositionality in
the train data helps models find generalist solutions. A similar explanation is often provided
for grokking (Power et al., 2022), where models that perfectly generalise on algorithmic data—
despite trained with only with limited examples—tend to capture the inherent structural
symmetries present in the test data. This suggests the development of a generalist model that
effectively internalizes the underlying rules. However, our work goes beyond in hypothesizing
that similar behaviour is possible when training on a mixture of compositionally related
distributions instead of algorithmically related single datapoints.

7. Conclusion
We have empirically shown that when trained on data mixtures, Transformers often extrapo-
late intelligently under model misspecification. Even though their training encourages implicit
Bayesian inference, they can transcend this behaviour, most markedly in compositional tasks.
We hypothesize that Transformers might learn generalist learning algorithms, which model
the training data as special cases within a more general framework.
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Appendix A. Related Work

Implicit Bayesian Inference in Language Models. Several works interpret LLM
capabilities through a Bayesian lens, often as implicit Bayesian inference (Moreno-Muñoz
et al., 2023). Xie et al. (2022) show in a theoretical setting that, on a mixture of HMMs
data, IBI over the components achieves in-context learning. Wang et al. (2024) give a
similar interpretation for ICL, calling LLMs implicit topic models and providing evidence for
real-world LLMs. However, there are works critiquing the validity of the Bayesian connection:
Falck et al. (2024) demonstrates that ICL fails to display the necessary symmetry properties
of Bayesian models. Dalal and Misra (2024) study LLM inference in general, positing
that next-token prediction is consistent with Bayesian updating of next-token multinomial
probabilities for each possible prompt. Our focus differs as we are not assessing the technical
validity of the IBI interpretation. We train Transformers to approximate IBI on the training
data and ask what the consequences are in OOD scenarios. There are several extensions
of the Bayesian framework attempting to address model misspecification (Masegosa, 2020;
Morningstar et al., 2022), proposing normative models of LLM inference that may explain
OOD behavior. The scope of this work is only to demonstrate the incompleteness of the IBI
narrative by showing examples where intelligent OOD extrapolation is not due to IBI.

Formal languages. Formal languages offer a controlled framework for modelling complex
natural languages, enabling the analysis of language model behaviour on fundamental tasks,
such as counting and learning hierarchical structures in the context of Dyck languages.
Mészáros et al. (2024) demonstrated that common machine learning architectures can
accurately complete in-distribution prompts for anbn-type counting tasks, Dyck-n languages,
and excluding the Transformer, tasks involving parity calculation. When testing OOD,
most works focus on length generalization Delétang et al. (2023), finding that LSTMs can
generalize well to longer sequences on anbn-type grammars (Weiss et al., 2018) and on the
Dyck-1 grammar (Suzgun et al., 2019; Weiss et al., 2018).Transformers only perform well
on Dyck-n languages when a start-of-sequence token was included Ebrahimi et al. (2020),
and fail to length generalize on parity calculation tasks (Bhattamishra et al., 2020; Zhou
et al., 2023). Our work on Dyck languages is most similar Mészáros et al. (2024) studying
rule extrapolation, the ability to complete prompts with partly broken rules when trained
on formal languages. Transformers excel on context-free and context-sensitive languages
including Dyck−2 languages. Our tasks differ in that we train models on mixture data with
components obeying separate rules, and evaluate them on their composition. This makes our
paper a contribution towards the compositional generalization research, too.
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Compositional generalization. Most works on compositional generalization focus on
computer vision (Wiedemer et al., 2023a,b; Brady et al., 2024, 2023; Lachapelle et al.,
2023). For natural language, recent works started to studying OOD generalization, but
mostly focusing on length generalization (Ahuja and Mansouri, 2024; Han and Padó,
2024; Ramesh et al., 2024; Lake and Baroni, 2023; Nogueira et al., 2021; Dziri et al.,
2023; Saparov et al., 2023), showing that the positional encoding has a significant role in
length generalization (Ruoss et al., 2023; Bansal et al., 2022). For some cases, theoretical
results also exist (Ahuja and Mansouri, 2024). The relevance of studying compositional
generalization in language models stems from the compositional nature of natural (and
formal) languages (Pinker, 1994). Studying OOD generalization in pre-trained models is
non-trivial as spurious correlations or the dominance of particular settings in the training
data can lead to substantial performance differences, even in the same task (McCoy et al.,
2024). Hence we follow previous works and train our models from scratch (Reizinger et al.,
2024; Mészáros et al., 2024).

Appendix B. Experimental details

Reproducibility and codebase. We use PyTorch (Paszke et al., 2019), PyTorch
Lightning (Falcon, 2019), and HuggingFace Transformers (Wolf et al., 2020). If accepted, we
plan to make our codebase and experimental logs publicly available.

Coinflip data. The training data is generated by sampling a binary component variable
with success probability 0.5, and based on the outcome, drawing i.i.d. Bernoullis with success
probabilities 0.1 and 0.6, respectively. The coinflip outcomes are represented with tokens 3
and 4. Train prompts have length 256. The test prompts have length 100, and are either
i.i.d. Bernoullis, i.i.d. Bernoullis prepended with an unseen token (5), or independent draws
from a binary Markov chain.

Dyck language data. For training, we generate data from mixtures of Dyck−i, for
i ∈ {1, 2} languages, containing either two or three components, depending on the task. Each
component shares the same depth i. Train prompts have maximal length 256. Besides the
parentheses-type tokens ( (3), ) (4), [ (5), ] (6), { (7), } (8), we use SOS (0), EOS (1), and
PAD (2) tokens. Our test prompts are from a Dyck−i or NN Dyck−i grammar with depth i
one higher than the train data’s components. They have length 10, including SOS as the
first token, and start with 3 opening tokens containing all possible opening tokens in the test
language, in arbitrary order, followed by 6 tokens forming a correct sequence from the test
language. For example, if the test language is Dyck−3, an example test prompt is ( { [ {
( { } ) }.

Models. We use a Transformer decoder (Vaswani et al., 2017) in flavor of the decoder-
only GPT models (Radford and Narasimhan, 2018; Radford et al., 2018; et al., 2024). We
apply standard positional encoding, layer normalization, ReLU activations, the AdamW
optimizer (Loshchilov and Hutter, 2019) with inverse square root learning rate schedule (Xiong
et al., 2020). The models are initialized with the full token dictionary, including tokens
potentially not present in the train data distribution. For the coinflip experiments, next-
tokens were selected using sampling decoding, while we used greedy decoding for the Dyck
experiments, consistent with Mészáros et al. (2024). In the coinflip and Dyck experiments,
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the model can predict up to length 250 and 300, respectively, and is trained for 4000 and
50, 000 epochs, respectively, using the standard cross entropy (CE) loss.

Metrics. In the coinflip experiments, we measure the probability of predicting heads or
tails as the next token. In the Dyck experiments, we evaluate grammatical accuracies in
both the train and test grammars, assessing the full, completed prompt. That is, we check
whether all grammar rules for the train/test languages. Further details on our experimental
setup are provided in Appx. A.

Language Vocabulary Rules Classification

Dyck−1 ( (R1) ( and ) matched context-free

Dyck−2 (, [ (R1) ( and ) matched and nested
(R2)[ and ] matched and nested context-free

NN Dyck−2 (, [ (R1) ( and ) matched
(R2)[ and ] matched context-sensitive

Dyck−3 (, [, {
(R1) ( and ) matched and nested
(R2)[ and ] matched and nested
(R3){ and } matched and nested

context-free

NN Dyck−3 (, [, {
(R1) ( and ) matched
(R2)[ and ] matched
(R3){ and } matched

context-sensitive

Table 1: All Dyck languages studied in our paper: We include the types of brackets
used in the language in the Vocabulary columns (closing versions are also included), we list
their rules and their classification under the Chomsky hierarchy (Chomsky, 1956)

Train language components Test language

Dyck−2 (, [ Dyck−2 (, { Dyck−2 [, { NN Dyck−3(, [, {
Dyck−2 (, [ Dyck−2 (, { NN Dyck−3 (, [, {
Dyck−2 (, [ Dyck−2 (, { Dyck−2 [, { Dyck−3 (, [, {
Dyck−2 (, [ Dyck−2 (, { Dyck−3 (, [, {
Dyck−1 ( Dyck−1 [ NN Dyck−2 (, [
Dyck−1 ( Dyck−1 [ Dyck−1 { NN Dyck−3 (, [ {
Dyck−1 ( Dyck−1 [ Dyck−2 (, [
Dyck−1 ( Dyck−1 [ Dyck−1 { Dyck−3 (, [ {

Table 2: Dyck languages used for training and testing: We list the scenarios in
increasing order of task difficulty. Please refer to Tab. 1 for the description of the language
rules
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Table 3: Transformer parameters for coinflip experiments

Parameter Value (normal)

Model Transformer decoder
Number of layers 4
Dropout probability 0.1
Model dimension 8
Feedforward dimension 1024
Number of attention heads 4
Layer norm ϵ 6e−3
Activation ReLU
Optimizer AdamW
Learning rate scheduler inverse square root
Batch size 128
Learning rate 2e−3
Prompt prediction cutoff length 256
Number of epochs 4000

Table 4: Transformer parameters for Dyck experiments

Parameter Value (normal)

Model Transformer decoder
Number of layers 7
Dropout probability 0.1
Model dimension 10
Feedforward dimension 1024
Number of attention heads 5
Layer norm ϵ 6e−3
Activation ReLU
Optimizer AdamW
Learning rate scheduler inverse square root
Batch size 128
Learning rate 2e−3
Prompt prediction cutoff length 300
Number of epochs 50, 000
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Appendix C. Further experimental results

Figure 6: Predicted p(head) next-token probabilities for OOD coinflip data with
different levels of difficulty: The training data was a mixture of two components with 0.1
and 0.6 head probabilities. The optimal (ground-truth) solution is shown as the y = x black
line, the Bayesian estimate (switching between the two components at (0.1+0.6)/2 = 0.35 as
, the two components’ probabilities with a star symbol (the training data samples empirical
probabilities are plot as discrete lines). (Left:) increasing test prompt length decreases
OOD performance; (Right:) increasing model size decreases OOD performance. The figures
show that Transformers transcend implicit Bayesian inference for the interpoaltion setting
(when p(head) ∈ [0.1, 0.6]), whereas they collapse to one components (thus, do IBI) for the
extrapolation case (when p(head) is either below 0.1 or above 0.6)

15



Authors

Figure 7: Measuring transcendence on Dyck languages in Transformers, mean
accuracies (across 10 seeds): We train Transformers on simpler Dyck languages (y−axis,
then test whether the models can finish test prompts for more complex (OOD) languages.
Including more structure in the training language components (i.e., generalizing from Dyck-2
to Dyck-3) is easier for the Transformer than generalizing from simpler Dyck-1 language
components

Figure 8: Measuring transcendence on Dyck languages in Transformers, standard
deviations (across 10 seeds): We train Transformers on simpler Dyck languages (y−axis,
then test whether the models can finish test prompts for more complex (OOD) languages.
Including more structure in the training language components (i.e., generalizing from Dyck-2
to Dyck-3) is easier for the Transformer than generalizing from simpler Dyck-1 language
components
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Appendix D. Acronyms

CE cross entropy

AR LM autoregressive language model

IBI implicit Bayesian inference
ICL in-context learning

LM language model

OOD out-of-distribution
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