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Abstract
Large Language Models (LLMs) show great
promise as a powerful tool for scientific literature
exploration. However, their effectiveness in pro-
viding scientifically accurate and comprehensive
answers grounded in experimental results within
specialized domains remains an active area of re-
search. This work evaluates the performance of
six LLM-based systems for answering scientific
queries, including commercially available closed
models and a custom retrieval-augmented genera-
tion (RAG) system capable of retrieving images
alongside text. We conduct a rigorous expert eval-
uation of the systems in high-temperature cuprate
superconductors, a research area involving mate-
rial science, experimental physics, computation,
and theoretical physics using a set of 67 expert-
formulated queries. In particular, we compare
the responses from models that address queries
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based on training and web search against mod-
els that answer based on expert-curated literature:
a database of 1726 scientific papers. We use a
multi-faceted rubric assessing balanced perspec-
tives, factual comprehensiveness, succinctness,
evidentiary support, and image relevance. We dis-
cuss the promising aspects of LLM performance
and the models’ critical shortcomings. This study
provides valuable insights into designing and eval-
uating specialized scientific literature understand-
ing systems, particularly with expert involvement,
while also highlighting the importance of rich,
domain-specific data in such systems.

1. Introduction
Long-standing scientific problems present a common chal-
lenge. The conventional wisdom may yet guide an eventual
solution, the sheer volume of literature conspires against
a new approach from the next generation. When a prob-
lem remains unsolved, it is plausible that a new angle is
called for. However, when a problem remains unsolved for
several decades, only the experts who have lived through
those decades and absorbed developments over time may
comprehensively understand all the progress and attempts
at progress. At some point, it becomes impossible for a new
generation to build on the body of literature from a fresh
perspective, simply because they cannot hope to acquire a
comprehensive and critical understanding of what has come
before. There is an opportunity here for LLMs to enable
progress.

An ideal AI assistant would emulate having an objective
expert panel available on demand. Such an assistant would
answer researchers’ questions in a trustworthy and com-
prehensive fashion. For a researcher to trust the answer,
it should be grounded in experimental evidence from data
visualization in the literature. When experimental results
are challenging to reconcile, not because of reproducibility
issues but because existing theoretical frameworks place
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the results at odds with each other, such complexity in per-
spectives should be acknowledged. Some early experiments,
even if the experimental techniques are classic, could have
outsized importance. Other early experiments or the con-
clusions drawn from them may have been later found to be
misguided. Hence, the assistant should present the vertical
and horizontal implications of experimental evidence. Fi-
nally, answers that are factually based rather than repeating
an authors’ interpretations will allow a researcher to take
the results from critical perspective. When most of the ex-
perimental results are presented as data visualization, AI
should process images as an expert would e.g. discerningly.

The unexpected discovery in 1986 (Bednorz and Müller,
1986) of superconductivity at unprecedentedly high temper-
atures in ceramic material made of Copper, Oxygen, and
various other elements had a singular and profound impact
on condensed matter physics. Soon after this original dis-
covery of high critical temperature (Tc) superconductivity
in what is now called the Lanthanium(La)-based family, two
more families of ceramic materials, also containing layers
of Copper and Oxygen, were found to exhibit similar high
Tc superconductivity(Wu et al., 1987; Maeda et al., 1988),
thus establishing one of the challenges and appeals of the
field. There is a diversity in the material landscape of over
5700 superconductors in this family reported to date. In
particular, discerning what observations are specific to a
particular material instead of being universal phenomena is
a challenging question that requires a comprehensive under-
standing. Moreover, these cuprate materials exhibit strange
and unusual behavior even in the metallic state at tempera-
tures above their superconducting transition temperatures.
With each experimental probe unearthing some peculiar phe-
nomena, high Tc superconductivity (HTS) drove technical
developments in condensed experiments as the community
pursued resolving these mysteries. Over the decades, the
scientific community has acquired a vast experimental data
dispersed across thousands of publications. Nevertheless,
we still do not understand how to find an unknown high Tc

superconductor or how to reconcile many seemingly con-
tradictory phenomena. Since so many publications exist
on the topic, a web search will often lead to colloquial text
that is not scientifically grounded. Moreover, due to the
complexity of the problem, multiple theoretical perspectives
exist, each offering – at best – partial explanations. At this
point, it is nearly impossible for a young scientist entering
the field to digest the existing literature from his/her per-
spective or even be sure of having encountered a balanced
mix of perspectives. HTS research clearly stands to gain
enormously should an ideal AI assistant exist.

Here we compare the ability of a group of LLMs to answer
questions posed by an expert panel. The expert panel con-
sists of both junior and senior researchers in HTS, ranging
from postdocs to tenured professors, who are also authors

of the manuscript. We consider two distinct settings: closed
generic LLMs that respond to the query based on all of
their training data and web-search, and two systems that
are instructed to answer based on a curated database of
experimental papers. The purpose was to investigate the sig-
nificance of restricting the sources of information to those
vetted through the refereed journal publication.

2. Literature data curation
The literature database is illustrated in Fig. 1, and was cu-
rated and classified using the following procedure. First,
based on the recommendation of experts, we identified
15 published review articles relevant to cuprate high-
temperature superconductors (Varma, 2020; Agterberg et al.,
2020; Proust and Taillefer, 2019; Fradkin et al., 2015; Se-
bastian and Proust, 2015; Armitage et al., 2010; Taillefer,
2010; Devereaux and Hackl, 2007; Lee et al., 2006; Basov
and Timusk, 2005; Deutscher, 2005; Kivelson et al., 2003;
Sachdev, 2003; Damascelli et al., 2003; Tsuei and Kirtley,
2000). Second, we collected the references cited in those
review articles. Third, since the latest among the selected
review articles was published in 2020, we added an ad-
ditional 28 experimental papers to the database to reflect
recent development of the field. In total, we obtained a data
base containing 3279 papers. The metadata of the curated
papers are stored using Zotero. Finally, the curated litera-
ture database was classfied into experimental and theoretical
studies. The classification was performed by providing the
title and the abstract to a large language model (LLM) and
renormalizing the model’s log probability score to provide
confidences for the paper as “theoretical” or “experimen-
tal”. We use the L3Score method from (Pramanick et al.,
2024) to do this classification and include the prompt in Ap-
pendix. C. In this process, we identified 1726 experimental
papers, and downloaded the PDF files for these papers. In
Fig. 1, we show the composition of the literature database.
Approximately half of the experimental papers can be ob-
tained from ArXiv, while the other half can be downloaded
from the publisher. The 1726 experimental papers are used
in our study.

3. Methods for literature based question
answering

In this study, we include four closed LLM systems that
address queries based on training and web search. They
are ChatGPT (System-1), Perplexity (System-2), Claude
(System-3), and Gemini Advanced Pro (System-4). We
compare the above models with two systems that answer
the queries based on our curated literature. The first is Note-
bookLM (System-5), which is a Google product that answer
users’ questions relative to a corpus of provided documents.
The answers include attributions that show inline references
to source materials. To make the response appropriate for
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Figure 1: Composition of the curated literature database.
The database contains 3279 papers, and is classified into
theoretical papers (green) and experimental papers (blue
and orange). All the theoretical papers and about half of
the experimental papers are openly available on ArXiv. The
other half of the experimental papers were obtained from
the publisher. The total 1726 experimental papers are used
in the study.

the expert audience, we adjusted the prompting described
in the Appendix ( 5). However, NotebookLM cannot con-
sistently pull out figures from the documents as supporting
evidence. Therefore, we developed a bespoke RAG (System-
6) capable of retrieving relevant images in addition to the
relevant text snippets from the curated documents. The
details of the systems are described below.

3.1. Closed LLM-based search engines

We use 4 popular closed LLM-based methods with web-
search usage turned on. These are (i) System 1: ChatGPT
(ii) System 2: Perplexity (iii) System 3: Claude (iv) System
4: Gemini Advanced Pro. These systems are likely trained
on openly available web data, and are able to crawl the
internet to find data sources relevant to the query and utilize
these in responding to the query.

3.2. NotebookLM (System-5)

Our fifth system is NotebookLM1, which is a Google prod-
uct that answers users’ questions relative to a corpus of
documents provided by the user. The answers include at-
tributions that show inline references to source materials.
We loaded a NotebookLM notebook with 1726 papers as
described in Section X. Since these papers do not often in-
clude high-level reference material, we modified the prompt
to include a table of common superconducting materials and
their formulae (e.g. “LSCO: La2-xSrxCuO4”) as well as
term definitions (e.g. “Lifshitz transition (pFS): the point at
which the Fermi surface changes topology from hole-like to

1notebooklm.google.com

electron-like”).

As NotebookLM is a consumer-oriented product, the re-
sponses are targeted towards a lay audience. To get the
system to produce specific language for consumption by sci-
entifically knowledgeable readers, we instructed the model
to produce “language appropriate for a technical audience”
and to “assume the reader has a PhD in physics.” Because
we wanted the model to contrast conterveiling perspectives
in experimental literature, we first instructed the model to
“prefer sources with experimental results over sources with
theories” and provide a “summary of major different per-
spectives or points of view” while preferring “numerical
results as examples for each perspective.” Finally, the model
was instructed to tie the experimental findings back to an-
swer the user’s original question.

3.3. High-Tc RAG-based image and question answering
- (System-6)

Our final system is a custom retrieval augmented generation
(RAG) system for curated literature. We built an index
for our documents and given a query, we retrieve relevant
papers from our index and generate a response. We also
surface images from the relevant papers. We describe this
system below:

Building an index. For the curated literature we developed
a bespoke RAG that is capable of retrieving relevant images
in addition to the relevant text snippets from the curated
documents. To build this system, we first parse the PDF
documents of all the papers to parse out the text as well as
the images, comprising of the figures, tables, and their cor-
responding captions, using PDFFigures (Clark and Divvala,
2016). For the text, we chunk the text and use a text-only
embedding model ( (Lee et al.)) to embed and build an index.
For the images we use a multimodal embedding model (Jia
et al., 2021) to embed the image with the image-embedder,
and the caption using the text embedder, and take the mean
of the embeddings as the feature vector for the Figure /table.

Retrieval and generation. To generate responses for any
given query, we first use the index built on the text chunks
to retrieve relevant passages from the source papers. We
then use the Gemini 1.5 Flash model to compose a coherent
response (Figure 5 shows the prompt) based on the retrieved
passages and have the model cite the relevant source papers
based on the passages. We then embed the response and the
query using the text-embedder of the multimodal ALIGN
model, and take the mean of the query and response texts.
We then use cosine similarity to identify top 5 image fea-
ture vectors closest to the combined query-response vector.
The final answer from the system consists of the top-5 re-
trieved images and the response text along with reference to
the source papers. Figure 6 illustrates the image retriever
system.
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Figure 2: Illustration of the image retriever where we embed
the figures and tables along with their captions, as well as the
query and composed response, all in the same embedding
space, to retrieve the most similar images to a given query
and response.

4. Evaluation of the responses
We collected 67 test questions from 12 experts in the field
to evaluate the model responses. We then recorded the
responses from the six different LLM-based systems and
sent them back to the experts for evaluation.

Below, we give the rubric the expert evaluators were asked to
use to evaluate the different literature understanding systems
(which were blinded to the evaluators).

• Balanced perspective: The model provides multiple per-
spectives when the community is not in agreement.

• Factually comprehensive: The response is complete and
not missing any known experimental facts.

• Succintness: Relatively brief and clear answer and expla-
nation of the answer. The response is not rambling and
repetitive.

• Supported by evidence: The response is based on a col-
lection of experimental evidence reported in the literature.

• Relevance of images: The response contains data visual-
ization that supports the claim in the response.

• Comments - Observations or comments beyond the above
rubric from the expert evaluators.

Except for Comments, evaluations were conducted using a
three-point scale: good=2, ok=1, and bad=0. The first four
aspects: balanced perspective, factual comprehensiveness,
succinctness, and evidentiary support were assessed by nine
experts, with each expert evaluating a subset of the 67 ques-
tions. The fifth aspect, the relevance of images, is evaluated
by two experts who have reviewed most of the questions.
The distribution of expert evaluations is presented in Fig. 3
(f), organized by system and aspect. For each aspect and
each system, we calculate the mean and standard errors of
the grades across all questions and experts, as shown in
Fig. 3 (a-e).

4.1. Results

As depicted in Fig. 3 (a,b,d), the NotebookLM system (no.5),
which utilizes a curated literature database, surpasses closed

LLM-based search engines that source unfiltered data from
the Internet in terms of providing a balanced perspective,
factual thoroughness, and supporting evidence. However,
it displays only a marginally improved performance in suc-
cinctness (Fig. 3 (c)). Regarding image retrieval capabilities,
only Perplexity (no.2) among the LLM-based search engines
consistently delivers image outputs. We compare this with
our custom system (no.6) in Fig. 3 (e), which exhibits supe-
rior performance. These results are statistically significant
as illustrated in Table. 1 in the Appendix, which reports
the P-value of Mann–Whitney U test. The results indicate
that systems utilizing curated literature databases generally
demonstrate superior efficacy compared to those sourcing
information from unfiltered Internet data when addressing
inquiries pertaining to advanced research on high-Tc cuprate
superconductors.

4.2. Expert Panel’s Observations

From the perspective of the expert authors who participated
in this study, the LLMs demonstrated a surprising level of
competence given the depth and complexity of the cuprate
literature. Many responses were coherent and relevant to
nuanced scientific questions, often capturing enough of the
conceptual landscape to acknowledge the existence of mul-
tiple perspectives. While NotebookLM (System 5), when
used with a customized system prompt, stood out for its
effort to present competing viewpoints, this presentation
was occasionally excessive. However, surfacing multiple
interpretations can help alert students and non-experts to the
unsettled nature of many topics in the field. An example
response is shown in Appendix. D.

Several consistent patterns emerged from expert evaluations:

• Strengths in factual queries: LLMs generally performed
well on questions that could be answered using well-
defined metrics. For instance, when asked, "At what level
of doping does the Lifshitz transition occur in LSCO?",
all systems provided satisfactory answers with concrete
numbers. However, Systems 5 and 6 that operated on the
curated database were notably more thorough and better
contextualized.

Despite these strengths, LLMs displayed consistent and sig-
nificant limitations when addressing questions that required
deeper engagement with the literature:

• Surface-level pattern matching: LLMs often relied on
superficial textual similarity rather than conceptual rel-
evance. Even systems which used a curated database,
exhibited this issue. For example (see Fig. 8 in Ap-
pendix. D), it failed to identify key references relevant to
quantum criticality, despite those sources being present in
the database. These missed references did not explicitly
mention quantum critical points, indicating the model’s
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Figure 3: (a-e): Mean scores and standard errors of the 6 models in 5 aspects: (a) Balanced perspective; (b) Factually
Comprehensive; (c) Succintness; (d) Supported by Evidences; (e) Relevance of Image. (f): The number of grades that enter
into the statistics of results in (a-e).

difficulty in recognizing implicit conceptual connections.
• Lack of temporal or contextual understanding: Sys-

tems often failed to recognize the relationship between
conflicting or outdated claims. For instance, they cited
early evidence for s-wave pairing in electron-doped
cuprates without acknowledging more recent literature
that revised this understanding—literature that was in-
cluded in the database (see Fig. 7 in Appendix. D).

• Inaccurate citations: LLMs sometimes supported other-
wise reasonable answers with references unrelated to the
topic. For example, in Fig. 7 of Appendix. D, it includes
citations to materials not relevant to cuprate superconduc-
tors.

• Unqualified or biased sources: Systems 1–4, which rely
on web searches, frequently cited unqualified sources,
such as colloquial articles or unreviewed preprints. These
responses occasionally included theoretical papers that
presented speculative interpretations of experimental re-
sults without caveats.

• Limited reasoning with visual data: Only Perplexity and
our custom System 6 were able to consistently include im-
age references. However, Perplexity often sourced images
from non-scientific content. System 6, while grounded
in curated literature, did not demonstrate actual compre-
hension of image content. Image selection, which uses
embeddings, was typically driven by captions rather than
by visual analysis diagrams, and the system sometimes
failed to retrieve the most relevant figures even when the
associated text showed awareness of them.

These observations point to a broader issue: when LLMs
are trained or prompted using unvetted internet con-
tent—including non-peer-reviewed or fringe material—they

may conflate speculative claims with accepted scientific con-
sensus. This undermines the reliability of their outputs and
risks accelerating the spread of misinformation, especially in
domains where users may not be able to independently ver-
ify claims. Given the authoritative tone of LLM-generated
responses, even subtle inaccuracies can mislead non-experts
and obscure the true state of scientific understanding. These
findings underscore the necessity of grounding LLM tools
in carefully curated, peer-reviewed sources and deploying
them with caution in knowledge-intensive domains like con-
densed matter physics.

For foundational or introductory purposes, such systems
may serve as a useful springboard—particularly for raising
awareness or introducing new learners to complex topics.
However, LLMs currently lack the ability to distinguish cen-
tral theoretical frameworks from peripheral ideas, making
them unsuitable for serious scholarly use without expert
oversight. One expert noted: “These machines were not
meeting my expectations for being my PhD students, but it
would be a useful tool for my students to learn the field."

A promising future direction is evaluating LLM perfor-
mance in multi-turn interactions. In this study, only initial
responses were analyzed. However, several experts reported
improved quality in follow-up exchanges (after the grading
was completed), suggesting that iterative dialogue may help
LLMs refine their reasoning and outputs.

Ethic Statement
The experts who participated in the rating are authors of the
work. They are not financially compensated for their work.
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A. Statistical significance of model evaluations

P-value: NotebookLM vs Others

System
Aspect

Balanced
Perspective

Factually
Comprehensive

Succintness Supported
by Evidences

ChatGPT 9.62× 10−7 1.82× 10−4 0.00285 0.0113
Perplexity 3.66× 10−8 2.64× 10−4 0.0146 0.0355

Claude 1.45× 10−10 2.77× 10−6 0.0106 6.71× 10−11

Gemini A.P. 2.05× 10−5 0.0328 0.241 0.0115
Custom 1.22× 10−4 7.3× 10−4 0.249 1.89× 10−7

P-value: Custom vs Others

System
Aspect

Balanced
Perspective

Factually
Comprehensive

Succintness Supported
by Evidences

ChatGPT 0.0672 0.606 0.0562 0.0166
Perplexity 0.0139 0.62 0.201 0.0049

Claude 0.00255 0.205 0.169 0.00205
Gemini A.P. 0.543 0.142 0.964 0.0299

NotebookLM 1.25× 10−4 7.45× 10−4 0.247 1.95× 10−7

Perpelexity vs Custom, Relevance of Images, P=0.00165
Table 1: Statistical significance of model comparisons across evaluation aspects. We report p-values from the Mann–Whitney
U test under the null hypothesis that the mean scores of two systems are equal in a given aspect. Top: Comparison between
NotebookLM and other systems across the first four aspects. Middle: Comparison between our custom system and other
systems across the same aspects. Bottom: Comparison between Perplexity and our custom system on image relevance. The
results show that NotebookLM significantly outperforms other systems in Balanced Perspective, Factual Comprehensiveness,
and Supported by Evidence. Furthermore, our custom system shows a statistically significant advantage over Perplexity in
Image Relevance.

B. Related Works
The evolving landscape of AI tools for scientific research encompasses both versatile LLMs and specialized applications.
General-purpose LLMs like GPT-4, Claude, and Gemini excel in reasoning and code generation, as well as for tasks such as
literature summarization and manuscript drafting. Many of these are additionally integrated with agentic workflows and web
search capabilities, sometimes called “Deep Research”, to provide more in-depth review of topics based on documents,
conversations, and resources available on the web.

For personalized research and literature management, NotebookLM grounds responses in user-uploaded sources, aiding
in text summarization and note analysis. Elicit functions as an AI research assistant, automating literature reviews, data
extraction, and synthesis from a vast manuscript database. ResearchRabbit.ai facilitates literature discovery through visual
network maps and paper tracking. Consensus.app leverages AI to provide evidence-based insights and a "Consensus
Meter" from over 200 million papers, ideal for systematic reviews and fact-checking. While these exist as products, their
evaluation on actual expert-driven queries remains sparse or entirely missing, and our study provides an example for how
such evaluations can be conducted in a specific domain.

On specialized tools that support specific research phases: Covidence provides structured data extraction for systematic
reviews, while PaperQA2, an agentic LLM, assists with literature retrieval, synthesis, and summarization, often outper-
forming human experts in these tasks. PaperQA2 employs a multi-step agent approach, decomposing RAG into iterative
search parameter revisions and candidate answer examination. It features tools for "Paper Search", "Gather Evidence",
"Generate Answer", and "Citation Traversal", and the agent orchestrates the use of these tools to demonstrate performance
that can exceed that of PhD students and postdocs in retrieval and summarization tasks, while maintaining high precision
and accuracy.
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More recently, Cao et al. (2025) propose an end-to-end agentic workflow using LLMs to support and automate the workflow
of systematic reviews in the biomedical field from initial search to analysis. They measure the specificity and sensitivity
of the agents in identifying the right papers, and extracting information accurately to arrive at the correct conclusions and
compare these against human reviewers with respect to correctness and time. While Cao et al. (2025) looks primarily at
screening of papers and subsequent analysis on all relevant sources in the biomedical field, our work does screening of
papers as a pre-requisite step and focuses on question answering that requires extraction of specific information only from
select relevant sources. Further our work is focused on the High Temperature Superconductivity domain where there are
both theoretical and experimental findings that need to be reconciled.

C. Prompts for literature classification

Figure 4: Prompt (including an example title and abstract from a paper) used to classify papers from the curated dataset into
experimental or theoretical based on the log probability scores from the LLM.
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Figure 5: Prompt used to generate the final response composed from the passages retrieved from the text of the curated
documents.

Figure 6: Illustration of the image retriever where we embed the figures and tables along with their captions, as well as the
query and composed response, all in the same embedding space, to retrieve the most similar images to a given query and
response.

D. Example responses from the LLMs
Two example responses from the LLMs with annotations or responses from experts are shown in Figs. 7 and 8.
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Prompt: What is the pairing symmetry of cuprate high Tc superconductors? Please base your answer on experimental references. Please provide links to the references. Please answer
concisely.
NotebookLM: Here is a summary of the major perspectives regarding the pairing symmetry of cuprate high-Tc superconductors, based on the provided sources:
d-wave pairing symmetry: This is the most widely supported perspective in the sources. Many experiments point to a d

x2−y2 symmetry. These include:
• Tricrystal tunneling experiments showing the half-integer flux quantum effect in YBa2Cu3O7 , Tl2Ba2CuO6+δ , Bi2Sr2CaCu2O8+δ , and GdBa2Cu3O7 . These experiments

directly probe the sign change of the order parameter.
• Angle-resolved photoemission spectroscopy (ARPES) measurements showing strong anisotropy in the gap magnitude, with a minimum near the 45° diagonals in the Brillouin zone.

While ARPES primarily measures gap magnitude, it supports the d
x2−y2 symmetry in several materials.

• Other studies, such as magnetic penetration depth measurements, suggest a linear temperature dependence at low temperatures, consistent with line nodes in the gap function.
s-wave or mixed s+d-wave pairing symmetry: Some sources suggest that the pairing symmetry could be s-wave, or a mixture of s-wave and d-wave components. These views are
generally less prevalent and often consider specific materials or doping conditions.
• In La2-xSrxCuO4 , an isotropic order parameter was obtained from neutron scattering and specific heat measurements. However, the same study also excluded a clean s-wave gap.
• In electron-doped cuprates, s-wave pairing has been proposed, particularly based on penetration depth measurements. However, there is other evidence that indicates that some

electron-doped materials also possess d-wave pairing.
• Some experiments on YBa2Cu3O7 suggest a possible mixed s+d pairing, possibly due to orthorhombic symmetry.
Analysis of the Relationship Between Perspectives:
The dominant perspective in the literature, supported by the weight of experimental evidence in the provided sources, is the d-wave pairing symmetry, specifically d

x2−y2 . However,
the possibility of deviations from pure d

x2−y2 symmetry (such as a mixed s+d-wave state) exists, particularly in specific materials and doping regimes. These deviations might be
related to structural features (such as orthorhombic vs. tetragonal) or other complexities in the electronic structure. The discrepancy between the s-wave and d-wave viewpoints might also
be due to material-specific factors such as disorder and impurity scattering, and the experimental techniques used. More experimental work is needed to resolve this ambiguity in specific
materials and doping conditions.

Answer to the Query:
The dominant experimental evidence strongly supports a d

x2−y2 pairing symmetry for high-Tc cuprate superconductors. However, some materials or doping regimes might show
deviations from pure d

x2−y2 behavior, possibly due to material-specific structural properties or other competing orders.
[Followed by 27 References, not shown]

Figure 7: An example of NotebookLM responses that provides a nuanced answer with multiple perspectives. However, the
statement marked in red about neutron scattering is false: Neutron scattering does not probe pairing symmetry and none of
the provided references mention neutron scattering. Additionally, the references contains publications irrelevant to cuprate
materials. The text marked in blue is an outdated perspective proven by later literature, which is included in the database.

Prompt: What is the evidence supporting the quantum critical point scenario of cuprates? Please base your answer on experimental
references. Please provide links to the references. Please answer concisely.
NotebookLM: Here is a summary of the different perspectives on the evidence supporting the quantum critical point (QCP) scenario in
cuprates, based on the provided sources. Note that many sources discuss theoretical implications of experimental findings, which are not
included here as per the instructions. Links to the original articles are not available as only excerpts were provided.
• Perspective 1: QCP exists near optimal doping, driving strange metal behavior and superconductivity. This perspective posits a QCP near

optimal doping (p ≈ 0.19) where the pseudogap closes. The T-linear resistivity observed in La2−xSrxCuO4 over a wide doping
range, even when superconductivity is suppressed by high magnetic fields, is cited as evidence. The slope of this T-linear resistivity
scales monotonically with the superconducting transition temperature, being maximal at pc ≈ 0.19. Additional support comes
from analysis of anti-nodal states in photoemission, transport, and thermodynamic data, although some doubt about the ubiquity of
a QCP at this doping exists. Furthermore, a peak in specific heat versus doping at p ≈ 0.23 in Nd-LSCO, alongside a logarithmic
temperature dependence of C/T at this doping, are considered thermodynamic signatures of a QCP. This perspective considers the
T-linear resistivity, a hallmark of strange metals, as being directly caused by the quantum fluctuations associated with the QCP. The
Planckian limit for the scattering rate, observed near the QCP in several cuprates and other materials, is also given as evidence.

• Perspective 2: Pseudogap and charge order are distinct phenomena, with separate critical points. This view argues that the pseudogap and
charge order are different phenomena, not necessarily linked to the same QCP. A study of the Hall coefficient in YBa2Cu3Oy showed
that charge order ends sharply at p = 0.16, a doping level distinctly lower than the pseudogap critical point at p = 0.19. This suggests
the existence of at least two separate critical points. Another study suggests that the pseudogap is linked to the antiferromagnetic Mott
insulator phase at low doping, but not to charge order. This perspective often acknowledges the existence of a QCP but emphasizes that it
doesn’t necessarily explain the pseudogap itself.

• Perspective 3: Quantum criticality is associated with a hidden order parameter, not directly related to charge order or the pseudogap.
This perspective argues that the QCP is related to an unknown or “hidden” order parameter, possibly magnetic. It suggests that the
observed quantum criticality might arise from a consequence of the pseudogap, perhaps an associated magnetic quantum phase transition
near p . This is indicated by the logarithmic temperature dependence of the specific heat and a specific form for the resistivity near p.
The T-linear resistivity is observed even beyond the pseudogap phase, in overdoped cuprates, which presents a challenge to scenarios
linking T-linear resistivity solely to pseudogap fluctuations. This indicates the QCP is more complicated and could be related to other
types of broken symmetries.

Analysis of Relationships Between Perspectives:
The different perspectives are not necessarily mutually exclusive. The existence of a QCP near optimal doping is widely supported
experimentally. However, whether this QCP directly causes the pseudogap and strange metal behavior, or is a separate phenomenon, or
even driven by an entirely different order parameter than charge order, remains a subject of ongoing debate. The complexities of the cuprate
phase diagram, with various competing orders (charge density waves, spin density waves, nematicity) present at different doping levels,
make it challenging to unequivocally link any specific experimental observation to a single QCP scenario.

Concise Answer to the Query:
Evidence supporting the QCP scenario in cuprates includes:
• T-linear resistivity: Observed in La2−xSrxCuO4 across a wide doping range, even with superconductivity suppressed by high magnetic

fields. This is often attributed to quantum critical fluctuations near the QCP.
• Thermodynamic signatures: A peak in specific heat versus doping at p ≈ 0.23 in Nd-LSCO and a logarithmic T dependence of C/T

at this doping are consistent with a QCP.
• Planckian dissipation: The slope of the T-linear resistivity is consistent with the Planckian limit for the scattering rate, suggesting a

universal bound on dissipation near the QCP.
• Fermi surface reconstruction: Changes in the Hall coefficient across the critical doping suggest a Fermi surface reconstruction, although

the exact nature and universality of this reconstruction is debated.
It is important to note that the location and the nature of the QCP, and even its exact relationship to the pseudogap and other competing
orders, remain a key area of active research in cuprate physics. The presented evidence suggests a QCP’s influence on various properties,
but its precise role and the underlying order driving this transition remain open questions.

Perspectives expected by experts:

1. divergence of mass from quantum oscilla-
tions

2. peak in the low T specific heat

3. peak in the Hall number extrapolated to
T → 0

4. x to 1+x crossover of carrier density in Hall
number

5. ω/T scaling in response functions

6. Fermi arcs to full FS crossovers

7. X-ray diffraction measure of various corre-
lation lengths

8. kinks in ultrasound dispersion

9. T linear resistivity to low T

10. large thermopower at low T

Figure 8: Comparison between responses generated by NotebookLM (left) and the expected perspectives from experts
(right). Even relevant responses often cover less perspectives than an expert would.
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