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Abstract

Signed networks, where edges are labeled as positive or negative to represent
friendly or antagonistic interactions, provide a natural framework for analyzing
polarization, trust, and conflict in social systems. Detecting meaningful group
structures in such networks is crucial for understanding online discourse, political
divisions, and trust dynamics. A key challenge is to identify communities that
are internally cohesive and externally antagonistic, while allowing for neutral or
unaligned vertices. In this paper, we propose a method for identifying k polarized
communities that addresses a major limitation of prior methods: their tendency to
produce highly size-imbalanced solutions. We introduce a novel optimization ob-
jective that avoids such imbalance. In addition, it is well known that approximation
algorithms based on local search are highly effective for clustering signed networks
when neutral vertices are not allowed. We build on this idea and design the first
local search algorithm that extends to the setting with neutral vertices while scaling
to large networks. By connecting our approach to block-coordinate Frank-Wolfe
optimization, we prove a linear convergence rate, enabled by the structure of our
objective. Experiments on real-world and synthetic datasets demonstrate that our
method consistently outperforms state-of-the-art baselines in solution quality, while
remaining competitive in computational efficiency.

1 Introduction

Signed networks extend traditional graph representations by associating each edge with a positive or
negative number, indicating friendly or antagonistic relationships. Originating from studies on social
dynamics in the 1950s [22], signed networks introduce fundamental differences in graph structure
that make many algorithms designed for unsigned networks inapplicable [42, 6, 44]. These challenges
have fueled extensive research in recent years, leading to advances in signed network embeddings,
signed clustering, and signed link prediction. We refer to the survey by [42] for a comprehensive
review of these methods. Most relevant to this paper is the problem of signed clustering, which
we split into two categories: (i) signed network partitioning (SNP), and (ii) polarized community
discovery (PCD). The latter is the problem studied in this paper.

The goal of signed clustering is to identify k clusters where intra-cluster similarity is maximized
(predominantly positive) and inter-cluster similarity is minimized (predominantly negative). This
problem has numerous real-world applications [42], particularly in social networks, where vertices
represent individuals and edges capture friendly or antagonistic relationships (e.g., shared or opposing
political views). Detecting conflicting groups in such networks is crucial for analyzing polarization
[1, 47, 45], echo chambers [19, 17], and the spread of misinformation [41, 13, 46].
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In the SNP problem, the k groups must form a partition of the vertices, meaning every vertex must
be included. Spectral methods based on the signed Laplacian have been widely used to tackle this
problem [27, 11, 34, 14]. Alternatively, formulating SNP explicitly as an optimization problem
leads to the well-studied correlation clustering (CC) problem [5], which is known to be APX-hard.
Consequently, numerous approximation algorithms have been developed [5, 8, 15, 2], with local
search methods standing out for their strong performance in both clustering quality and computational
efficiency [43, 10, 3, 4].

The problem formulation of PCD is identical to that of SNP, except that the k clusters are not required
to form a partition of the vertices, allowing some vertices to remain unassigned. The goal is therefore
to only find the dense subgraphs of polarized communities. This accounts for cases where certain
vertices are neutral w.r.t. the underlying conflicting group structure. For example, in a social network
with a heated political debate, many users may not engage in the dispute, and their interactions might
not align with any specific faction. There is a substantial body of work addressing this problem, but
most approaches focus on identifying only two communities [6, 45, 36, 16, 35, 21]. As a result, they
do not easily generalize to arbitrary k. To our knowledge, only two works specifically tackle PCD for
arbitrary k. [12] formulated the task as a constrained quadratic optimization problem and proposes
an efficient algorithm that iteratively refines small subgraphs, avoiding the costly computation of the
full adjacency matrix. [44] introduced a spectral method based on maximizing a discrete Rayleigh
quotient, which extends the seminal work of [6] to accommodate arbitrary k. These methods are
known to produce highly imbalanced communities in terms of size [21].

The main contributions of this paper are as follows:

(i) We propose a novel formulation for the PCD problem that encourages more balanced com-
munities, addressing a key limitation of previous work that typically optimize polarity [44]
(see Eq. 2). As demonstrated in our experiments, optimizing polarity often leads to clustering
solutions with multiple empty clusters. The importance of promoting balanced communities
(to avoid trivial solutions where all objects are placed in one or few clusters) is well established
in the graph clustering literature [11]. In Appendix E, we expand on this, and provide some
examples of practical scenarios where (reasonably) balanced communities are favorable in
our context. We note that [21] also proposes an objective for PCD called y-polarity aimed at
addressing cluster imbalance; however, it is restricted to the case of £ = 2 clusters. In contrast,
our objective supports an arbitrary number of clusters k. Nonetheless, we compare to their
method experimentally for £ = 2, and explain how it differs conceptually in Appendix F.

(i) Motivated by the effectiveness of local search-based approximation algorithms for CC (and
many other machine learning models), we propose the first scalable local search algorithm for
PCD, which explicitly allows for neutral objects.

(iii)) We establish a linear convergence rate of our local search algorithm by connecting it to block-
coordinate Frank-Wolfe optimization [18, 29]. This connection is made possible utilizing the
specific structure of our proposed optimization objective and extending the analysis in [43].

(iv) We propose techniques that allow the local search method to scale to large networks.

(v) Finally, through extensive experiments on commonly used real-world and synthetic datasets in
previous work on PCD, we show that our approach consistently outperforms state-of-the-art
baselines in terms of (a) recovering ground-truth solutions and (b) finding high quality solutions
of reasonable cluster size balance.

2 Problem Formulation

We start by introducing the relevant notation, followed by an introduction to CC, which is connected
to our problem. Finally, we describe PCD, including our novel formulation of the problem.

Notation. Consider a signed network G = (V, E), where V is the set of objects and E the set
of edges. The weight of an edge (4,j) € E is represented by the element A; ; € {—1,0,+1}
of an adjacency matrix A. The matrix A is symmetric with zeros on the diagonal, which means
Ajj=Aj;and A;; = 0. Weuse A;; and A. ; to denote row ¢ and column j of A, respectively.
While we restrict all similarities to be in {—1,0,41} (for clarity), all methods presented in the
paper extend to arbitrary similarities in R. We can decompose the adjacency matrix as A =
AT — A~ where AT = max(A4,0) and A~ = max(—A4,0). A clustering with & clusters is denoted



Sy = {S1,..., Sk}, where each S,,, C V is the set of objects assigned to cluster m € [k] =

{1, k) Let Nfo = 3, cin 2ijes,, Aiy and Npwo= 30 0 >0, o Ap; be the sum

of positive and absolute negative intra-cluster similarities, respectively. Furthermore, let Nijl_ter =

+ —_ —
2melk] 2opelk]\{m} 2uicS, 2ujes, Aij 4 Niper = D0k 2opelk)\{m) 2ieS,, 2jes, ij be
the sum of positive and absolute negative inter-cluster similarities, respectively.

2.1 Correlation Clustering

We begin by noting that for CC, unlike PCD to be discussed in the next subsection, a clustering
Six) is a partition of V, meaning V' = Ume[k] Sm and each Sy, is disjoint. A notable feature of
CC is its ability to automatically determine the number of clusters [7], but here we we focus on the
k-constrained variant of CC [20] as it is most relevant to our problem. The k£-CC problem can be
defined as shown below.

Problem 1 (k-CC). Find a clustering Sy that maximizes

]Vi;rtra - ‘Zvi;tru + Ni;ter - Ni;rter' (1)
In other words, the goal is to find a clustering that (i) maximizes intra-cluster similarities and (ii)
minimizes inter-cluster similarities. In the CC literature, it is known that maximizing certain subsets
of terms in Eq. 1, such as the total number of agreements N:{tra + N, > 18 €quivalent to maximizing
the full objective [9]. However, this equivalence does not hold for PCD when neutral objects are
allowed, as each of the four terms in Eq. 1 contributes uniquely to the decision of whether an object
should be clustered or left neutral. We formally show this in Appendix A, and thus focus on the full
objective in the next section when we introduce PCD. CC is known to be NP-hard [5], and many
approximation algorithms have been proposed [35, 8, 15, 2], with local search methods standing out
for their strong performance in both clustering quality and computational efficiency [43, 10, 3].

2.2 Polarized Community Discovery

For PCD, we introduce a neutral set Sy. As a result, each object in V' is either assigned to one of
the non-neutral clusters Sy, ..., S or designated as neutral by placing it in Sy. Consequently, a
clustering Sf) is no longer a partition of V' and we have Sp = V' \ Ume[k’] S, (although all clusters
are still disjoint). Given this, the goal of PCD is to identify non-neutral clusters Sj) such that (i) a
large value of the objective in Eq. 1 is obtained (consistent with CC), and (ii) the graph induced by
the non-neutral objects is as dense as possible (i.e., most edge weights are +1 or —1). Any object
that hinders either of these goals should be assigned to the neutral set Sy. This includes ambiguous
objects, such as those with significant similarity to multiple clusters or those with inherently weak
associations (e.g., low-degree nodes). Importantly, there exists a natural trade-off between the size
and density of the non-neutral clusters: small clusters can trivially achieve high density. As we will
demonstrate, our objective allows for a flexible balance of this trade-off.

In prior work, it is common to encourage the presence of neutral objects by penalizing large/sparse
non-neutral clusters. This is typically done by normalizing Eq. 1 by the number of non-neutral
objects, i.e.,

(]Vi;rlra — Ni;tra) + O‘(]Vi;ter — Ni;rter)

where o € R is used to balance (i) maximization of intra-cluster similarities and (ii) minimization
of inter-cluster similarities. If « = 1/(k — 1), Eq. 2 is commonly referred to as polarity in prior
work and is a well-established objective for PCD [6, 44]. This choice of o was proposed in [44],
based on the observation that the number of intra-similarities scale linearly with k, while the number
of inter-similarities grow quadratically. This choice prevents inter-similarities from dominating the
objective. We use this value of a throughout the paper unless otherwise stated.

@

However, as highlighted in [21] (and in our experiments), maximizing polarity often results in
highly imbalanced clustering solutions (often with multiple empty clusters). In particular, clustering
solutions with the same polarity can differ significantly in terms of cluster size balance. A concrete
example illustrating this issue is provided in Appendix D. [21] proposes a new objective called
~-polarity that addresses this issue for the special case of k& = 2. Our proposed objective is different



from ~y-polarity and is applicable with any arbitrary k. In Appendix F, we compare ~y-polarity with
our proposed objective, defined in Eq. 3. We also compare to [21] in our experiments.

In this paper, we propose an alternative objective that, instead of normalizing by the number of
non-neutral objects, incorporates a regularization term by subtracting the sum of squared sizes of the
non-neutral clusters.

(Ni:tra - Ni;tra) + a(]\figler - Ni:_ter) - 6 Z ‘Sm|2 3
me|[k]

The third term in Eq. 3 has been previously applied to the minimum cut objective for unsigned
networks [10]. In our context (i.e., for the PCD problem), the objective in Eq. 3 achieves two goals
simultaneously: it penalizes the formation of (i) large/sparse and (ii) highly imbalanced non-neutral
clusters. The second property is easy to see, as for a clustering with k clusters and n objects, the term
Zme[k] |S,|? is minimized when each cluster is assigned % objects (i.e., the clusters are perfectly
balanced). Notably, the squaring of cluster sizes is what encourages cluster size balance.

We introduce regularization as an additive term rather than a normalization for two key reasons: (i) It
allows a flexible trade-off between the number of non-neutral objects and the density of the graph
induced by them (controlled by the parameter 3 € R), which is a desirable property in this context
as discussed in the beginning of this section. This possibility is absent in the existing methods that
are based on Eq. 2 (polarity). (ii) It enables the development of an efficient optimization procedure
based on local search with strong convergence guarantees. In the context of CC, local search—based
approximation algorithms are known to significantly outperform other methods [43, 10].

In this paper, we develop the first scalable local search algorithm specifically tailored to the PCD
setting. In Section 4, we demonstrate across a range of real-world and synthetic datasets that the
advantages of local search optimization (e.g., for CC) carry over to PCD as well. We are now ready to
formally state our problem, and we subsequently highlight its computational complexity in Thm. 1.

Problem 2 (k-PCD). Find a clustering Sy with neutral objects So =V \ Ume[k] Son that maximizes
Eq. 3.

Theorem 1. Problem 2 (i.e., k-PCD) is NP-hard.

All proofs can be found in Appendix B.

3 Algorithms

Thm. 1 underscores the necessity of approximate methods to solve Problem 2. In this section,
we demonstrate how it can be solved using Frank-Wolfe (FW) optimization [18]. Specifically, we
consider a variant called block-coordinate FW, which we begin by describing in the next subsection.
After this, we establish its equivalence to a straightforward and provably efficient local search
procedure. Next, we analyze the convergence rate of this approach. Following that, we propose
practical enhancements to improve scalability, enabling the method to handle large problems. A
detailed discussion of the impact of « and S is deferred to Appendix C.

3.1 Block-Coordinate Frank-Wolfe Optimization

The Frank—Wolfe (FW) algorithm is one of the earliest methods for nonlinear constrained optimization
[18]. In recent years, it has regained popularity, particularly in machine learning, due to its scalability
[24]. In this paper, we use a variant of this method called block-coordinate FW [29]. This method
yields a significantly faster optimization procedure while enjoying similar theoretical guarantees.
Block-coordinate FW is applied to problems where the feasible domain can be split into blocks
D =DM x ... x D C R? where each D C R% is convex and compact and we have
d =37, d;. Let @, denote the concatenation of the variables &; € P¥) from all blocks i € [n].
The optimization problem is then

2 DB e f(@m), )
where f is a differentiable function with an L-Lipschitz continuous gradient. This approach is
particularly effective when optimizing f w.r.t. the variables in a single block (while keeping other



Algorithm 1 Block-coordinate Frank-Wolfe Algorithm 2 Local Search for PCD

1: Initialize a:fs]) e DM x ... x D), 1: Randomly assign each object i € [n] to a
2: fort:=0,...,7T do cluster in Sy, or to the neutral set Sy
3:  Select a random block i € [n] 2: while not converged do
4 @* — aremax CE V»f(m(t)) 3:  Select object ¢ € [n] randomly

i g% 2 €D i T Vi) 4: Assign object i to a cluster in S, or to
5. Letry = 555 or optimize by line-search the neutral set Sy, which maximally in-
6 2 =1 -2l 4 ya; creases our objective in Eq. 3
7: end lfor 5: end while

blocks fixed) is simple and efficient. This turns out to be the case for our problem, as will be discussed
in the remainder of this section. The method is outlined in Alg. 1, where V; f(x,)) represents the
gradient of f(a[,)) with respect to block x;. When the problem involves only a smgle block (n = 1),
Alg. 1 reduces to the standard FW algorithm. We now show how our problem can be turned into an
instance of Eq. 4. Below, we show an alternative way of writing our objective in Eq. 3.

Proposition 1. Our objective in Eq. 3 can be written as

Z Yo Aig=B-a Yy D> YD Ay ®)

14,J€Sm me(k] pe[k]\{m} i€Sm JES,

We observe that the regularization term in Eq. 3 is equivalent to shifting the intra-cluster similarities
by —/. This reformulation proves highly useful for the remainder of this section. In our context,
each object i € [n] defines a block. We represent the cluster membership of object ¢ using @; €
{eo,...,ex}, where e, (for m € {0,...,k}) are the standard basis vectors. Each «; is a vector
of dimension k£ + 1, with index zero indicating membership in the neutral set Sy. Specifically, if
Zi0 = 1, object 7 is assigned to Sy. Using this notation, we can now define our objective as follows.

Z Z ximxjm(Ai,j _04 Z Z Z ximxijz},jo (6)

(¢,7)€EE melk] (i,5)€EE me[k] pe[k]\{m}

Note that we do not include any terms involving z;q, thereby excluding contributions from neutral
objects, as intended. The objective in Eq. 6 remains discrete and is therefore unsuitable for FW
optimization. To address this, we relax the problem to make it continuous by allowing soft cluster
memberships. Specifically, each z; € A¥1, where AF! = {@ € R¥ | 2,, > 0,5°F _ 2, =1}
represents the simplex of dimension k. With this relaxation, we can now reformulate the optimization
problem as follows.

x; EAFTL Vie[n]

Eq. 7 is a specific instance of the block-coordinate FW formulation described in Eq. 4 (where f is
non-concave). Consequently, we can apply Alg. 1 to solve this problem.

3.2 Equivalence to a Local Search Approach

We now show that optimizing Eq. 7 using Alg. 1 is equivalent to the local search procedure in Alg.
2. Let matrix G' € R"* (k1) where element G; ,,, := [V f(z [n])} is the gradient of f(x,) w.r.t.
variable m of block ¢ evaluated at wffl)] Given this, we present the following theorem.

Theorem 2. Ifmfg]) in Alg 1 is discrete, the following hold. (a) For our problem (Eq. 7), the
solution x; (line 4 of Alg. 1) is the basis vector ey, where p = arg MaX,,co,... k} Gi.m and the
optimal value of the step size on line 6 is v = 1. (b) Our objective function in Eq. 6 satisfies
(zF — :L'Et)) -Gy = f(mrn]) - f(a:fi)]) where xj, is mfﬁ with block i modified to x;.

From part (a) of Thm. 2, the current solution, :cffl)], remains discrete (i.e., hard cluster assignments)
at every step of Alg. 1 for all ¢ € [n]. Moreover, each step of Alg. 1 consists of placing object i in



the cluster m € {0, ..., k} with maximal gradient G, ,,. By part (b) of Thm. 2, this is equivalent
to placing object 7 in the cluster that maximally improves our objective in Eq. 3. Based on this, we
conclude the following corollary.

Corollary 1. From Thm. 2, if wgz]) is discrete, solving the optimization problem in Eq. 7 using Alg. 1
is equivalent to executing the local search procedure described in Alg. 2.

3.3 Convergence Analysis

Given Corollary 1, we now present results for the convergence rate of Alg. 2. Following the prior work
on the analysis of general FW algorithms [24, 29], we begin by providing the following definitions.

Definition 1 (FW duality gap). The FW duality gap is defined as [24]

9(xpn)) = max (8 — @pp)) - V(@) (®)
S[n]ED

which is zero if and only if x|, is a stationary point. Furthermore, let g; = ming<;<¢—1 g(azfi)]) be
the smallest duality gap observed in Alg. 1 up until step ¢.

Definition 2 (Convergence rate). We say the convergence rate of Alg. 1 is at least O(1/r¢) if
E[g:] < O(1/r:), where r; is some expression involving only ¢ and the expectation is w.r.t. the
random selection of blocks on line 3. If n = 1 the bound is deterministic.

The FW algorithm has been shown to converge to a stationary point of f under various settings,
with well-established convergence rates. We summarize a few known results below. The standard
FW algorithm (n = 1) achieves a deterministic convergence rate of O(1/t) for concave f [18]
and O(1/ \/i) for non-concave f [28, 39]. For the block variant, [29] proves a convergence rate of
O(1/t) for concave f in expectation. For non-concave f, [43] proves a convergence rate of O(1/t)
in expectation, under the assumption that f(a,,)) is multilinear in each block x; including correlation
clustering. We here extend the analysis of [43] to Problem 2 (k-PCD) using Alg. 2, described in
Thm. 3. Note that their analysis cannot be applied directly to our objective function in Eq. 6 as this
objective does not satisfy the multilinearity property.

Theorem 3. The convergence rate of Alg. 2 is at least nho /t = O(1/t), where ho = 3_; i < | Ai 1.

The O(1/t) convergence rate presented in Thm. 3 should be compared with the deterministic

convergence rate of O(1/+/t) for general non-concave functions f under the standard FW method
(n=1)[28,39].

3.4 Improving the Computational Complexity

In the previous section, we demonstrated that Alg. 2 is guaranteed to converge at the linear rate
O(1/t), making it highly efficient. In this section, we propose an alternative version of Alg. 2,
designed to enhance the efficiency of each step ¢ while maintaining full equivalence in functionality.
This ensures that the convergence analysis from the previous section still remains valid. Firstly, a
naive implementation of Alg. 2 has a complexity of O(Tk?n?), as each iteration requires O (k*n?)
to compute the full objective in Eq. 6 for every candidate cluster in order to determine the best cluster
for the current object 7. Since the number of iterations 7" until convergence is typically larger than
n, this approach can become computationally expensive. Part (b) of Thm. 2 offers an alternative:
instead of evaluating the full objective, we can compute the gradient G; ., which involves only terms
related to object ©. Based on this, we present the following theorem.

Theorem 4. Let Sy be the current clustering of our local search procedure, with neutral objects
So=V\ Ume[k] Sm. The gradient can then be expressed as follows.

Gim =20140a) > Aij =20 > Aij—2BSm|+281[i € S,] - 8 )
€Sm pelk] jES,
forallm € [kl and G, = 0.

A naive calculation of the full gradient G; . for block 4 is O(k?*n). However, the specific structure

of the gradient in Eq. 9 reduces the complexity to O(kn), since the term >_ (> ;e s, Aij 18



Algorithm 3 Local Search for PCD (efficient)

1: Randomly assign each object i € [n] to one of the clusters in S}, or to the neutral set Sp.
Initialize X € {0,1}"**, with X; ,,, = 1 if object i belongs to cluster m € [k], and X; ,,, = 0
otherwise. Neutral objects i € Sy have rows Xj; . of zeros.
M =2AX
while not converged do
Select object ¢ € [n] uniformly at random
p := current cluster of ¢
Mi = Zp MLP
Gip = (14 a)M;, —aM; —26|S,| + 261[i € Sp] — B, Vp € [k] {See Eq. 9}
9: Gj,,o =0
10: p*=arg maXpe(o,... k} Gip
11:  if p* = p then skip to next iteration
12:  Assign object 7 to cluster .S,
13:  ifpe[k]then M. ;=M. ;—2A,;
14:  ifp* #O0then M. ,« =M, - +2A.;
15: end while
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Figure 1: Comparison of runtime for the three implementations of Alg. 2 (local search) introduced in
Section 3.4 by varying the graph size n and the number of non-neutral clusters %, using data generated
from the m-SSBM model. See Section 4 for a description of this dataset. The noise level is fixed at
1 = 0.4. When varying n, we fix k = 4; when varying k, we fix n = 5000. LSPCD corresponds to
Alg. 3 and is used in all subsequent experiments because of its superior computational efficiency.

independent of the cluster m and can therefore be precomputed (see Alg. 3). See the proof of Thm. 4
for further insight on this. From Thm. 2, the gradient G; ,,, represents the impact on the full objective
in Eq. 6 if object ¢ is placed in cluster m. Thus, because G; o = 0, we observe that an object ¢ is
made neutral if its contribution to all non-neutral clusters is currently negative. Moreover, the total
complexity is now reduced to O(Tkn), which is a significant improvement over the naive approach
with complexity of O(Tk?n?).

We present a third approach, shown in Alg. 3. We define a matrix X € {0, 1}"**, with X ,, = 1
if object i belongs to cluster m € [k], and zero otherwise. Neutral objects ¢ € Sy have rows X; .
of zeros. The procedure precomputes the matrix M = 2AX, where M, ,, is the total similarity of
object i to cluster m. Precomputing M is O(kn?), but allows gradient computation in O (k) (line 8).
We then have to update M accordingly (lines 13 and 14), which is O(n), reducing the per-iteration
complexity to O(n + k). The total complexity is O(kn? +T'(n+ k)), which improves on the O(Tnk)
approach because, (i) computing M involves a sparse matrix product, which is highly efficient in
practice, and (ii) since 7' > n, reducing per-iteration cost leads to significant practical gains.

On the largest datasets in our experiments, Alg. 3 completes in seconds or minutes, while the
naive version would take hours or days. Figure 1 presents a runtime comparison of the three
approaches discussed above. The method in Alg. 3 (LSPCD) achieves the best computational
efficiency, significantly outperforming the naive approach in Alg. 2. Consequently, Alg. 3 is used in
all subsequent experiments. In Appendix G.5, we further demonstrate the scalability of Alg. 3 to
large-scale graphs.



4 Experiments

In this section, we present our experimental evaluation. Additional results are provided in Appendix G.
We use eight publicly available real-world datasets commonly adopted in prior work on PCD [44],
with dataset details included in Appendix G.1. Notably, no real-world datasets with ground-truth
solutions for PCD (i.e., where neutral objects are allowed) currently exist. Consequently, prior work
has relied on polarity (Eq. 2) as a proxy for evaluating solution quality [6, 44]. For consistency,
we also report polarity scores for these datasets. Additionally, following previous work [44], we
include experiments on synthetic datasets where ground-truth solutions are available. Throughout
this section, we fix v and 3 (as specified below). In Appendix C, we provide a detailed discussion on
the impact of these parameters (and we investigate it experimentally in Appendix G.8). We compare
our local search algorithm for PCD, named LSPCD (see Alg. 3), to several baseline methods, which
we introduce below. The complete source code for all experiments is publicly available'.

Baselines. (i) SCG [44] is a spectral method that identifies k£ non-neutral clusters by maximizing
polarity (Eq. 2) with « = 1/(k — 1). It solves a continuous relaxation and applies one of four
rounding techniques, resulting in SCG-MA, SCG-R, SCG-MO, and SCG-B. We refer to [44] for
details. (ii) KOCG [12] optimizes a similar objective and formulates it as a constrained quadratic
optimization problem (this optimization approach is very different from ours). It outputs a set of local
minima. For comparison, we select KOCG-top-1 (the best local minimum) and KOCG-top-r, where
r is chosen such that the number of non-neutral objects is closest to SCG-MA, following [44]. (iii)
BNC [11] and SPONGE [14] are spectral methods designed for SNP that do not explicitly handle
neutral objects. As in [44], we apply two heuristics with these methods: (a) we treat all k clusters as
non-neutral, and (b) we run the methods with k 4 1 clusters and then designate the largest cluster
as neutral. These variants are denoted BNC-% / SPONGE-k and BNC-(k + 1) / SPONGE-(k + 1),
respectively. (iv) N2PC [21] introduces a framework that employs a graph neural network (GNN) to
predict cluster memberships in the PCD setting. They propose ~y-polarity, a generalization of polarity
designed to encourage balanced clusters. Higher values of « impose stricter balance constraints, with
~v = 1 recovering the standard polarity definition (Eq. 2). Since their method supports only &k = 2
clusters, results are reported exclusively for this setting. See details about baselines in Appendix G.2.

Metrics. (i) Following prior work, we use polarity to evaluate the quality of different methods [6, 44],
defined as in Eq. 2 with « = 1/(k — 1). (ii) For datasets with available ground-truth, we measure the
recovery-rate of ground-truth clusters using the F1-score, which is the precision and recall averaged
over all clusters (as in [6, 44]). (iii) To evaluate the balance of a clustering solution S|}, we use the
imbalance factor from [38]. Let p; = |S;|/ Zme[k} |1 | be the proportion of objects in cluster S;.
The imbalance factor (IF) is defined as

1 k
IF(p1,...,Pk) = EIO&(pr)/lng(k) €[0,1], (10)
=1

where 1 indicates perfect balance and 0 indicates maximal imbalance (i.e., all objects in one cluster).
For ¢ = 1, the numerator reduces to Shannon entropy; we use £ = 3 to penalize highly imbalanced
solutions more strongly. The conclusions of our results are robust to changes in ¢ around our chosen
value. Results for other values of £ are provided in Appendix G.6. In addition, Appendix G.9 presents
a detailed summary of the solutions found by each method, including the number of non-neutral
objects, the number of non-empty clusters, runtime, and more.

Synthetic datasets. In our first experiment, we evaluate how well the methods recover ground-truth
clusters using synthetic networks. Following [6, 44], we employ the modified signed stochastic
block model (m-SSBM), which was specifically designed to generate synthetic graphs with planted
ground-truth communities for PCD. The m-SSBM model is parameterized by four variables: (i) n, the
total number of nodes; (ii) k, the number of non-neutral clusters; (iii) ¢, the size of each non-neutral
cluster; and (iv) 7 € [0, 1], which controls the edge probabilities. Smaller values of 7 correspond to
denser non-neutral clusters and lower levels of noise (see Appendix G.3 for detailed description).
Here, we assume balanced ground-truth clusters of size ¢. In Appendix G.4, we show that our method
remains robust when increasing cluster imbalance on synthetic data.

In Figure 2, we present the F1-score and polarity of various methods on different synthetic graphs
generated using the m-SSBM model, across different noise levels 7. For clarity, we include the

"https://github.com/Linusaronsson/NeurIPS2025-LSPCD


https://github.com/Linusaronsson/NeurIPS2025-LSPCD

k=2,1=100, n=1000 k=4,1=100, n=2000 k=6,1=100, n=2000 k=10,£=100, n=4000

=t 1.0

0.8

S0.6
w0

F1-Score

T 0.4
0.2

0.0

200

=
w
o

Polarity
Polarity
Polarity
Polarity

=

o

o

w
o

o

0.0 0.2 0.4 0.6 00.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6
n n n n

---- Ground Truth —e— LSPCD (ours) SCG-MA —— SCG-MO  —— SCG-R  —— BNC-(k+1)

—<— BNC-k SPONGE-(k+1) —— SPONGE-k N2PC

Figure 2: Fl-score and polarity of different methods on synthetic graphs generated using the m-SSBM
model, as the noise level 7 varies. See main text below for details. See Appendix G.4 for more results.

best performing baselines (KOCG peforms poorly here). Each setting is repeated 10 times, and we
report the average. We fix 5 = 0.4 for LSPCD (it is robust to the choice of 3) and v = 1 for N2PC.
We see that the recovery rate of all methods decreases as 7 increases, since the sparsity and noise
level of the graph increases. For k = 4, 6, 10, we observe that our method significantly outperforms
baseline methods, being the only method capable of recovering the ground-truth solutions for > 0.2.
For kK = 2, we observe that our method, SCG-MA, and N2PC perform the best. However, for
k = 2 (which N2PC is limited to), the problem is significantly more simple. Finally, we see that the
ground-truth solution correlates with large polarity, justifying the use of polarity to measure solution
quality for the real-world data.

Real-world datasets. Table 1 present results for different methods and datasets with k = 2,4, 6 (we
use the same values of k as SCG [44]). | E| denotes the number of edges with non-zero edge weight.
Only seven of the eight datasets are shown (due to space limit); see Appendix G.9 for complete
results. The spectral clustering methods, BNC and SPONGE, exceeded memory limits on large
datasets (caused by k-means), indicated by dashes. We report the mean over five runs, with standard
deviations included in Appendix G.9. For our method, we select the 3 value that maximizes polarity,
testing 10 values per dataset, while we fix & = 1/(k — 1) for all methods. For each method and
dataset, we report the polarity (POL) and the imbalance factor (IF).

The results show that our method is highly competitive, often the best, in polarity across all datasets.
In particular, our method consistently finds solutions with large polarity, while maintaining a good
cluster size balance (large imbalance factor). Additionally, our method does not impose strict balance
constraints, which is beneficial since real-world clusterings are rarely perfectly balanced. Instead, it
identifies high-polarity solutions with reasonable balance, making it more practical for real-world
applications. Notably, in cases where baseline methods attain higher polarity, it is usually at the
cost of a very low imbalance factor (which often implies one or more empty clusters). Moreover,
baseline methods with an imbalance factor near 1 generally exhibit very low polarity. This observation
highlights the inherent trade-off between polarity and cluster balance, which our approach balances
very well.

Results for N2PC are only included for £ = 2, as it does not support k¥ > 2. We observe that
increasing ~y results in more balanced clusters, which consistently leads to lower polarity. When
N2PC optimizes standard polarity (y = 1), the polarity is usually highest, but the imbalance factor
is consistently very low (often near zero). This suggests that optimizing polarity alone (as SCG
does) is not ideal; encouraging the algorithm to produce more balanced solutions (even at the cost of
reduced polarity) generally yields solutions that align better with user expectations in practice (see
Appendix E for a detailed discussion on this). This is a well-known observation in previous work on
clustering of signed and unsigned graphs (beyond PCD, without neutral objects) [11]. While N2PC



Table 1: Polarity (POL) and imbalance factor (IF) for different methods and real-world datasets. | E|
denotes the number of edges with non-zero edge weight.

‘ BTC WikiV REF sD WikiC EP WikiP
[V 6K 7K 11K 82K 116K 131K 138K
|E| 214K IM 251K 500K 2M 711K 715K

k| POL| IF POL | IF POL | IF POL| IF POL | IF POL| IF POL | IF

2 LSPCD (OURS) 29.010.65 62.310.43 146.110.71 75.910.25 190.810.83 127.810.73 82.010.30
SCG-MA 28.810.16 71.5]0.01 172.210.01 77.510.01 155.210.53 128.310.04 82.810.01
SCG-MO 29.5(0.03  71.7/0.01 174.110.01 ~ 79.7]0.01  175.7/0.43  128.7/0.04  88.4/0.01
SCG-B 21.6/0.99  37.6/0.04  116.310.03  61.0/0.05  129.310.64  156.4/0.04  46.5/0.04
SCG-R 14.210.25 54.710.17 120.910.04  29.7|0.08 101.1]0.57 72.310.19 36.110.17
KOCG-ToP-1 1.0[1.00 7.6]0.72 11.6]0.64 2.010.79 5.910.84 8.210.60 3.010.79
KOCG-TOP-7 3.810.99 2.3]1.00 15.410.96 2.6]0.98 3.410.99 14.0]0.94 1.310.99
BNC-(k+1) -10.8(0.13  -1.1]0.79 -1.0]1.00 — — — —
BNC-k 5.3(0.02  15.8]0.00 41.5(0.00 — — — —
SPONGE-(k+1) 1.010.79 1.010.47 1.010.79 — — — —
SPONGE-k 5.1{0.00  15.8]0.00 41.5]0.00 — — — —
N2PC (v = 1) 29.6/0.02  71.6/0.00  173.6{0.01  81.2]10.00  172.8]|0.46  169.7/0.00  87.5/0.00
N2PC (y = 1.2) 30.110.46  71.7/0.01  173.6/0.02  81.1/0.00  175.7(0.77  169.8/0.00  87.1/0.00
N2PC (y = 1.5) 24.411.00 70.010.10 130.3]0.94 81.810.00 158.210.99 169.910.00 86.610.02
N2PC (v = 1.7) 23.9(1.00 59.1/0.56 119.4|1.00  55.0(1.00  155.5[0.99  124.3/0.29  75.2|0.39
N2PC (v = 2.0) 24.1{1.00  40.5/1.00  118.1|1.00  52.1[1.00  142.0|1.00 76.7|10.99  48.3/0.96

4 | LSPCD (OURS) 23.310.47  52.6|0.52 1392|041  61.1/0.54  113.6/0.56  111.5|0.58  71.6/0.27
SCG-MA 25.110.22  52.9|0.36 94.5/10.68 3551025 104.9/0.06  127.4/0.30  56.5|0.52
SCG-MO 25.3|0.22  53.1(0.37 82.1/0.70  38.5/0.20  117.9/0.24  129.0|0.34  39.7/0.30
SCG-B 12.410.23 24.810.60 116.210.00  48.310.38 49.810.86 94.410.54  45.7]0.21
SCG-R 8.0/0.52 19.510.44 118.7]0.02 10.710.76 41.1/0.66 65.110.20 33.710.14
KOCG-TOP-1 8.410.90 4.5(0.81 15.0(0.65 2.610.80 4.5/0.23 8.910.91 3.110.71
KOCG-TOP-r 5.0(0.93 3.3(0.99 3.7(0.87 3.0/0.79 3.8(0.99 11.0/0.96 4.410.84
BNC-(k+1) -9.410.23 -1.1]10.65 -1.011.00 — — — —
BNC-k 5.2/0.01 15.8(0.00 41.5/0.00 — — — —
SPONGE-(k+1) 1.1{0.10 1.0{0.71 1.010.79 — — — —
SPONGE-k 5.1[0.00  15.8]0.00 41.5[0.00 — — — —

6 | LSPCD (OURS) 20.0|0.49  46.2|10.56  137.6/0.33  57.1/0.43 96.1/0.53  103.4]0.47  58.7|0.54
SCG-MA 14.6/10.46  45.5(0.42 84.910.62  37.8/0.17  102.6|0.07 88.810.52  57.5|0.42
SCG-MO 15.210.46  47.0/0.41 55.6]0.72 34.610.29 111.6]0.22 129.210.26  41.810.24
SCG-B 9.310.47 23.3]0.61 116.210.00  47.7]0.32 46.10.71 94.510.42  46.0|0.16
SCG-R 6.910.41  10.4]0.79 50.310.36 7.910.46 18.310.74 43.310.30 3.3]0.42
KOCG-TOP-1 4.1(0.92 4.510.96 8.6(0.93 3.6(0.90 4.910.53 6.0(0.94  10.1]0.86
KOCG-TOP-7 3.6/0.87 3.110.96 4.010.97 3.310.91 1.5]0.99 6.810.89 3.6/0.77
BNC-(k+1) -4.210.25 -1.110.97 -0.810.94 — — — —
BNC-k 5.210.01 15.810.00 41.5(0.00 — — — —
SPONGE-(k+1) 1.310.15 1.0(0.86 1.010.92 — — — —
SPONGE-k 5.1[0.00  15.8]0.00 41.5(0.00 — — — —

is competitive with our method, it is limited to & = 2, requires tuning -y, and is significantly more
complex (it requires training a graph neural network, leading to higher runtime, see Appendix G.9).

5 Conclusion

We proposed a novel formulation of the polarized community discovery (PCD) problem that empha-
sizes (reasonably) balanced communities in terms of size, addressing a key limitation of prior work,
which typically optimizes polarity (Eq. 2) and often produces highly imbalanced clusterings. To
tackle this, we developed the first efficient and scalable local search method for PCD and established
a connection to block-coordinate Frank-Wolfe (FW) optimization. While the standard FW algorithm
is known to achieve a convergence rate of O(1/+/t) for general non-concave objectives [28, 39],
we showed that, due to the specific structure of our objective in Eq. 6, our method achieves a
significantly faster linear convergence rate of O(1/t), despite the function being both non-concave
and non-multilinear. Extensive experiments demonstrated that our method (LSPCD) consistently
produces high-quality clusterings with reasonable cluster size balance, better aligning with practical
expectations. Furthermore, we observed that the strong performance of local search algorithms
in correlation clustering carried over to the PCD setting as well. Overall, our approach offers a
compelling alternative in the PCD literature, both in terms of performance and simplicity (see Alg. 2).
Alternative methods in the literature are significantly more complex.
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A Comparing CC and PCD

The following proposition presents alternative objectives equivalent to maximizing Eq. 1 (i.e., solving
the k£-CC problem, see Problem 1). While this is known in the CC literature [9], we include a
complete summary here to better motivate our problem formulation of PCD.

Proposition 2. Problem I is equivalent to finding a clustering Sy that maximizes any one of the
four objectives in Egs. 11-14 (i.e., they share all local maxima).

Nt;z‘—tra + Nl;ter (11

Nl;tra - ‘]Vi;tter (12)
Nira = Ninra (13)
Zvi;ler - Zvi;li_ler (14)

Furthermore, maximizing any other combination of the four terms is not equivalent to Problem 1.

All proofs can be found in Appendix B. The four formulations of CC shown in Prop. 2 respectively
correspond to (i) maximizing agreements (Eq. 11), (ii) minimizing disagreements (Eq. 12), (iii)
maximizing intra-cluster similarities (Eq. 13), and (iv) minimizing inter-cluster similarities (Eq. 14).
Finally, we can combine all these notions into one single objective (i.e., Eq. 1). CC is an NP-hard
problem, leading to the development of numerous approximation algorithms. Existing approximation
algorithms maximize one of the five expressions discussed above [7], leading to differences in
clustering performance, computational complexity and theoretical performance guarantees.

We now explain why Eq. 1, which incorporates all relevant terms, must be considered when neutral
objects are allowed. Much prior work on PCD also optimize all terms, but often without providing a
detailed justification for this choice. The next proposition provides such an intuition.

Proposition 3. A clustering Sy with neutral objects Sy = V' \ Ume[k] S that maximizes one of

the objectives in Eq. 1 or Egs. 11-14 is not guaranteed to maximize any of the other objectives®.

From Prop. 3, we conclude that each term in Eq. 1 provides unique information when neutral objects
are allowed, unlike the standard CC problem, where the different objectives are equivalent, as outlined
by Prop. 2. This makes Eq. 1 the most reasonable objective for optimization in this context, as it
effectively balances all contributing terms. Moreover, since each term captures unique aspects of the
PCD problem, it may be beneficial to weight them differently to achieve an optimal trade-off.

B Proofs
Theorem 1. Problem 2 (i.e., k-PCD) is NP-hard.

Proof. Fix a, 8 € R to any values. Assume that we know which objects in V' should be assigned to
the neutral set Sy in the optimal solution to the k-PCD problem. Then, let V/ = V '\ Sy and let E’ be
the set of edges between objects in V. Since no object in V"’ should be neutral, the problem reduces
to finding a partition of V' that maximizes Eq. 3. We rewrite our objective in Eq. 3 as

(Ni-lrtra - Nlnll‘d) + Oé(Nmter - 1nter 6 Z |S |2

=3 Y 40y ZA,J B 15wl

me[k] 4,5€Sm melk] pelk ]\{m}zess melk] (15)
=D D Ay=B-ad Y D Ay
me[k] 4,JESm melk] pe[k]\{m} 1€Sm
JESp

The second equality follows from Prop. 1. Defining ¢gm == (i.j)EE A; j, we obtain:

2Unless k = 2, in which case Eq. 11 and Eq. 1 are equivalent as established in [6].
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Yoo D Ay=am— ) Y A (16)

mel[k] pe[k]\{m} i€Sm me(k] 1,J€Sm
JESp

Substituting this into Eq. 15 and simplifying:

YD Aig=B-adl Y Y A=

me(k] 4,JESm melk] pe[k]\{m} i€Sm
JESH
=> > aleim— Y. Y, Aij) 17)
me[k] 1,7ESm me(k] 4,J€Sm
= (1 + CY) Z Z (Ai,j - B) — QCsim -
me([k] 4,5€Sm
Defining 4] ; = (1 + «)(A;; — (), we observe that since cgim is a constant across clustering

solutions, the problem reduces to finding a partition of V"’ that maximizes 11 2=, jes,. 41

This is equivalent to the max correlation objective (Eq. 13) applied to the transformed adjacency
matrix A’. By Prop. 2, this objective is equivalent to the k-CC problem (Problem 1). Thus, solving
the k-PCD problem requires solving the k-CC problem on the instance G’ = (V’, E’), meaning
k-PCD is at least as hard as k-CC. Since correlation clustering is NP-hard [5, 20], we conclude that
k-PCD is also NP-hard. O

Proposition 1. Our objective in Eq. 3 can be written as

Z S -8 -a> Y N N 4y )

k] 4,7ESm melk] pe[k]\{m} i€Sm JES,

Proof. We have
2
(Z\]i:—tra - Nmtra) + a(]vmter - mter ﬂ Z ‘Sm|

melk]

:Z ZA,] O‘Z Z ZAJ ﬂZ‘SF

me[k] 4,J€Sm méel[k] pe[k]\{m} ze% me k]
DD IRIETD D DD SEFEVD MD

me[k] 1,5 ESm me[k] pelk]\{m} ze% me[k] 4,5 ESm (18)
DD IR ELD DD DD D e DD DN

me[k] 1,j€ESm melk] p€ k]\{m}ljee%; mel[k] i, €Sm
=2 > Wy=p-ad > > Ay

melk] ,jESm mel[k] pe[k]\{m} z]%%,,;

The second equality (line 3) holds because the number of pairs of objects inside cluster m is |S,, |2.
A similar regularization is established in [10] for the minimum cut objective, where it is shown that
optimizing this minimum cut objective regularized with — 3 Zme[k] |S;|? is equivalent to optimizing
the max correlation objective (Eq. 13) with similarities shifted by 5. However, their result specifically
considers the full network partitioning of unsigned networks, where the initial pairwise similarities
are assumed non-negative. Moreover, they use a different regularization in practice: they shift the
pairwise similarities so that the sum of the rows and columns of the similarity matrix becomes
ZEero. O

Theorem 2. If wfg]) in Alg 1 is discrete, the following hold. (a) For our problem (Eq. 7), the

solution } (line 4 of Alg. 1) is the basis vector e, where p = argmaX,,cy, .. x} Gi,m and the
optimal value of the step size on line 6 is v = 1. (b) Our objective function in Eq. 6 satisfies

(xf — a:l(t)) Gip = fl=],) — f(wffﬁ), where xj, is :):E:L)] with block i modified to x7.
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Proof. We begin by writing our objective function f(z,)) in Eq. 6 as follows.

f(m[n] Z Z zzmz]m i,j -« Z Z Z mimmiji,,j

(¢,7)€EE melk] (i,5)€E me[k] pe[k]\{m}
== D 2B+ D D wmmam(Aiy =B —a Y D> Y mimzpAi
1€[n] me[k] (z,j)EE me|[k] (2,7)€E me[k] pe[k]\{m}
= - Z Z xzmﬁ + Z Z Z’Zml'Jm 5) -« Z Z Z SL‘Z‘mSL‘iji’j.
1€[n] me[k] (1, gng me|[k] (¢,7)€E me[k] pe[k]\{m}

(19)

In the second equality, we separate out the terms for ¢ = j and use that 4, ; = 0. In the third equality,
we consider that ) is a discrete solution. This makes the first term linear instead of being quadratic

W.LL. Z;m, Which is a crucial step in proving the theorem. Let f(x;) denote f(x[,)) when treating all
blocks other than x; as constants. Then,

f(xi) = — Z TimfB + 2 Z Z TimTjm(Aij — B) — 2a Z Z Z TimTipAij+C

mel[k] jen\{i} me[k] je[n\{i} me[k] pe[k]\{m}
= Z {Elm<—ﬁ+2 Z (:rjm(Ai_j—ﬁ)—a Z 'ij )) +C
me|k] IEORG! pe[kI\{m}

(20)

where C' denotes terms independent of x;. Define ¢; € R**1 with elements

Cim = —B+2 Z xjm ii—B)—«a Z xijm), form € [k], ¢io:=0. (21)
jeln]\{i} pE[KI\{m}

Then, we obtain

flz;) = Z TimCim +C = :ciTc,- +C. (22)
me{0,....k}

Eq. 22 clearly illustrates that the contribution of the neutral component (index zero) of each x;,, is
not included in the total objective (since ¢;o = 0). From Eq. 22, the gradient of f (sr:[n]) w.r.t. x; is

Let c(t =V,f ( ) be the gradient of f(x,)) evaluated at the current solution az (deﬁned asin
Eq. 21). The optlmlzatlon problem on line 4 of Algorithm 1 is

T} = argmax miTcz(-t). (24)

x; EAR+1
Since Eq. 24 is a linear program over the simplex A**+1, the optimal solution is obtained by setting

xj, = lform = argmax,,cco . i cEQL and x7, = 0 for all p # m. This proves the first statement
of part (a) of the theorem.

Next, we note that the difference f(xf,) — f(scffl)]) simplifies to f(x}) — f(x (t)) (where f(x;) is
defined in Eq. 20), since only the terms involving the variables in block ¢ change between ac[ ] and

E } Therefore, we can derive the following.

n
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(wf
(@) el +C) = ((@{")"el” +C) (25)
(@] ;

Here, ¢j is defined as in Eq. 21 w.r.t. @y, Since a;,,) and ch:b)] differ only in block ¢, and neither ¢

nor cgt) depend on the variables in block 7, it follows that ¢ = cl(-t), justifying the third equality. In

Eq. 19, we assume that x|, is discrete. To ensure this property holds throughout, we require that

both zci‘n] and mffl)] remain discrete for all ¢t € {0,...,T}.
First, by assumption in the theorem, :cfg]) is discrete. From part (a), we know that ] is discrete,

implying mi‘n] is discrete as long as xffl)] is discrete. Furthermore, from Eq. 25, the optimal solution

x; in line 4 of Algorithm 1 maximally increases the objective, which ensures the optimal step size in

(t+1)

line 6 is v = 1 (proving the second statement of part (a)). Consequently, x, remains discrete. By

induction, this guarantees that a:ffl)] is discrete for all ¢, ensuring Eq. 25 holds for all ¢ € {0,...,T}.

This completes the proof of part (b) of the theorem.
O

Theorem 3. The convergence rate of Alg. 2 is at least nho /t = O(1/t), where ho = 3_; i e | Ai 1.

Proof. From Definition 1, we have that, in our case, the FW duality gap is defined as

9(xp)) = max (8in] = ) - VI (®[m)- (26)

8, EAFTL Vig[n]

Then, we recall that

. )
ge= Join glwp) 27)

is the smallest duality gap observed in Alg. 1 up until step ¢. As established by [29] for general
domains, the FW duality gap can be decomposed as follows.

n]) = n] — %[n -V n
9(m)) sieAgi?ﬁiE[n](s[ | = Zm)) - V(@)

= max Z (si —x;) - Vz’f(ic[n])

i kE+1Vig[n] -
S;EA Vi€ ]ze[n] (28)

=gi(Z[n))

Let g;([n)) = max,, cak+1(8; — ;) - Vi f(2[,)) be the duality gap related to block i. We have that
the FW duality gap is the sum of the gaps from each block: g(@(n)) = >_;c () 9i (T(n))-

From Definition 2 (convergence rate), in order to prove the stated convergence rate, we need to show
that E[g;] < nhg/t. The structure of our proof is similar to the proof of Theorem 2 in [43]. However,
here we adapt it to our problem and make the proof more rigorous (including correction of a mistake
in the proof by [43]). A key difference is that our objective in Eq. 6 is not multilinear in the blocks .
Then, as shown in Eq. 19 of Thm. 2, the first quadratic term can be transformed into a linear one by
assuming a discrete solution (which we showed holds at every step ).

In Alg. 1, ablock i € [n] is chosen uniformly at random (on line 3). Therefore, we have
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Elgi(x |x[n] Z i is selected)g; (x ft)])

= Z t

e (29)
1
n

max (si—mgt)) V.f(x ft)])
(t)eAk+1

i€n] ®
- ~alall)

We now take an expectation w.r.t. wffl)] on both sides and obtain

t t 1 t
E[E[gi({y))le{y]] = ~Elg(={))] 0

t
= E[gi(={)))],
where the last equality follows from the Law of Total Expectation (i.e., that Ey [Ex [X Y]] = Ex[X],

where X and Y are random variables). We therefore have that %E[g(a:ffl)] )] = Elg:(x Et)} )], where the

expectation is w.r.t. all randomly chosen blocks 7 before step t. Now, from Thm. 2 we have that our
objective satisfies

P = f@l) = gi(@]) = max (s;— (") Vif(@[). (31)
Then, we have

LS Elg@) = Y Bl ()

t=0 t=0
= Z E[f(z(o ) = f(2)] (32)
=Ew@$m—f@&>
< OPT - f(af})),

where the third equality is due to the telescoping rule and O PT is the objective value of the optimal
clustering solution to Problem 1 (k-PCD). On the other hand, we have

1= T
~ > Elg(=")] > ~E[gr], (33)
t=0

where g, is defined as in Eq. 27 (the smallest gap observed until step t). Therefore,

—E[jr] < OPT - [(a'”)
n(OPT — (@)
1),

The value of O PT depends on the particular instance. In order to obtain an instance-independent
bound, we use that OPT — f(z(?)) < >(i.jer |Ai ;| resulting in

(34)
= E[gr] <

”E(m’)eE | 4i;]

Elgr] < T

(35)
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which we aimed to show since it holds for any 7. O

Corollary 1. From Thm. 2, if wfg]) is discrete, solving the optimization problem in Eq. 7 using Alg. 1
is equivalent to executing the local search procedure described in Alg. 2.
Proof. From part (a) of Thm. 2, the current solution, wffl)], remains discrete (i.e., hard cluster

assignments) at every step of Alg. 1 for all ¢ € [n]. Moreover, each step of Alg. 1 consists of placing
object i in the cluster m € {0, ..., k} with maximal gradient G; ,,. By part (b) of Thm. 2, this is
equivalent to placing object ¢ in the cluster that maximally improves our objective in Eq. 3. [

Theorem 4. Let Sy be the current clustering of our local search procedure, with neutral objects
So=V\ Ume[k] Sm. The gradient can then be expressed as follows.
Gim=2(1+0a) > Aij—2a > > Aij—2B|Sm|+281[i € S, — B 9)
JESm pE[k]]ES
forallm € [kl and G, o = 0.
Proof. From Thm. 2, we recall that since the current solution w&)]
objective can be written as

always remains discrete, our

() (t) ) ,.(1)
) = =2 > D Ty (Ais = D, Ty i
i€[n] mel[k] (i,j)GEWG[k] ( :J)€E melk] pe[k]\{m}

#J

()

We let f ( ) denote f(x E ) when treating all blocks other than «; ’ as constants. Then,

ey =32l (—s+2 Y Dy -8-22 Y Y Day)+c

mel(k] je\{i} J€n\{7} pe[k]\{m}

Cim

(37)

Therefore, we have
Gim = [Vif(x <”)] = cim, form € [k]. (38)

This holds because neither ¢;,,, nor C' depend on x( ) . Furthermore, since ;o does not show up in Eq.
37, everything in Eq. 37 is a constant w.r.t. x;0. We therefore have

Gio = [Vif(z{))lo =0. (39)

By noting that 2(*) is discrete, we can rewrite c¢;,,, for m € [k] as follows.

Cim = —5 +2 Z §21(A i — ﬁ) — 2« Z Z .’L‘;QAZ‘J

Jeln\{i} Je€m\{i} pe[k\{m}
= _5 +2 Z xgizlAzj -2 Z 5 — 2« Z Z I'EQAL]
Jeln\{i} SN G Jem\{i} pe[k\{m} (40)
- *6 + 2 Z Ai,j -2 Z ﬂ — 2« Z Z Ai,j
JESm\{i} JESm\{i} pe[E\{m} jeSp\{i}
=—B+2 > A -2SnlB+281i€ Sl -2 Y. > Ay
JESm\{i} pelk\{m} jeSp\{i}
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In the last equality we use =23, ¢ \(;3 8 = —2[Sn[B + 2B1[i € S,]. We note that com-
puting the final expression in Eq. 40 is O(k?n), due to the last term. However, by noting that
Zpe[k]\{m} ZJGSP\{'L} Al,] == Z]¢50 A’Lj - Z]GSm\{'L} Al,] we can deere the fOHOWlng.

Cm=—B+2 > Aij—2SnlB+281[ € Sn] 20 Y > Ay

J€Sm\{i} pe[k\{m} jESp\{i}
=—B+2 > A —2SmlB+2B1[i € Sl —2a( Y Ay — > Aiy)
j€Sm\{i} J¢So JESm\{i}
(41)
=—B+2 > (Aij+ad;)—2Sm|B+2p1i € Sl — 20 Y Aij
jESm\{l} j¢So
=—B+201+a) Y A —2SmlB+2B1[i € Sp] —2a Y A
7€Sm\{i} 7#So
Then, we note that 23 .o Aij =23 ey D jes, Aii = 2peir) Mip (sum of all similarities

from object ¢ to all non-neutral obJects) and that 4, ; = 0 (by assumption) This proves the statement
of the theorem. The expression in Eq. 9 can be computed in O(kn) since 3 pElk] > jes, A;jis
a constant w.r.t. different clusters m € [k], and can therefore be precomputed (see Alg. 3). It
may appear reasonable to remove the term > pelk] > jes, A; ;, since it is constant with respect to
the cluster m € [k]. However, this is invalid because neutral objects are allowed. Specifically, if
¢im < 0 for all m € [k], assigning object ¢ to the neutral set is optimal, as ¢;o = 0. The term
Zpe[k] > jes, A; ; must therefore be retained, as it affects whether an object is assigned to the
neutral set. O

Proposition 2. Problem I is equivalent to finding a clustering Sy that maximizes any one of the
four objectives in Egs. 11-14 (i.e., they share all local maxima).

Nivra + Nier (11)
~Nira = Ninter (12)
Nita = Nira (13)
Niver = Nigter (14)

Furthermore, maximizing any other combination of the four terms is not equivalent to Problem 1.

Proof. We begin by defining the following quantities, which are constants w.r.t. different clustering
solutions for the k£-CC problem.

Csim “— Z Ai,j~ (42)
(i,j)€E

Cabs “— Z |Azg| (43)
(i,9)€E

The five objectives can be written as follows.
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ffull lnll‘d Nmtrd + ngter - mter - Z Z A VI Z Z Z A 0]

melk] 1,jE€Sm méel[k] pe[k]\{m} zeSSm
PR = N + N
=2 2 ALY > DA
me[k] 1,J€ESm mel[k] pe[k]\{m} i€Sm
JES)
—3 2 X (il i) - Z > 2 (A=A
mE (k] 1,5€Sm k] pe[k]\{m} ZJE%H
fMinDisagree R Nlntra + N;[ter
— - +
=2 2 Aut X > XA
me[k] 1,J€ESm mel[k] pe[k]\{m} i€Sm
JESH
1
DIDICTEVIEETD SHD DI SR
me (k] 1,5€Sm melk] pe[k]\{m} i_ee%n
MASISS)
fMaXCOW. ]Vlitra - Ni;tra = Z Z Ai:i

mek] 1,7 €Sm

mecm Nlnler + Nliter - Z Z Z Ai»j

melk] pe[k]\{m} i€Spm
JESH
(44)

Given this, we observe the following connection between the objectives.

fMaxAgree _ Z Z |A ,jl + A; ’] Z Z Z |A 1,5

me[k] 4,jESm me[k] pe[k]\{m} i€Sm
JES

Aij)

P

= f full Cabs

_ meDlsagree

+ Cabs (45)

1 axCorr 1 inCu 1
:7fM ¢ _7fMCt+§Cabs

1
- icsim + §Cabs

. 1 1
— _meCut + Ecsim + Qcabs

The above establishes that they are all equal up to constants. We prove the last statement of the
proposition by counterexample. We consider the graph V' = {1, 2, 3} with edge weights A; 5 = +1,
A3 = +1, A1 3 = —1. The possible clustering solutions (partitions) are:

SW={{1,2,3}}, S® ={{1,2}, {3}},
3) - {{133}7 {2}}a S(4) = {{2a3}a {1}}7 5(5) = {{1}7 {2}a {3}}

— fMaxCOrr

In Table 2, we list all linear combinations of the terms Nmm, =N Ninters *Ni;er evaluated on each
of the five clustering solutions. Expectedly (from the first part of the proposition), the five objectives
flull - pMaxAgree - gMinDisagree - ¢MaxCorr - ¢MinCut a1] produce the same ranking of these solutions. In

contrast, every other combination of the terms ranks at least one solution differently compared to
these five. This proves the last statement of the proposition.

O
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Table 2: All sums of Ni;rlm, —Niiar Ninters *Ni;er and their values on the five partitions .S (M) In
parentheses we indicate the known name when the combination corresponds to one of the five

standard correlation-clustering objectives (or its negative).

IDX | COMBINATION s g@ g® W g
1 NIJI\?TRA 2 1 0 1 0
2 - NI;TRA -1 0 -1 0 0
3 | N 0 1 0 1 1
4 - NIJI\?TER 0 -1 -2 -1 -2
5 N;\JFTRA — Ninrra (fMAXCORR) 1 1 -1 1 0
6 | Nitrea + Nigrer (fYA9F) 2 2 0 2 1
7 NI?\?TRA — Nifrer 2 0 -2 0 -2
8 | — Niwrra + Nivrer -1 1 -1 1 1
9 - NI;TRA - NJ\!—TER (_ fMINDISAGREE) -1 -1 -3 -1 -2

10 NI;TER - NI-IL_TER (_fM[NCUT) 0 0 -2 0 -1
11 NI?\I—TRA — Nixtra + Nivrer 1 2 -1 2 1
12 N[LFTRA - N&TRA - NIJI\?TER 1 0 -3 0 -2
13 NI‘I’\I—TRA + Nixrer — Nidrer 2 1 -2 1 -1
14 | — Nira + Nivrer — NI?\!—TER -1 0 -3 0 -1
15 N;\JFTRA — Nivtra + Nivrer — I‘I!I»TF_R (™ 1 1 -3 1 -1

Proposition 3. A clustering S, with neutral objects Sy = V' \ Ume[k] Sm that maximizes one of
the objectives in Eq. 1 or Eqs. 11-14 is not guaranteed to maximize any of the other objectives>.

Proof. If an object transitions from neutral to non-neutral, it may introduce agreements (positive
intra-cluster or negative inter-cluster similarities) and/or disagreements (negative intra-cluster or
positive inter-cluster similarities). An exception is objects with zero degree (zero similarity to all
others), which can be assigned as neutral or non-neutral without affecting any of the five objectives.
Thus, we only consider non-zero degree objects in the remainder of the proof.

The max agreement objective (Eq. 11) considers only agreements. Making an object non-neutral
either increases or maintains the objective but never decreases it, ensuring all objects become non-
neutral. Conversely, the min disagreement objective (Eq. 12) considers only disagreements. Making
an object non-neutral either decreases or maintains the objective but never improves it, ensuring all
objects remain neutral.

Now, consider a clustering with k non-neutral clusters, where all intra-cluster similarities are +1 and
all inter-cluster similarities are —1. If an unassigned object ¢ € V has similarity +1 to all others, the
max correlation objective (Eq. 13) assigns it to the largest non-neutral cluster, while the minimum
cut objective (Eq. 14) keeps it neutral. For k£ > 2, the full objective (Eq. 1) places ¢ in the largest
non-neutral cluster if its size exceeds the sum of all others; otherwise, it remains neutral. Conversely,
if object ¢ has similarity —1 to all others, max correlation keeps it neutral, whereas minimum cut
assigns it to the smallest non-neutral cluster. For k£ > 2, the full objective may assign ¢ as neutral or
non-neutral depending on cluster sizes.

Therefore, we conclude that max agreement and min disagreement differ fundamentally, always
assigning all objects as non-neutral or neutral, respectively. Furthermore, from the two counterexam-
ples above, max correlation, minimum cut, and the full objective are not equivalent and none of them
guarantee that all objects are either neutral or non-neutral in all cases (meaning they are all different
from max agreement and min disagreement in general).

For k = 2, the full objective always increases (or remains constant) when an object is made non-
neutral, aligning it with max agreement. To see this, consider a clustering with £ = 2 non-neutral
clusters, and let M; ,,, = Y jeSm A; ; be the total similarity of object 7 to cluster m. The impact
on the objective when assigning i to m is M; ,, — M; ,,, where p is the other cluster. Since this
difference is always positive when ¢ is placed in its most similar cluster, assigning ¢ as non-neutral

3Unless k = 2, in which case Eq. 11 and Eq. 1 are equivalent as established in [6].
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always improves the objective. Then, since all objects are non-neutral, the problem is equivalent to
the k-CC problem where we know max agreement and the full objective are equivalent (from Prop.
2). For k > 2, this reasoning no longer holds, as contributions from other clusters can outweigh
the within-cluster similarity to the most similar cluster (i.e., making the total contribution negative),
potentially making neutrality optimal. However, we note that in our final objective (Eq. 3), when «
and  are involved, all terms will contribute with unique information even for k = 2.

O

C Impact of o and

In this section, we analyze the impact of « and 3 in Eq. 3. In Appendix G.8 we investigate their
impact experimentally. We begin by stating the following proposition.

Proposition 4. (a) There exists a & < 0 such that for any 5 < &, there is a clustering solution
maximizing Eq. 3 where all the objects are assigned to a single non-neutral cluster. (b) Conversely,
there exists a £5 > 0 such that for any B > &, there is a clustering solution maximizing Eq. 3 where
all the objects are neutral.

Proof. By examining the gradient in Eq. 9, we observe that the dominant term involving 3 is —3|S,|-
Consequently, making /3 large and negative increases the incentive to assign objects to non-neutral
clusters. Moreover, since —f|Sy,| scales with cluster size, the local search procedure will favor
placing an object ¢ in the largest non-neutral cluster. If 5 is sufficiently large and negative, this term
will completely dominate the objective, ensuring that no object is assigned to the neutral set (as the
contribution to all non-neutral clusters remains positive). Ultimately, all objects will be placed in the
largest non-neutral cluster.

Similarly, if 8 is made very large and positive, —3|S,,,| will eventually dominate the objective,
making the contribution to every non-neutral cluster negative for all objects. As a result, all objects
will be assigned to the neutral set. O

From Prop. 4, we understand the extreme cases of 3: (a) a small negative /3 results in a maximally
imbalanced non-neutral clustering (i.e., all objects in one non-neutral cluster), while (b) a large
positive 5 makes all objects neutral. For intermediate 5 € [£1, £2], we analyze the gradient in Eq.
9. Increasing § strictly reduces the contribution of object ¢ to each cluster m € [k], but since the
term —203|5,,| scales with cluster size, larger clusters become less favorable, promoting balance.
If 3 is large enough, it forces G; ., < 0 for all m € [k], making neutrality optimal for object .
Note that this is more likely for low-degree objects, implying that high-degree objects (with clear
cluster assignment) are more likely to remain non-neutral, resulting in dense non-neutral clusters.
Consequently, increasing 3 leads to smaller (i.e., more neutral objects) and denser non-neutral
clusters, while maintaining balanced, as desired.

The parameter o has been studied in prior work [12, 44]. From Eq. 3, o balances maximizing intra-
similarities and minimizing inter-similarities, which translates to a trade-off between cohesion within
clusters and separation between them. A heuristic choice of v = 1/(k — 1) was proposed in [44],
based on the observation that the number of intra-similarities scale linearly with k, while the number
of inter-similarities grow quadratically. This choice prevents inter-similarities from dominating the
objective. Finally, the term —a¢; indicates that « influences whether object ¢ becomes neutral,
underscoring the need to account for inter-similarities in the objective (as suggested in Section 2.2).

D Limitations of Polarity

To illustrate the limitation of polarity (Eq 2), we refer to Example 2 from [21], which considers a
signed graph with 12 objects: {A,B,C,D,E,F,G,H,I,J,K,L}. The sign of each similarity can be
found in Figure 3 of [21]. The study evaluates the following three clustering solutions:

« SO = {{a,B,C,D}, {E,F,G,H}}

« S@ = {{a,B,C,D}, {E,F,G,H,I,J,K,L}}

« 8@ ={0{EF,GHI IKL}}
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The polarity values for these solutions are: Polarity(S™")) = (20 4 10)/8 = 3.75, Polarity(S(?)) =
(38 4-6)/12 = 3.67, and Polarity(S®)) = (30 4 0)/8 = 3.75.

Although S™) and S®) achieve the same polarity score, S(!) is significantly more balanced, making
it the more reasonable choice. In contrast, evaluating our objective (Eq. 3) for the same solutions,
we obtain S() : (20 + 10) — (42 +42) = —2, S@) : (38 + 6) — (42 + 8%) = —36, and S :
(30 4+0) — 82 = —34.

Our objective function still identifies S(?) as the worst solution (consistent with polarity), but it
strongly favors S over S®) due to its better balance. Here, we assume a = 1/(k — 1) (which is 1
since k = 2) for consistency with polarity, and g = 1.

E Motivation for Discovering Balanced Communities

From an optimization perspective, the graph-clustering literature recognizes that objectives that
simply maximize intra-cluster similarity or minimize inter-cluster similarity often degenerate into
trivial solutions in which all objects are assigned to a single (or very few) clusters. A classic instance
is the minimum cut, which minimizes inter-cluster similarity yet exhibits this pathology on both
signed and unsigned graphs. The usual remedy is to normalize the objective by a quantity that
reflects cluster size or degree, giving rise to alternative measures such as the (signed) ratio cut and the
normalized cut [11, 10]. Crucially, such normalization can yield solutions whose value with respect to
the unnormalized criterion is worse, while better coinciding with the true underlying clusters. In this
work we tackle an analogous limitation in the context of PCD, where neutral objects are permitted.

We next motivate—through a few illustrative examples—why clusterings that are more balanced in
size are frequently better aligned with ground-truth clusterings observed in real-world settings.

As discussed in [21], many social environments—from online forums and political systems to
scientific institutions—can benefit from balanced community structures in signed networks. Such
balance helps ensure that diverse viewpoints or specializations are sufficiently represented and reduces
the chance that one perspective overwhelmingly dominates. This, in turn, promotes constructive
debate, encourages critical thinking, and helps broaden individuals’ perspectives—ultimately limiting
echo chambers and mitigating the spread of misinformation. Below, we provide a few concrete
examples.

In market research and product development, balanced communities can provide deeper insights
into consumer preferences. By identifying groups of comparable size (rather than one massive
consumer segment overshadowing niche but meaningful ones), organizations can more effectively
tailor products or marketing strategies to each community, thereby predicting market trends more
accurately.

Academic Research Networks can also profit from balanced structures. Imagine a signed network in
a university, where positive edges link researchers working on similar topics (e.g., physics, computer
science, mathematics), and negative edges indicate differing research domains. Because universities
aim to cover a broad range of subjects—each with enough faculty to maintain healthy research
output—a balanced partition of the signed network (i.e., each discipline having a solid, non-negligible
presence) offers a better representation of the university’s diverse pursuits. In such a setting, neutral
nodes might be faculty primarily engaged in administrative roles or other staff members not actively
involved in research.

Another example is social networks where communities are formed around specific interests or
activities (e.g., online book clubs, gaming groups). These communities grow naturally to a size where
interaction remains high, and members can still engage meaningfully with each other, without the
network becoming too large or fragmented, i.e., the size of the group grows until it reaches a point
where communication remains efficient and personal connections are preserved. As the group grows
beyond a certain size, it may split into smaller subgroups, keeping the communities balanced in size.

In all these scenarios, balanced community detection ensures that no single faction’s needs or views go
unnoticed. This inclusivity promotes more representative outcomes, strengthens consensus-building,
and leads to more robust decisions or insights.
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F Comparison with y-polarity Objective from [21]

The ~y-polarity objective introduced in [21] is defined specifically for the case of k = 2 clusters.
In this setting, we have only two non-neutral groups: S7 and Ss. Let sp.x = max(|S1], [S2|) and
Smin = min(]S1|, |S2]). The y-polarity is then defined as
]Vi;;ra — ]Vi;tra + ]\/vi;ter — ]Vi::ter ) (46)
(Smax - smin)'y + 25min

This formulation is similar to the polarity objective in Eq. 2, which instead uses the denominator
|So| + |S1]. Like polarity, y-polarity penalizes large or imbalanced clusters through a normalization
term related to cluster sizes. However, the specific form of the denominator in Eq. 46 additionally
enforces balance between 57 and Ss.

In contrast, our objective promotes balanced clustering through an additive regularization term which
supports an arbitrary number of clusters k. A key advantage of additive regularization is its simplicity:
it effectively corresponds to shifting intra-cluster similarities by — 3 (see Prop. 1). This straightforward
modification enables us to establish a linear convergence rate (Thm. 3) and significantly improves
computational efficiency (see Section 3.4). In comparison, obtaining similar theoretical guarantees
and efficiency via local search on polarity-based objectives, including -polarity, is likely infeasible
or substantially more complex.

In summary, our objective facilitates the derivation of a local search algorithm for the PCD problem
that scales efficiently to large graphs.

G Experiments: More Details and Further Results

All experiments were conducted locally on a single machine with an Intel Core 19-10850k CPU and
64 GB of RAM.

G.1 Datasets

Following [44], we consider the following widely studied real-world signed networks. WoW-EP8
(W8) [25] represents interactions among authors in the 8th EU Parliament legislature, where edge
signs indicate collaboration or competition. Bitcoin (BTC) [31] is a trust-distrust network of users
trading on the Bitcoin OTC platform. WikiVot (WikiV) [31] records positive and negative votes
for Wikipedia admin elections. Referendum (REF) [30] captures tweets about the 2016 Italian
constitutional referendum, with edge signs indicating whether users share the same stance. Slashdot
(SD) [31] is a friend-foe network from the Slashdot Zoo feature. WikiCon (WikiC) [26] tracks
positive and negative interactions between users editing English Wikipedia. Epinions (EP) [31]
represents the trust-distrust relationships in the Epinions online social network. WikiPol (WikiP)
[33] captures interactions among users editing Wikipedia pages on political topics.

G.2 Baselines

For SCG, we use the public implementation from [40]. For KOCG, we use the public implementation
from [32] with default hyperparameters: o = 1/(k — 1), 8 = 50 (note that the purpose of this 3
differs from the one used in our paper), and ¢ = 5000. For the spectral methods SPONGE and BNC,
we use the public implementations from [37]. Following [44], for SPONGE, we evaluate both the
unnormalized and symmetric normalized versions and report results for the best-performing method.
For N2PC [21], we use default parameters for training their framework (based on GNN). We use the
public implementation provided by the authors.

G.3 Description of Synthetic Datasets

We employ the modified signed stochastic block model (m-SSBM), which was specifically designed
to generated synthetic graphs with planted ground-truth communities for PCD. The m-SSBM model
is parameterized by four variables: (i) n, the total number of nodes; (ii) %, the number of non-neutral
clusters; (iii) ¢, the size of each non-neutral cluster; and (iv) n € [0, 1], which controls the edge
probabilities. Edges within the same cluster are positive with probability 1 — 7, and negative or absent
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Figure 3: Fl-score and polarity of different methods on synthetic graphs generated using the m-SSBM
model, as the size ratio parameter p varies. A larger value of p means the ground-truth non-neutral
clusters are more imbalanced. The noise level is fixed to n = 0.4.

with probability n/2. Conversely, edges between different clusters are negative with probability
1 — ), and positive or absent with probability 77/2. All other edges are positive or negative with equal
probability min(n, 1/2).

Smaller values of 7 correspond to denser non-neutral clusters and lower levels of noise. In other
words, 77 controls both sparsity of the graph and noise (i.e., flipping sign of edge weights).

G.4 Results on Synthetic Datasets with Imbalanced Clusters

We now evaluate the performance of different methods on synthetic data with imbalanced cluster
sizes. We use the same m-SSBM model described in the main text (and previous subsection). To
control the degree of imbalance among the & planted groups, we follow the approach of [23] and
introduce a group size ratio parameter p > 1. When p = 1, each group has the same size ¢, resulting
in a balanced partition. For p > 1, the group sizes follow a geometric progression: the smallest
group has size s, the next has size s - p'/(* =1 and so on, such that the largest group is s - p. This
construction ensures that the ratio between the largest and smallest group sizes is exactly p, while
the total number of non-neutral nodes remains approximately k¢. Any remaining nodes (i.e., when
n > Zle |C;|) are assigned as neutral nodes, and their edges are sampled from a neutral distribution.
In short, a larger value of p means more imbalanced ground-truth non-neutral clusters.

The results are presented in Figure 3. The noise level is fixed to = 0.4. We observe that our method
remains robust as the cluster size imbalance increases, while the performance of baseline methods
deteriorates more rapidly. This suggests that our approach does not rely on strict balance assumptions
and is capable of effectively recovering imbalanced ground-truth clusterings.

G.5 Runtime Comparison on Large Scale Synthetic Data

To further highlight the scalability of our approach, we present additional experiments on large
synthetic datasets generated using the m-SSBM model described in the paper, containing up to
250,000 objects and 150 million edges with non-zero edge weight. Our method is capable of handling
even larger datasets; the only constraint was the memory required to store the matrix of pairwise
relations on the machine used for our experiments, a limitation that could be easily overcome by
using machines with larger memory capacities. We compare LSPCD with the strongest baseline,
SCG with min-angle rounding (SCG-MA), and report the F1-score (ground-truth cluster recovery)
and runtime in seconds. Other baselines yield lower F1-scores, and most are also slower in runtime.
We fix n = 0.45, k = 6 and ¢ = 500.
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Figure 4: Runtime comparison on large-scale synthetic datasets generated using the m-SSBM
model. LSPCD consistently achieves higher F1-scores than SCG-MA while requiring less runtime,
demonstrating superior scalability and efficiency. We fixed n = 0.45, k = 6, and £ = 500.

Table 3: The imbalance factor (IF) for three different values of £ = 1, 3, 4.

‘ REF SD WikiC EP WikiP

k | Method =1 £=3 ¢=4 £=1 £=3 £=4 =1 £=3 £=4 £=1 £=3 £=4 ¢=1 ¢=3 £=4

2 | LSPCD (ours) 0.88 078 0.66 050 031 022 093 087 079 089 080 068 056 037 027
SCG-MA 005 002 001 006 002 001 077 062 048 013 005 004 006 002 001
SCG-MO 005 002 001 004 001 001 069 051 039 013 005 003 003 001 001
SCG-B 0.1 004 003 015 006 004 084 072 059 014 006 004 0.3 005 004

4 | LSPCD (ours) 058 046 038 074 061 050 081 065 050 078 065 054 055 034 024
SCG-MA 075 071 066 051 031 022 018 008 005 050 036 027 064 055 049
SCG-MO 075 072 068 041 025 0.7 050 030 021 054 040 030 046 035 028
SCG-B 000 000 000 055 043 035 095 090 08 068 060 051 034 025 0.19

6 | LSPCD (ours) 049 037 031 066 050 040 080 062 048 071 055 043 076 061 049
SCG-MA 071 066 060 035 021 0.5 022 009 006 063 055 050 053 045 040
SCG-MO 078 074 071 056 037 026 050 028 0.9 042 031 024 036 027 022
SCG-B 000 000 000 045 036 029 083 076 067 053 046 039 026 0.19 0.14

The results are shown in Figure 4. Our method consistently outperforms SCG in terms of F1 score
while also being more efficient, demonstrating its ability to scale to larger graphs.

G.6 Impact of £ on Imbalance Factor

Evaluating unsupervised learning methods in the absence of ground truth is inherently challenging,
and there is often no universally or uniquely accepted metric or criterion. As a result, it is common
practice to report multiple metrics, each reflecting a different objective or perspective. In this study,
for real-world datasets, we report both polarity and imbalance factor. As shown in our extensive
experiments, our method is the only one that consistently performs well w.r.t. both metrics across
various datasets.

Given the difficulty of evaluation in such settings, no single fixed value of £ can be considered optimal.
In the absence of prior preference, a reasonable approach is to examine multiple values of £ and
analyze how different methods perform under each. We experimented with a range of values and
found that the conclusions remain stable. As mentioned in the main paper, we chose £ = 3 since
it provides a sharper distinction between solutions with different degrees of balance, compared to
& = 1, which would have been the natural choice otherwise as it corresponds to Shannon entropy. To
further demonstrate robustness, we now also report results for ¢ = 1, 3, 4 for a subset of methods
(see Table 3). Across all tested values, the relative ranking of methods remains consistent, and our
conclusions are unchanged (again when SCG is more balanced, it usually yields low polarity). Results
are consistent for even larger values of &.
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G.7 Aspects to Assess Solution Quality

Below, we present 11 evaluation criteria used in our experiments on real-world data to shed light
on how the clustering solutions generated by each method differ. In the context of PCD (where
ground-truth solutions are not available), evaluating clustering quality is inherently subjective: each
aspect listed below highlights a distinct facet of the solution. Generally, there is a trade-off among
these aspects, and the objective is to achieve a good balance between them. Below, we define the
aspects used in our analysis. We have defined these aspects such that a larger number is better (apart
from runtime).

Let N = Zme[ K] |Sin| denote the number of non-neutral objects, and let N,, = N:{trd + Ny +
N + N+

inter iner TEPresent the number of non-zero similarities between non-neutral objects.

e SIZE = N: The total number of non-neutral objects.
* IF: The imbalance factor introduced in the main text.
* POL: Polarity, as defined in the main paper (Eq. 2).

* K: The number of non-empty non-neutral clusters.

* MAC: Mean Average Cohesion, quantifying the density of positive intra-cluster similarities,

defined as 1
MAC = _ A
Z |Sm|(‘sm| - 1 Z

me[k] ,JE€ESm
Its range is [0, 1], where higher values indicate stronger cohesion within clusters.

* MAO: Mean Average Opposition, measuring the density of negative inter-cluster similarities,

defined as 1
MAO= ———
e ) B Tll5y] 2 4
pE[k\{m} JjESy

Its range is [0, 1], where higher values indicate stronger opposition between clusters.

* CC+: Measures the fraction of intra-cluster similarities that are positive minus those that are
negative, defined as

+ —_

CC+ = intra ]thra
+ -

Mntm + N intra

Its range is [—1, 1], where —1 indicates that all non-zero intra-cluster similarities are negative,
and +1 indicates that all are positive.

* CC-: Measures the fraction of inter-cluster similarities that are negative minus those that are
positive, defined as

- +

ce- = Mnter B Nmter
+

Jther + N, inter

Its range is [—1, 1], where —1 indicates that all non-zero inter-cluster similarities are positive,
and +1 indicates that all are negative.

* DENS: The proportion of non-zero similarities among non-neutral objects, defined as
NﬂZ
DENS = ———~.
N(N -1)
Its range is [0, 1], with higher values indicating denser connectivity.

» IS0: Isolation, measuring the separation between non-neutral and neutral objects, defined as
an
an + ZiGSo Zj¢50 ‘A%J|

Its range is [0, 1], where IS0 = 1 means non-neutral objects are fully isolated from neutral
ones, meaning no non-zero edges exist between them (which is ideal).

IS0 =

e TIME (s): Runtime of the corresponding method in seconds.
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Figure 6: Investigation of the impact of « and 3 for LSPCD (Alg. 3).

G.8 Varying o and

Figure 5 shows the effect of varying 5. Very small or large 3 values lead to poorer polarity, as they
produce clustering solutions with too many or too few non-neutral objects, respectively. In contrast,
intermediate 3 values consistently yields competitive polarity with the best performing methods,
while being more balanced.

In Figure 6, we illustrate the impact of varying « and 3. According to Figure 6a, increasing «
naturally balances intra-cluster cohesion and inter-cluster opposition. The size proportion, defined as
the fraction of non-neutral objects in V', remains constant as « varies. Figure 6b shows that increasing
8 monotonically reduces the number of non-neutral objects, leading to denser clusters, as indicated by
improved MAC and MAO scores. Notably, balance remains stable across different /3 values, unlike
the baseline SCG-MA.

G.9 Results on Real-World Datasets

Tables 4-11 present detailed analyses for all datasets. See Appendix G.7 for a description of the 11
aspects reported. Firstly, we observe that our method exhibits low standard deviation, indicating ro-
bustness to the initial random solution. It consistently finds high-polarity solutions while maintaining
better balance than its main competitor, SCG. Unlike some baselines such as KOCG and SPONGE,
our method does not enforce excessive balance, ensuring solutions remain both high in polarity and
reasonably balanced.

In terms of runtime, our method is efficient and competitive with the baselines. It is also consistently
ranked among the best in both DENS and IS0. Unlike SCG, our method always identifies k non-empty
non-neutral clusters, which we argue is a significant limitation of SCG.
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While SCG generally achieves higher MAC values, this is largely due to its tendency to produce
highly imbalanced solutions, often with singleton clusters. Since small or singleton clusters trivially
yield high average cohesion (values close to 1), they can disproportionately inflate the overall MAC
score.

Finally, our method performs comparably or better than SCG in CC+ and significantly outperforms
it in CC- in most cases. This highlights another limitation of SCG: it often includes more positive
similarities between clusters than negative ones, as reflected by negative CC- values. Some baselines
produce either overly large or overly small non-neutral clusters (based on SIZE), whereas our method
consistently finds solutions with a reasonable number of non-neutral objects (which consequently
leads to a good balance of the other aspects), similar to SCG. However, we note that we can easily
adjust the number of non-neutral objects by adjusting 3, as discussed in the paper.

Table 4: Detailed results for the WoW-EPS8 dataset. LSPCD (avg) and LSPCD (std) respectively
indicate the mean and standard deviation across five runs of our method with different seeds.

k| SIZE IF POL K MAC MAO cc+ cc- DENS IS0 TIME (s)
2 | LSPCD (AVG) 586 0.176 223406 2 0261  0.098 0757 0509  0.511  0.769 0.249
LSPCD (STD) 0 0.0 0.0 0 0.0 0.0 0.0 0.0 0.0 0.0 0.034
N2PC (v = 1) 527 0.0 236.626 1 0519 0.0 0.765 0.0 0.588  0.723 26.916
N2PC (y = 1.2) 519 0.004 236543 2 0763 0.151  0.77 1.0 0.593  0.709 28.426
N2PC (v = 1.5) 535 0.053 233701 2 0268 0.132 0767 0715 0571  0.724 27.133
N2PC (y = 1.7) 552 0.129  227.609 2 0267 0.109 0767  0.584 0542  0.73 33.419
N2PC (v = 2.0) 571 0235  217.398 2 027  0.082 0769  0.48 0.504  0.726 26.603
SCG-MA 527 0.0 23655 1 0.52 0.0 0.762 0.0 0.59 0725 1.025
SCG-MO 517 0.0 236592 1 0.527 0.0 0.769 0.0 0.596  0.708 1.026
SCG-B 583 0.049  200.604 2 0274 0.094  0.697 -0.369  0.514  0.767 4.657
SCG-R 513 0.03 214616 2 0272 0.104 0761 0451  0.552  0.654 0.517
KOCG-TOP-1 16 0.967 13.0 2 098  0.889 0965 0778 1.0 0.019 —
KOCG-TOP- 527 0989  12.964 2 0467 0.1  0.658 -0.598  0.559  0.691 —
BNC-(k + 1) 3 0792 -0.667 2 0.5 0.0 -1.0 0.0 0.333  0.007 0.99
BNC-k 790 0.005  184.63 2 0.152  0.049  0.628 1.0 0.372 1.0 0.537
SPONGE-(k +1) 375 0425  87.957 2 0204 0095 0738 0318 0343  0.346 0.581
SPONGE-k 790 0236 19138 2 0.191  0.093  0.696  0.15 0.372 1.0 0.572
4 | LSPCD (AVG) 590  0.095 218.458 4  0.156 0.082 076 0426 0506  0.772 0.317
LSPCD (STD) 1 0.001 0.142 0 0003 0.002 0.001 0016 0.0 0.002 0.044
SCG-MA 599 0.138  205.137 4 0.58 0.13 0762  -0.32 0527  0.822 1.198
SCG-MO 568 0.102  213.211 4 0827 0.141 077  -0349 055  0.776 1.176
SCG-B 615 0.0 211561 1 0.421 0.0 0.693 0.0 0.498  0.822 6.233
SCG-R 503 0.02  214.623 4 0211 0056 0762 0747  0.564  0.644 1.131
KOCG-TOP-1 31 0.962 9.054 40962  0.668 0944 0339 0978  0.039 —
KOCG-TOP-r 599 0.987 7.393 40436 0.099  0.692 -0.618 0.516  0.806 —
BNC-(k + 1) 8 0.698 -0.25 4 0.5 0.0 -1.0 0.0 0.036  0.003 0.62
BNC-k 790 0011 185305 4 0327 003  0.632 1.0 0.372 1.0 0.594
SPONGE-(k + 1) 485 0929  53.823 4 0448  0.06  0.886  -0.53 0.33 0433 0.593
SPONGE-k 790 0.869  71.162 4 0383  0.08  0.803  -0.499  0.372 1.0 0.61
6 | LSPCD (avG) 591 0075 217.344 6  0.142 0071 0761  0.414  0.505  0.773 0.269
LSPCD (STD) 0 0.001 0.142 0 0.006  0.002 0.0 0.009 0.0 0.001 0.015
SCG-MA 598  0.106  207.299 6 0785  0.113 0763  -0.339 0527  0.819 1.226
SCG-MO 591 0.112 205796 6 0756  0.171 077  -0.321  0.534  0.811 1.378
SCG-B 615 0.0 211561 1 0.421 0.0 0.693 0.0 0.498  0.822 7.512
SCG-R 744 0016  201.172 5 0323  0.178  0.669  0.313 0.41 0978 1.295
KOCG-TOP-1 42 0.994 7.905 6 0992  0.605 0984 0303 0934  0.053 —
KOCG-TOP-7- 598 0.976 9.109 6 0472 0.095 073  -0.637 0522  0.812 —
BNC-(k + 1) 10 0.859 0.2 6 0.5 0.0 -1.0 0.0 0.022  0.002 0.977
BNC-k 790 0.009 185198 6  0.552  0.016  0.632 1.0 0.372 1.0 0.61
SPONGE-(k +1) 572 0.899 47762 6  0.537  0.065 0.893 -0.511 0326  0.536 0.607
SPONGE-k 790  0.878  57.868 6  0.53  0.075  0.834 -0.529  0.372 1.0 0.599
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Table 5: Detailed results for the Bitcoin dataset. LSPCD (avg) and LSPCD (std) respectively indicate
the mean and standard deviation across five runs of our method with different seeds.

k SIZE IF POL K MAC MAO CC+ cc- DENS IS0 TIME (s)
2 LSPCD (AvVG) 155 0.648 29.022 2 0.2 0.143 0.94 0.969 0.199 0.211 2.203
LSPCD (sTD) 0 0.0 0.013 0 0.0 0.0 0.003 0.001 0.001 0.001 0.161
N2PC (y = 1) 134 0.016 29.642 2 0.617 0.195 0.909 0.733 0.246 0.184 11.318
N2PC (y = 1.2) 164 0.46 30.146 2 0.238 0.141 0.91 0.964 0.201 0.222 12.26
N2PC (v = 1.5) 64 1.0 24.375 2 0.263 0.517 0.941 0.992 0.397 0.133 12.818
N2PC (v = 1.7) 70 1.0 23.857 2 0.255 0.452 0.876 0.993 0.364 0.136 13.461
N2PC (v = 2.0) 68 1.0 24.147 2 0.258 0.478 0.871 0.993 0.38 0.139 12.834
SCG-MA 179 0.163 28.838 2 0.298 0.068 0.906 0.873 0.179 0.216 0.122
SCG-MO 138 0.032 29.522 2 0.114 0.147 0.91 0.778 0.237 0.184 0.123
SCG-B 40 0.995 21.65 2 0.248 0.87 0.956 1.0 0.56 0.201 2.243
SCG-R 842 0.249 14.24 2 0.022 0.009 0.908 0.812 0.019 0.394 1.024
KOCG-ToP-1 2 1.0 1.0 2 1.0 1.0 0.0 1.0 1.0 0.004 —
KOCG-ToP-7 179 0.992 3.754 2 0.063 0.055 0.266 0.182 0.094 0.165 —
BNC-(k + 1) 50 0.134 -10.76 2 0.058 0.0 -0.516 0.0 0.425 0.581 0.341
BNC-k 5881 0.017 5.268 2 0.059 0.001 0.721 0.694 0.001 1.0 0.202
SPONGE-(k + 1) 6 0.792 1.0 2 0.667 0.0 1.0 0.0 0.2 1.0 1.116
SPONGE-k 5881 0.001 5.092 2 0.501 0.0 0.697 0.0 0.001 1.0 2.138
4 LSPCD (AVG) 217 0.47 23.333 4 0.182 0.12 0.929 0.815 0.143 0.256 2.117
LSPCD (sTD) 13 0.064 0.765 0 0.027 0.029 0.004 0.123 0.011 0.009 0.408
SCG-MA 176 0.223 25.121 4 0.488 0.07 0.914 -0.44 0.172 0.2 0.302
SCG-MO 180 0.218 25.252 4 0.487 0.07 0.91 -0.431 0.169 0.205 0.348
SCG-B 216 0.233 12.401 4 0.473 0.052 0.865 0.296 0.076 0.176 6.377
SCG-R 450 0.518 8.033 4 0.036 0.008 0.92 -0.627 0.033 0.238 1.237
KOCG-ToP-1 26 0.905 8.41 4 0.859 0.621 1.0 0.653 0.738 0.112 —
KOCG-ToP-1 176 0.931 5.034 4 0.136 0.041 0.856 -0.246 0.113 0.157 —
BNC-(k + 1) 58 0.227 -9.414 4 0.112 0.0 -0.516 0.0 0.32 0.576 0.185
BNC-k 5881 0.01 5.208 4 0.029 0.0 0.721 0.67 0.001 1.0 0.178
SPONGE-(k + 1) 71 0.096 1.099 4 0.754 0.0 1.0 0.0 0.016 0.443 3.364
SPONGE-k 5881 0.001 5.092 4 0.75 0.0 0.697 0.0 0.001 1.0 2.797
6 LSPCD (AVG) 194 0.494 20.031 6 0.251 0.143 0.948 0.646 0.155 0.231 2.73
LSPCD (sTD) 23 0.153 1.827 0 0.046 0.053 0.007 0.304 0.019 0.015 0.468
SCG-MA 430 0.457 14.568 6 0.536 0.021 0.931 -0.355 0.055 0.301 0.448
SCG-MO 412 0.464 15.165 6 0.571 0.028 0.929 -0.337 0.058 0.3 0.477
SCG-B 326 0.472 9.321 6 0.313 0.009 0.866 -0.421 0.053 0.222 10.509
SCG-R 860 0.407 6.861 6 0.038 0.006 0.941 -0.529 0.017 0.367 2.125
KOCG-ToP-1 28 0.921 4.071 6 0.867 0.338 1.0 0.197 0.537 0.055 —
KOCG-TOP-7 430 0.867 3.601 6 0.077 0.013 0.88 -0.405 0.043 0.26 —
BNC-(k + 1) 224 0.255 -4.239 6 0.075 0.001 -0.622 0.958 0.033 0.394 0.286
BNC-k 5881 0.009 5.197 6 0.075 0.0 0.722 0.657 0.001 1.0 0.194
SPONGE-(k + 1) 222 0.147 1.252 6 0.622 0.0 1.0 0.0 0.006 0.401 1.959
SPONGE-k 5881 0.005 5.085 6 0.563 0.0 0.696 -1.0 0.001 1.0 2.473
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Table 6: Detailed results for the WikiVot dataset. LSPCD (avg) and LSPCD (std) respectively
indicate the mean and standard deviation across five runs of our method with different seeds.

k SIZE IF POL K MAC MAO CC+ cc- DENS Is0 TIME (s)
2 LSPCD (AVG) 1278 0.428 62.322 2 0.038 0.015 0.831 0.673 0.06 0.548 2.457
LSPCD (sTD) 4 0.002 0.003 0 0.0 0.0 0.0 0.003 0.0 0.001 0.276
N2PC (y = 1) 712 0.0 71.635 1 0.11 0.0 0.852 0.0 0.118 0.399 24.313
N2PC (v = 1.2) 759 0.006 71.663 2 0.052 0.093 0.847 0.785 0.112 0.418 24.251
N2PC (v = 1.5) 760 0.096 70.016 2 0.054 0.029 0.852 0.753 0.109 0.412 22.745
N2PC (v = 1.7) 923 0.562 59.142 2 0.056 0.017 0.844 0.685 0.077 0.426 23.51
N2PC (v = 2.0) 1190 1.0 40.509 2 0.064 0.012 0.849 0.651 0.042 0.395 39.069
SCG-MA 813 0.008 71.476 2 0.048 0.079 0.846 0.671 0.104 0.436 1.537
SCG-MO 748 0.009 71.733 2 0.052 0.082 0.854 0.671 0.113 0.411 1.432
SCG-B 414 0.037 37.589 2 0.054 0.033 0.756 0.776 0.12 0.221 7.501
SCG-R 1100 0.174 54.693 2 0.032 0.013 0.83 0.618 0.061 0.444 0.781
KOCG-Topr-1 10 0.717 7.6 2 0.905 0.857 1.0 1.0 0.844 0.012 —
KOCG-ToP-r 813 0.999 2.312 2 0.047 0.022 0.427 -0.337 0.066 0.297 —
BNC-(k + 1) 9 0.792 -1.111 2 0.0 0.0 -1.0 0.0 0.139 1.0 0.721
BNC-k 7115 0.003 15.794 2 0.002 0.0 0.558 0.0 0.004 1.0 0.49
SPONGE-(k + 1) 10 0.472 1.0 2 0.571 0.0 1.0 0.0 0.111 1.0 1.602
SPONGE-k 7115 0.003 15.794 2 0.057 0.0 0.558 0.0 0.004 1.0 0.977
4 LSPCD (AVG) 1089 0.519 52.605 4 0.073 0.013 0.856 -0.045 0.072 0.489 4.381
LSPCD (sTD) 149 0.229 6.003 0 0.026 0.002 0.004 0.427 0.011 0.04 1.69
SCG-MA 1142 0.361 52.945 4 0.081 0.018 0.849 -0.618 0.069 0.506 2.042
SCG-MO 1059 0.374 53.07 4 0.089 0.022 0.858 -0.692 0.073 0.474 1.986
SCG-B 790 0.598 24.782 4 0.091 0.014 0.774 -0.718 0.077 0.342 18.286
SCG-R 1524 0.437 19.524 4 0.031 0.008 0.813 -0.68 0.043 0.549 3.074
KOCG-ToP-1 33 0.811 4.525 4 0.845 0.086 0.933 -0.609 0.576 0.03 —
KOCG-ToP-7 1142 0.99 3.288 4 0.055 0.011 0.719 -0.618 0.059 0.44 —
BNC-(k + 1) 15 0.651 -1.067 4 0.0 0.0 -1.0 0.0 0.076 1.0 0.527
BNC-k 7115 0.001 15.794 4 0.001 0.0 0.558 0.0 0.004 1.0 0.533
SPONGE-(k + 1) 12 0.712 1.0 4 0.8 0.0 1.0 0.0 0.091 1.0 2.327
SPONGE-k 7115 0.003 15.794 4 0.156 0.0 0.558 0.0 0.004 1.0 1.522
6 LSPCD (AVG) 534 0.563 46.179 6 0.143 0.029 0.896 -0.314 0.133 0.287 5.292
LSPCD (sTD) 46 0.08 2.177 0 0.015 0.002 0.004 0.07 0.012 0.008 0.931
SCG-MA 1355 0.421 45.494 6 0.064 0.023 0.849 -0.647 0.056 0.564 2.24
SCG-MO 1226 0.409 47.013 6 0.073 0.024 0.859 -0.683 0.063 0.526 2.178
SCG-B 941 0.605 23.332 6 0.121 0.018 0.78 -0.735 0.065 0.369 29.072
SCG-R 1501 0.786 10.433 6 0.039 0.008 0.817 -0.734 0.044 0.542 3.475
KOCG-Topr-1 40 0.963 4.52 6 0.894 0.227 0.981 -0.188 0.564 0.033 —
KOCG-ToP-r 1355 0.962 3.132 6 0.051 0.009 0.73 -0.62 0.05 0.506 —
BNC-(k + 1) 13 0.974 -1.077 6 0.0 0.0 -1.0 0.0 0.09 1.0 0.966
BNC-k 7115 0.002 15.794 6 0.001 0.0 0.558 0.0 0.004 1.0 0.546
SPONGE-(k + 1) 20 0.859 1.0 6 0.644 0.0 1.0 0.0 0.053 1.0 1.791
SPONGE-k 7115 0.003 15.794 6 0.434 0.0 0.558 0.0 0.004 1.0 1.66
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Table 7: Detailed results for the Referendum dataset. LSPCD (avg) and LSPCD (std) respectively
indicate the mean and standard deviation across five runs of our method with different seeds.

k SIZE IF POL K MAC MAO CC+ cc- DENS IS0 TIME (s)
2 | LSPCD (AvG) 915 0.71 146.109 2 0279  0.014 1.0 0.114 0.17  0.353 3.376
LSPCD (STD) 1 0.002 0.092 0 0.001 0.0 0.0 0.017  0.001  0.001 0.19
N2PC (y = 1) 692 0.013  173.604 2  0.542  0.297 1.0 0573 0253  0.359 62.32
N2PC (v = 1.2) 651 0.02  173.634 2 0401  0.254 1.0 0.571 027  0.343 61.685
N2PC (v = 1.5) 918 0.944 130261 2 0253  0.011 1.0 0.24 0.149  0.331 70.204
N2PC (v = 1.7) 976 1.0 119.4 2 0241 001 1.0 0209  0.129  0.326 77.728
N2PC (v = 2.0) 992 1.0 118.099 2 0236  0.009 1.0 0.169  0.126  0.327 80.728
SCG-MA 824 0.013 172206 2 0455  0.247 1.0 0.558  0.211  0.409 1.863
SCG-MO 673 0.013  174.083 2  0.546 0.3 1.0 0571 0261  0.352 1.108
SCG-B 1158 0.03 116252 2 0.176  0.068 1.0 0.58 0.101  0.396 23.313
SCG-R 1550 0.037 12085 2 0.095  0.04 1.0 0529  0.079  0.492 4.657
KOCG-Top-1 15 0.637 1.6 2 0973 0.659 1.0 1.0 0.829  0.007 —
KOCG-TOP- 824 0.961 15425 2 0057 0.018 0705  -0.317  0.065  0.169 —
BNC-(k + 1) 4 1.0 -1.0 2 0.0 0.0 -1.0 0.0 0333 0.286 1.929
BNC-k 10884 0.0 41495 2 0.002 0.0 0.898 -1.0 0.004 1.0 1.114
SPONGE-(k + 1) 6 0.792 1.0 2 0.667 0.0 1.0 0.0 0.2 1.0 6.754
SPONGE-k 10884 0.0 41495 2 0502 0.0 0.898 0.0 0.004 1.0 6.889
4 | LSPCD (AvG) 1065 0412 139.163 4  0.196  0.043 1.0 0.056  0.145  0.394 3.724
LSPCD (STD) 1 0.001 0.037 0 0.0 0.0 0.0 0.001 0.0 0.0 0.392
SCG-MA 1713 0.679  94.544 4  0.124  0.048 1.0 -0.693  0.081 0512 6.809
SCG-MO 1658  0.698  82.139 4  0.142  0.054 1.0 -0.767  0.084  0.502 3.863
SCG-B 1142 0.0 116233 1 0.102 0.0 1.0 0.0 0.102  0.398 60.02
SCG-R 1514 0.02 118706 4  0.174  0.019 1.0 0.432 0.08  0.479 2.545
KOCG-TOP-1 53 0.648  14.956 4 085 0297 1.0 -0.363  0.615  0.024 —
KOCG-TOP-T 1713 0.87 3.711 4 0065 0.003 0885  -0.862 0.052  0.363 —
BNC-(k + 1) 8 1.0 -1.0 4 0.0 0.0 -1.0 0.0 0.143 0.5 1.125
BNC-k 10884  0.001  41.495 4  0.001 0.0 0.898  -0.429  0.004 1.0 1.129
SPONGE-(k + 1) 18 0.792 1.0 4 0452 0.0 1.0 0.0 0.059 1.0 5.042
SPONGE-k 10884 0.002  41.495 4  0.156 0.0 0.898 0.0 0.004 1.0 6.327
6 | LSPCD (AvG) 1021 0329  137.627 6  0.176  0.028 1.0 0.04 0.15 0379 5.461
LSPCD (STD) 1 0.001 0.131 0 0.001 0.0 0.0 0.001 0.0 0.0 2.813
SCG-MA 1945  0.624 84933 5  0.107  0.033 1.0 0771 0.069  0.56 8.225
SCG-MO 2469 0723 55571 5 0.16  0.003 1.0 -0.853  0.049  0.629 6.925
SCG-B 1142 0.0 116233 1 0.102 0.0 1.0 0.0 0.102  0.398 98.669
SCG-R 1660 0359 50258 6  0.08  0.038 098  -0.756  0.052  0.356 5.075
KOCG-TOP-1 81 0.929 8.622 6 0923  0.088 1.0 -0.673  0.536  0.032 —
KOCG-TOP- 1945 0.974 4.037 6 0061 0003 0917 -0.876  0.053  0.442 —
BNC-(k + 1) 12 0938  -0833 6 0222 0.0 -0.714 0.0 0.106  0.25 1.923
BNC-k 10884  0.001  41.495 6  0.056 0.0 0.898 0.2 0.004 1.0 1.155
SPONGE-(k + 1) 18 0.92 1.0 6  0.667 0.0 1.0 0.0 0.059 1.0 11.664
SPONGE-k 10884  0.001  41.495 6  0.501 0.0 0.898 0.0 0.004 1.0 9.346

Table 8: Detailed results for the Slashdot dataset. LSPCD (avg) and LSPCD (std) respectively
indicate the mean and standard deviation across five runs of our method with different seeds.

k SIZE IF POL K MAC MAO CcC+ cc- DENS Is0 TIME (s)

2 | LSPCD (AvG) 235 0251 75903 2 0207 0055 0969  0.836 0337  0.167 29.957
LSPCD (STD) 0 0.004  0.095 0 0.0 0.001 0.0 0.003  0.001 0.0 3.151
N2PC (y = 1) 205 0.0 81239 1 0.403 0.0 0.979 0.0 0.407  0.165 156.653
N2PC (y = 1.2) 205 0.0 81.141 1 0.403 0.0 0.975 0.0 0.408  0.167 154.593
N2PC (v = 1.5) 191 0.0 81.77 1 0435 0.0 0.977 0.0 0.441  0.175 161.828
N2PC (y = 1.7) 342 0996 55041 2 0297 0026 0969 0677  0.171  0.175  219.089
N2PC (y = 2.0) 404 1.0 52069 2 0.248  0.019  0.97 0.64 0.137  0.18 254.945
SCG-MA 307 0.014 77485 2 0.63  0.123 0968 0923 0262  0.152 3316
SCG-MO 234 0.009 79.692 2  0.674  0.137 0973  0.882 0352  0.145 2.654
SCG-B 289 0.045 60.962 2  0.145 0056 098  -0.005 0221  0.205  287.233
SCG-R 3033 0.075 29706 2 0.007  0.007 0.872  0.635 0011  0.216 25.778
KOCG-Top-1 3 0.792 2.0 2 1.0 1.0 1.0 1.0 1.0 0.005 —
KOCG-TOP-1 307 0981 2612 2 0028 003 0159  0.182 0.05  0.037 —

4 | LSPCD (AvG) 380 0.54  61.089 4 0212 0087 0966 0492  0.192  0.189 37.751
LSPCD (STD) 2 0.00s 0251 0 001  0.003 0.0 0.004  0.002  0.001 3.013
SCG-MA 2552 0246 3553 4 0.159 0.012  0.862 -0.431 0026  0.269 16.032
SCG-MO 2111 0.195 38534 4  0.181  0.051 0876 -0.657  0.03 0.24 21.868
SCG-B 410 0.38 48306 4 0287  0.101 0973  -0.491  0.128  0.199  814.654
SCG-R 3853 0762 10749 4 0.01  0.002 0877  -0.34  0.008  0.227 27.234
KOCG-TOP-1 23 0.805  2.609 4 0453  0.172 1.0 0.643 0206  0.009 —
KOCG-TOP-T 2552 0789 2973 4 0.013  0.003 0627 -0.477 0.012  0.16 —

6 | LSPCD (AvG) 272 0431 57.075 6 0306 0083 0982 0423 0251  0.156 64.95
LSPCD (STD) 30 0.088 2428 0  0.041 0013 0001  0.134  0.032 0014 24.494
SCG-MA 2343 0.171  37.849 5 035  0.026 0.868 -0.701  0.028  0.256 32.081
SCG-MO 2504 0293  34.649 6 0212  0.063 0876  -0.421 0026  0.265 26.278
SCG-B 420 0317 47.676 3 0.254  0.005 0971  -0.481  0.124  0.191  1408.849
SCG-R 9661  0.457  7.906 6  0.02  0.002 0814  -0.43 0004  0.433 73.943
KOCG-TOP-1 48 0.899 3583 6  0.65 0079 0978 -0.166 0216  0.016 —
KOCG-TOP-T 2343 0911 3.28 6 0021 0003 0722  -0.54  0.014 0.164 —
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Table 9: Detailed results for the WikiCon dataset. LSPCD (avg) and LSPCD (std) respectively
indicate the mean and standard deviation across five runs of our method with different seeds.

k SIZE IF POL K MAC MAO CC+ cC- DENS Is0 TIME (s)

2 LSPCD (AVG) 1876 0.825 190.8 2 0.055 0.128 0.871 0.997 0.108 0.242 72.368
LSPCD (sTD) 0 0.0 0.019 0 0.0 0.0 0.0 0.0 0.0 0.0 17.051
N2PC (y = 1) 2471 0.463 172.805 2 0.035 0.093 0.829 1.0 0.078 0.223 268.183
N2PC (y = 1.2) 2770 0.773 175.713 2 0.037 0.075 0.836 1.0 0.069 0.242 321.913
N2PC (v = 1.5) 2788 0.986 158.235 2 0.044 0.067 0.857 0.999 0.061 0.238 698.413
N2PC (v = 1.7) 2926 0.991 155.484 2 0.042 0.063 0.851 0.999 0.057 0.241 714.811
N2PC (v = 2.0) 2938 1.0 142.048 2 0.044 0.057 0.841 0.999 0.052 0.224 758.571
SCG-MA 8903 0.53 155.215 2 0.008 0.026 0.81 0.998 0.019 0.473 69.196
SCG-MO 2442 0.431 175.654 2 0.036 0.094 0.839 0.999 0.08 0.22 19.316
SCG-B 502 0.638 129.335 2 0.117 0.387 0.816 0.926 0.295 0.142 1314.819
SCG-R 12669 0.571 101.138 2 0.004 0.011 0.798 0.997 0.009 0.441 169.997
KOCG-Topr-1 14 0.842 5.857 2 0.803 0.289 0.85 0.368 0.648 0.002 —
KOCG-TopP-r 8903 0.986 3.417 2 0.007 0.007 0.0 0.056 0.014 0.327 —

4 LSPCD (AVG) 2288 0.556 113.637 4 0.033 0.051 0.869 0.936 0.086 0.23 88.288
LSPCD (STD) 40 0.034 2.613 0 0.008 0.005 0.002 0.058 0.001 0.009 20.523
SCG-MA 4852 0.058 104.937 4 0.042 0.104 0.82 0.577 0.027 0.241 139.274
SCG-MO 1943 0.238 117.935 4 0.063 0.117 0.848 0.533 0.086 0.163 69.637
SCG-B 1700 0.856 49.824 4 0.12 0.032 0.768 0.268 0.07 0.174 3792.395
SCG-R 7174 0.655 41.125 4 0.006 0.012 0.836 0.308 0.015 0.293 131.226
KOCG-TopP-1 57 0.231 4.456 4 0.708 0.502 0.75 0.891 0.253 0.027 —
KOCG-ToP-r 4852 0.987 3.821 4 0.014 0.011 0.213 -0.075 0.024 0.199 —

6 LSPCD (AVG) 2394 0.527 96.085 6 0.049 0.039 0.873 0.847 0.08 0.233 69.593
LSPCD (sTD) 207 0.091 4.787 0 0.025 0.007 0.004 0.112 0.006 0.019 9.767
SCG-MA 4827 0.071 102.611 6 0.009 0.044 0.821 0.622 0.028 0.243 145.295
SCG-MO 2016 0.215 111.578 6 0.06 0.06 0.848 0.685 0.079 0.159 76.205
SCG-B 1924 0.709 46.069 6 0.084 0.015 0.771 0.291 0.061 0.174 6125.694
SCG-R 12909 0.739 18.278 6 0.011 0.004 0.788 0.135 0.009 0.463 175.294
KOCG-TopP-1 50 0.533 4.904 6 0.765 0.476 0.962 0.633 0.505 0.007 —
KOCG-ToP-r 4827 0.991 1.522 6 0.016 0.009 0.286 -0.209 0.023 0.2 —

Table 10: Detailed results for the Epinions dataset. LSPCD (avg) and LSPCD (std) respectively
indicate the mean and standard deviation across five runs of our method with different seeds.

k ‘ SIZE IF POL X MAC MAO CcC+ cc- DENS Is0 TIME (s)

2 LSPCD (AVG) 2188 0.73 127.784 2 0.12 0.013 0.907 0.74 0.066 0.351 59.119
LSPCD (STD) 4 0.004 0.181 0 0.001 0.0 0.002 0.002 0.0 0.0 3.692
N2PC(y = 1) 274 0.0 169.701 1 0.622 0.0 0.999 0.0 0.622 0.595 286.264
N2PC (y = 1.2) 265 0.0 169.834 1 0.644 0.0 0.999 0.0 0.644 0.578 252.594
N2PC (v = 1.5) 273 0.0 169.853 1 0.625 0.0 0.999 0.0 0.625 0.595 238.315
N2PC (v = 1.7) 1038 0.29 124.285 2 0.079 0.033 0.943 0.96 0.127 0.238 354.089
N2PC (v = 2.0) 2386 0.993 76.66 2 0.053 0.008 0.916 0.953 0.035 0.281 407.709
SCG-MA 1234 0.041 128.316 2 0.088 0.114 0.906 0.739 0.116 0.246 34.752
SCG-MO 1017 0.039 128.722 2 0.099 0.138 0.91 0.713 0.14 0.22 25.471
SCG-B 253 0.043 156.379 2 0.419 0.205 0.999 1.0 0.621 0.501 822.236
SCG-R 4396 0.187 72.282 2 0.01 0.007 0.891 0.766 0.019 0.363 12.119
KOCG-Topr-1 12 0.596 8.167 2 0.708 0.815 1.0 0.833 0.803 0.007 —
KOCG-Top-r 1234 0.944 14.036 2 0.054 0.022 0.5 -0.245 0.064 0.16 —

4 LSPCD (AVG) 2120 0.582 111.544 4 0.124 0.016 0.932 0.408 0.065 0.341 65.489
LSPCD (sTD) 129 0.124 7.5 0 0.021 0.003 0.002 0.312 0.004 0.006 2.958
SCG-MA 1576 0.297 127.432 3 0.416 0.001 0.928 -0.714 0.09 0.285 42.784
SCG-MO 1373 0.337 128.951 3 0.438 0.001 0.934 -0.635 0.103 0.264 34.407
SCG-B 868 0.544 94.43 3 0.405 0.0 0.926 -0.411 0.119 0.226 2169.558
SCG-R 1872 0.201 65.124 4 0.152 0.033 0.928 -0.801 0.044 0.23 49.068
KOCG-T1or-1 28 0.912 8.905 4 0.865 0.62 0.953 0.582 0.81 0.011 —
KOCG-T1oP-r 1576 0.956 11.001 4 0.071 0.01 0.768 -0.63 0.06 0.202 —

6 LSPCD (AVG) 2660 0.473 103.375 6 0.088 0.014 0.929 0.324 0.05 0.373 107.579
LSPCD (STD) 153 0.051 3.637 0 0.009 0.004 0.002 0.142 0.004 0.007 20.806
SCG-MA 2564 0.52 88.759 6 0.301 0.048 0.935 -0.713 0.05 0.34 57.185
SCG-MO 1373 0.261 129.22 3 0.438 0.001 0.934 -0.635 0.103 0.264 37.194
SCG-B 868 0.421 94.476 3 0.405 0.0 0.926 -0.411 0.119 0.226 3696.279
SCG-R 1365 0.303 43.324 6 0.128 0.036 0.946 -0.898 0.054 0.203 53.993
KOCG-Top-1 34 0.941 5.965 6 0.9 0.43 1.0 0.496 0.576 0.012 —
KOCG-TopP-r 2564 0.892 6.802 6 0.043 0.006 0.779 -0.654 0.035 0.262 —
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Table 11: Detailed results for the WikiPol dataset. LSPCD (avg) and LSPCD (std) respectively
indicate the mean and standard deviation across five runs of our method with different seeds.

k ‘ SIZE IF POL X MAC MAO CcC+ cc- DENS Is0 TIME (s)

2 LSPCD (AVG) 599 0.3 81.985 2 0.093 0.034 0.917 0.87 0.15 0.109 57.022
LSPCD (sTD) 2 0.001 0.037 0 0.001 0.0 0.003 0.011 0.0 0.0 7.851
N2PC (v = 1) 472 0.0 87.547 1 0.193 0.0 0.932 0.0 0.199 0.101 171.986
N2PC (v = 1.2) 559 0.0 87.148 1 0.162 0.0 0.933 0.0 0.167 0.112 176.185
N2PC (v = 1.5) 494 0.022 86.579 2 0.092 0.05 0.932 0.984 0.188 0.102 162.781
N2PC (v = 1.7) 562 0.39 75.167 2 0.098 0.023 0.918 0.994 0.145 0.099 154.508
N2PC (v = 2.0) 1243 0.964 48.269 2 0.06 0.004 0.912 0.989 0.042 0.127 359.108
SCG-MA 1251 0.014 82.822 2 0.035 0.054 0.924 0.928 0.072 0.172 11.484
SCG-MO 648 0.007 88.441 2 0.071 0.079 0.928 1.0 0.147 0.121 4.041
SCG-B 609 0.039 46.525 2 0.041 0.013 0.963 -0.238 0.081 0.112 773.37
SCG-R 7400 0.17 36.119 2 0.003 0.001 0.91 0.63 0.005 0.305 76.435
KOCG-Tor-1 6 0.792 3.0 2 0.75 0.625 1.0 1.0 0.6 0.003 —
KOCG-TopP-r 1251 0.988 1.258 2 0.024 0.012 0.322 -0.284 0.035 0.097 —

4 LSPCD (AVG) 450 0.27 71.628 4 0.147 0.068 0.938 0.546 0.184 0.086 83.214
LSPCD (STD) 23 0.053 2.015 0 0.063 0.032 0.002 0.249 0.014 0.003 26.749
SCG-MA 2140 0.517 56.471 4 0.093 0.014 0.917 -0.613 0.038 0.217 49.769
SCG-MO 2783 0.305 39.698 3 0.283 0.001 0.895 -0.775 0.026 0.242 44.39
SCG-B 727 0.208 45.661 2 0.203 0.001 0.967 -0.899 0.07 0.125 2225.353
SCG-R 7740 0.144 33.723 4 0.002 0.001 0.916 0.599 0.005 0.302 91.037
KOCG-Topr-1 26 0.707 3.051 4 0.558 0.119 0.949 0.182 0.255 0.005 —
KOCG-TopP-r 2140 0.844 4.409 4 0.02 0.002 0.808 -0.609 0.01 0.092 —

6 LSPCD (AVG) 825 0.536 58.694 6 0.191 0.026 0.94 -0.28 0.093 0.123 228.675
LSPCD (STD) 72 0.07 1.548 0 0.023 0.014 0.005 0.183 0.011 0.008 192.894
SCG-MA 2176 0.415 57.546 4 0.259 0.001 0.919 -0.73 0.037 0.22 54.104
SCG-MO 2783 0.236 41.846 3 0.283 0.001 0.895 -0.775 0.026 0.242 48.571
SCG-B 727 0.161 45.986 2 0.203 0.001 0.967 -0.899 0.07 0.125 3973.384
SCG-R 95033 0.423 3.329 6 0.006 0.0 0.884 -0.686 0.003 0.901 331.066
KOCG-Topr-1 83 0.856 10.135 6 0.756 0.029 0.967 -0.658 0.268 0.015 —
KOCG-Top-r 2176 0.773 3.585 6 0.032 0.002 0.867 -0.578 0.006 0.077 —
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We address this similar to previous work (by using polarity to evaluate solution quality and
include synthetic data with ground-truth solutions).

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: All theorems state the required assumptions and defer complete proofs to
Appendix B.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All details to reproduce the results are included. See Section 4. Also see
Appendix G for details on datasets and hyperparameters.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The source code is available at https://github.com/Linusaronsson/
NeurIPS2025-LSPCD.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes, all of it is explaiend in detail in Section 4, with more details in Appendix
G.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We include error bars in all plots involving synthetic data. For real-world
data, we show standard deviations of our method in Appendix G.9 (other methods are
deterministic).

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See start of Appendix G.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read the NeurIPS code of ethics and we confirm that our research
conforms with it.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The work releases only an algorithm using already-public graphs; no high-risk
assets involved.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: See Appendix G.1.
Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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