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Abstract

The widespread use of LLM-as-a-judge raises001
concerns about their reliability and limitations002
in real-world applications. Existing studies003
have explored LLM-as-a-judge in both subjec-004
tive and objective scenarios, but challenges still005
exist due to limited benchmark diversity, in-006
herent data biases (e.g., length and style bi-007
ases), and the lack of metrics to assess whether008
LLM-as-a-judge truly understands their own009
judgement boundaries. To address these short-010
comings, we propose REAL-JUDGE, which011
contains 1,280 samples spanning 7 task types,012
specifically designed to minimize common013
evaluation biases. We also adopted more com-014
prehensive evaluation methods, which enable015
us to effectively assess the calibration of LLM-016
as-a-judge. Our results reveal that even state-of-017
the-art models exhibit poor calibration and that018
different types of LLM-as-a-judge excel in dis-019
tinct task categories, underscoring the need for020
context-specific model selection. In conclusion,021
we provide a bias-free dataset and a reliable022
method for evaluating LLM-as-a-judge.023

1 Introduction024

The rapid advancement of large language mod-025

els(OpenAI et al., 2024; Anthropic, 2024; Team026

et al., 2023; Touvron et al., 2023; DeepSeek-AI027

et al., 2024; Yang et al., 2024) (LLMs) has led028

to their increasing adoption as automated evalua-029

tors, a paradigm known as LLM-as-a-judge (Zheng030

et al., 2023). By leveraging LLMs to assess outputs,031

this approach offers a scalable alternative to costly032

and time-consuming human judgments. LLM-as-a-033

judge has been widely integrated into key areas of034

LLM development, including reinforcement learn-035

ing with human feedback (RLHF) (Ouyang et al.,036

2022) and the construction of evaluation bench-037

marks (Bai et al., 2022; Ou et al., 2023; Bai et al.,038

2024). However, as the use of LLM-as-a-judge039

becomes more prevalent, questions about its reli-040

ability and limitations grow increasingly pressing041

(Doddapaneni et al., 2024). It is therefore critical 042

to investigate the conditions under which LLM-as- 043

a-judge can be reliably applied and to identify the 044

specific domains where it excels. 045

To address these issues, several studies have 046

systematically evaluated the performance of LLM- 047

as-a-judge across diverse scenarios. For instance, 048

studies such as FairEval (Wang et al., 2023) have 049

focused on open-ended tasks, where subjective 050

judgment and nuanced understanding are required. 051

More recently, efforts such as JudgeBench (Tan 052

et al., 2024) have begun to explore objective sce- 053

narios, where precise, fact-based assessments are 054

critical, expanding the scope of investigation into 055

tasks with clear ground truths. Despite these ad- 056

vancements, many benchmarks are limited in scale 057

and diversity, failing to fully capture the complexity 058

of real-world applications. Additionally, inherent 059

biases in the data—such as length bias (Dubois 060

et al., 2024) and style bias (Gallegos et al., 2024; 061

Panickssery et al., 2024)—can skew evaluation out- 062

comes and undermine the generalizability of the 063

findings. These shortcomings highlight the need for 064

more rigorous and inclusive benchmarking frame- 065

works to ensure a fair and accurate assessment of 066

LLM-as-a-judge’s capabilities. 067

Beyond these technical limitations, a deeper 068

challenge lies in understanding whether language 069

models truly know what they know (Kadavath et al., 070

2022; Panickssery et al., 2024)—a question that 071

existing metrics fail to address. Although the 072

widespread use of LLM-as-a-judge reduces labor 073

costs in data construction, human oversight remains 074

essential to ensure quality. This necessity stems 075

from the fundamental uncertainty surrounding the 076

self-awareness of language models, as traditional 077

metrics like accuracy do not capture their ability 078

to gauge their own knowledge and uncertainty. To 079

address this gap, we introduce calibration to as- 080

sess whether LLM-as-a-judge can accurately align 081

their confidence with their actual performance. Cal- 082
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(a) Claude-3.5-Sonnet (b) GPT-4o (c) DeepSeek-V3

(d) Qwen-Max (e) JudgeLM 33B (f) AutoJ 13B

Figure 1: Reliablity Diagram (MP setting)

ibration provides a deeper insight into the trust-083

worthiness of LLM-as-a-judge, ultimately bridging084

the gap between automated evaluation and human-085

level judgment.086

Our work advances the understanding and appli-087

cation of LLM-as-a-judge through the following088

key contributions:089

• We introduce REAL-JUDGE (Reliable Exam090

Assessment for LLM-as-a-Judge), a compre-091

hensive dataset of 1,280 pairs across 7 task092

types, designed to mitigate biases like length093

and style bias, enabling robust evaluation094

across diverse scenarios.095

• We rigorously evaluate widely-used propri-096

etary and open-source models, including fine-097

tuned variants, on accuracy (Acc) and calibra-098

tion (Section 3), providing a holistic view of099

LLM-as-a-judge capabilities and limitations.100

• Our analysis reveals that even the strongest101

models exhibit poor calibration as judges,102

highlighting reliability gaps. We also find that103

different LLM-as-a-judge types excel in dis-104

tinct task categories, emphasizing the need for105

context-specific model selection.106

Figure 2: Distribution of topics in the dataset.

2 Data Construction 107

2.1 Data Composition and Sources 108

Our dataset comprises 1,280 positive-negative 109

pairs, categorized into objective category and sub- 110

jective category. Objective category is further 111

divided into five subcategories: logic, high school 112

biology, middle school biology, middle school 113

mathematics, and high school mathematics. Sub- 114

jective category includes task solving and basic 115

ability. The distribution of categories is shown in 116

Fig. 2. 117

The objective category is adapted from Chinese 118

examinations, including the Gaokao (National Col- 119

lege Entrance Examination), Zhongkao (Senior 120

High School Entrance Examination), and the Na- 121

tional Civil Service Examination (Guokao). The 122

subjective category is derived from professional 123

LLM evaluation team, with both types of questions 124
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modified for use in this dataset.125

2.1.1 Objective Category Annotation126

For the objective category, which consists of127

multiple-choice questions (MCQs) selected from128

real examinations, we adopted two approaches to129

rewrite them to reduce the risk of data leakage and130

ensure the uniqueness of our dataset:131

• Question Rewriting: We modified specific132

elements of the question, such as numerical133

values or operational relationships, to shift134

the correct answer to a different option while135

maintaining the core logic of the question.136

• Option Rewriting: We introduced a new cor-137

rect option and a new distractor to replace the138

original correct option, ensuring the original139

answer key is no longer valid.140

After rewriting, we prompted models to generate141

answers and their corresponding analyses. Since142

the models lack access to the correct information,143

their outputs may fall into two scenarios:144

• Both the answer and the analysis are incorrect.145

• The answer is correct, but the analysis is in-146

correct.147

These scenarios are particularly suitable for eval-148

uation using the LLM-as-judge approach, as they149

present challenges that traditional rule-based meth-150

ods struggle to handle effectively. For more details151

about the annotation guidelines, please refer to Ap-152

pendix A.4.153

2.1.2 Subjective Category Annotation154

For the subjective category, each question was an-155

swered by over 50 models, and each response was156

labeled by three annotators as either “qualified”157

or “unqualified.” The final label was determined158

by majority voting. To construct positive-negative159

pairs, we paired a qualified response with an un-160

qualified response of similar length for each ques-161

tion. This approach ensures a balanced comparison162

while mitigating potential biases related to response163

length.164

2.2 Practical Considerations and Bias165

Mitigation166

In constructing our dataset, we focused on mitigat-167

ing biases that could affect judge model evaluation.168

Key measures include:169

• Length Bias Mitigation: We enforced a strict 170

criterion where the token length difference 171

between positive and negative examples is less 172

than 20%. Token counts were calculated using 173

the tiktoken library1. 174

• Style Bias Mitigation: We employed more 175

than 50 models to generate negative examples, 176

avoiding reliance on a single model’s output 177

style. This prevents models from favoring 178

specific patterns or phrasing, promoting a bal- 179

anced evaluation based on reasoning quality. 180

3 Experiments 181

3.1 Metrics 182

To comprehensively evaluate model calibration, we 183

use the Expected Calibration Error (ECE) metric 184

(Guo et al., 2017), a widely used measure of model 185

consistency. The ECE is calculated as follows: 186

ECE =

10∑
i=1

|Bi|
n

|acc(Bi)− conf(Bi)| 187

where Bi represents the i-th confidence interval 188

(divided into 10 bins from 0 to 1), |Bi| is the num- 189

ber of samples in Bi, n is the total number of sam- 190

ples, acc(Bi) is the accuracy of Bi, and conf(Bi) 191

is the average confidence of Bi. The final ECE is 192

the weighted average across all intervals. 193

3.2 Confidence Calculating Details and 194

Results 195

We employed two distinct methods for calculating 196

confidence: Self-Confidence (SC) and Multiple- 197

Prompting (MP) confidence. 198

• SC setting: We prompt the model to output 199

both the result and its confidence. Model’s 200

temperature is set to 0 to ensure the repro- 201

ducibility of the setting. 202

• MP setting: We adopt a method similar to 203

SimpleQA (Wei et al., 2024), but reduce the 204

number of requests from 100 to 10 for effi- 205

ciency, while keeping the temperature at 1. 206

The final reply is determined by majority vot- 207

ing, and the confidence score is the count of 208

the chosen response over 10. This balances 209

computational efficiency with reliable confi- 210

dence estimation. 211

1https://github.com/openai/tiktoken
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Objective Subjective Overall
SC MP SC MP SC MP

Acc ECE Acc ECE Acc ECE Acc ECE Acc ECE Acc ECE
Claude-3.5-Sonnet 58.58 33.41 57.48 34.23 40.67 48.31 39.67 53.93 52.24 38.68 51.18 41.20
Gemini-Pro-1.5 58.94 35.39 60.58 22.24 38.00 56.14 36.67 51.80 51.53 42.73 52.12 32.58
Gemini-Flash-2.0 65.88 26.10 66.42 25.38 41.33 50.06 37.00 57.97 57.19 34.58 56.01 36.77
DeepSeek-V3 61.50 31.80 59.67 26.90 38.33 53.64 35.67 39.23 53.30 39.53 51.18 31.12
Llama-3.1-405B-Instruct 57.30 31.83 56.75 25.26 40.33 50.94 37.00 43.67 51.30 38.33 49.76 31.77
GPT-4o-mini 47.81 39.24 50.18 44.56 44.00 43.36 40.67 52.80 46.46 40.70 46.82 47.48
GPT4-turbo 59.12 30.95 61.50 34.40 41.33 48.50 37.33 59.07 52.83 37.16 52.83 43.13
GPT-4o 56.20 36.01 59.49 11.35 41.33 51.49 38.67 58.93 50.94 41.49 52.12 28.18
Qwen-Max 70.62 21.31 68.61 24.47 39.67 52.99 37.00 58.53 59.67 32.52 57.43 36.52
AutoJ 7B - - 12.98 67.26 - - 31.46 47.76 - - 23.52 56.11
JudgeLM 7B - - 19.12 27.92 - - 28.96 56.61 - - 24.32 35.20
JudgeLM 13B - - 27.53 47.57 - - 32.92 25.72 - - 30.35 23.48
JudgeLM 33B - - 32.89 46.84 - - 39.35 17.92 - - 36.31 19.46

Table 1: Model Performance of Prompted Judges and Fine-tuned Judges

We also observe that judge models may exhibit po-212

sitional bias. To mitigate this, we systematically ex-213

changed the order of inputs in the aforementioned214

settings. For further details, please refer to Ap-215

pendix A.2.216

It is worth noting that for fine-tuned judges217

(including AutoJ (Li et al., 2023) and JudgeLM218

(Zhu et al., 2023)), due to their limited instruction-219

following capabilities, we could only employ the220

MP setting. The experiment results can be found221

in Table 1. To have a better analysis of our ex-222

periments, we divide the model’s confidence into223

10 intervals based on the confidence of the model.224

Then we plot the reliability diagram (Figure 1).225

4 Analysis226

4.1 Powerful Models Perform Better on227

Objective Category228

As shown in Table 1, on the objective category,229

prompted judges significantly outperform fine-230

tuned judges in both Acc and ECE. Among the231

fine-tuned judges, even the best-performing model,232

JudgeLM 33B, performs worse than all prompted233

judges. This is likely because fine-tuned judges,234

as smaller models, lack the knowledge to answer235

objective questions. This suggests that a model’s236

intrinsic problem-solving capability is crucial for237

evaluating such tasks.238

4.2 Small Fine-tuned Models are Competitive239

on Subjective Questions240

On our subjective category, the best-performing241

fine-tuned judge, JudgeLM 33B, achieves com-242

parable accuracy to most prompted judges and243

even demonstrates a clear advantage in ECE over244

the strongest prompted judges. This is likely be-245

cause fine-tuned judges, trained on high-quality 246

datasets, demonstrate improved calibration perfor- 247

mance. This gives them an edge in assessing sub- 248

jective tasks, where evaluation relies on the model’s 249

internal criteria. 250

4.3 Almost All Models are Overly Confident 251

According to Figure 1, except for GPT-4, both fine- 252

tuned judges and prompted judges exhibit signifi- 253

cant overconfidence. This indicates that LLM-as- 254

a-judge still faces significant challenges in calibra- 255

tion. The case of GPT-4 is unique, as it shows 256

overconfidence in some scenarios and underconfi- 257

dence in others. 258

4.4 Poor Performance on Subjective Category 259

We conducted a case study on the three strongest 260

proprietary models. Specifically, we calculated 261

the proportions of cases where the models consis- 262

tently answered correctly, consistently answered 263

incorrectly, or provided inconsistent responses 264

across two attempts. The results are shown in Ap- 265

pendix A.3. 266

5 Conclusion 267

We introduced REAL-JUDGE, a comprehensive 268

dataset designed to evaluate the reliability of LLM- 269

as-a-judge. Our experiments revealed significant 270

gaps in the calibration of even the strongest mod- 271

els. We found that prompted judges and fine-tuned 272

judges each have their own advantages on sub- 273

jective and objective evaluations. These findings 274

provide practical insights for selecting appropri- 275

ate LLM-as-a-judge models based on task require- 276

ments. Future work will focus on expanding the 277

dataset and exploring methods to improve model 278

calibration. 279
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6 Limitation280

This study has several limitations that highlight op-281

portunities for future research. First, although it282

has been observed that fine-tuned models perform283

well on subjective questions compared to propri-284

etary models, the study did not further attempt to285

train a fine-tuned model or propose a solution to286

better address it. Second, while the study covers287

a variety of topics, it could further refine the dis-288

ciplines of objective questions and the categories289

of subjective questions to achieve a more granular290

evaluation and uncover more insights. Addition-291

ally, the dataset in this study is limited to Chinese,292

which may introduce biases for different models,293

a multilingual dataset would provide a more com-294

prehensive analysis. Finally, the data construction295

process in this study remains heavily reliant on296

manual effort, resulting in poor scalability. Future297

work could explore the development of an auto-298

mated pipeline to continuously update the data.299

7 Ethical Statement300

In conducting this research, we have adhered to the301

highest ethical standards and guidelines. All data302

used in this study were collected and processed303

in compliance with relevant data protection reg-304

ulations and ethical guidelines. We ensured that305

no personally identifiable information (PII) was in-306

cluded in the dataset, and all data were anonymized307

to protect individual privacy.308

For studies involving human participants, in-309

formed consent was obtained prior to their involve-310

ment, and participants were informed of their right311

to withdraw at any stage without penalty. No harm-312

ful or deceptive practices were employed, and the313

well-being of participants was prioritized through-314

out the research process.315

Additionally, we have considered the potential316

societal impacts of our work, including the risks317

of misuse or unintended consequences. We are318

committed to promoting the responsible use of our319

findings and encourage further research to address320

any ethical concerns that may arise.321
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A Appendix 569

A.1 Model Families Used in Data 570

Construction 571

Here, we list some of the models used in our data 572

construction process. 573

• Baichuan 574

– Baichuan4 575

• DeepSeek 576

– DeepSeek-V2.5 577

– DeepSeek-Chat 578

• Llama 579

– Llama3_1-70B-6M-math 580

– Meta-Llama-3.1-405B-Instruct 581

– Meta-Llama-3.1-70B-Instruct 582

– Meta-Llama-3.1-8B-Instruct 583

– Meta-Llama-3.2-1B-Instruct 584

– Meta-Llama-3.2-3B-Instruct 585

– Meta-Llama-3.3-70B-Instruct 586

• Mistral 587

– Mistral-Large-Instruct 588

– Mistral-Small-Instruct 589

• Phi 590

– Phi-3.5-mini-instruct 591

• Qwen 592

– Qwen2.5-0.5B-Instruct 593

– Qwen2.5-72B-Instruct 594

– Qwen2.5-7B-Instruct 595

– Qwen2.5-Coder-32B-Instruct 596

– Qwen-Max 597

• ChatGPT 598

– ChatGPT-4o-latest 599

– GPT-4o-2024-08-06 600

– GPT-4o-2024-11-20 601

– GPT-4o-mini-2024-07-18 602

• Claude 603

– Claude-3-5-Sonnet 604

• Gemini 605

– Gemini-1.5-pro-latest 606

7

https://arxiv.org/abs/2303.08774
https://arxiv.org/abs/2404.13076
https://arxiv.org/abs/2404.13076
https://arxiv.org/abs/2404.13076
https://arxiv.org/abs/2411.04368
https://arxiv.org/abs/2411.04368
https://arxiv.org/abs/2411.04368
https://arxiv.org/abs/2310.17631
https://arxiv.org/abs/2310.17631
https://arxiv.org/abs/2310.17631


• Gemma607

– Gemma-2-27b-it608

– Gemma-2-2b-it609

– Gemma-2-9b-it610

– Gemma-2-9b-0729-v32611

• O1612

– O1-mini613

– O1-preview614

– O1-pro615

• Yi616

– Yi-large617

– Yi-lightning618

Models Both
correct

Conflict Both
wrong

GPT-4o 62.77 18.61 18.61
Claude-Sonnet3.5 56.20 25.55 18.25

Gemini-Flash 66.97 20.44 12.59

Table 2: Case study of our subjective dataset

Models Both
correct

Conflict Both
wrong

GPT-4o 48.73 27.66 23.61
Claude-3.5-Sonnet 47.79 32.86 19.34
Gemini-Flash-2.0 45.93 29.67 24.40

Table 3: Case study of our objective dataset

A.2 Positional Bias Mitigation619

LLM-based judges are known to exhibit positional620

bias, where the order of response pairs may in-621

fluence model’s decision. We take this bias into622

consideration. Since our data always have one re-623

sponse that is better than the other, we can ask624

the model twice. For example, if the answer is625

A > B, we only consider it correct if the model626

outputs A > B when asked in the original order,627

and A < B when asked in the reverse order. We do628

the similar in the multiple-prompting confidence629

method, we ask five times in the original order and630

five times in the reverse order, take their respective631

majorities as each order’s answer and deal with632

answers similarly to the self-confidence case. It is633

worth mentioning that we need to choose a number634

of times that, when divided by 2, results in an odd635

number, for we need to get a majority of answers636

whether we ask in forward or reverse order. Given637

the cost limitations and the stability of our experi-638

ment, we choose 10 as a balanced number of trials.639

This helps eliminate the positional bias. It is worth 640

noting that this bias is related to the lower accuracy 641

in the experimental results. 642

A.3 Case Study of Subjective Category 643

As we mentioned before in Section 4.4, we con- 644

duct a case study on the three most influential mod- 645

els. The results are shown in the Table 3 and Ta- 646

ble 2. As can be seen, the proportion of inconsis- 647

tent responses is significantly higher for subjective 648

questions compared to objective questions, with 649

the Claude Sonnet model even reaching as high as 650

32.86%. This is likely due to the lack of a stable 651

and robust evaluation criterion in the models. 652
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A.4 Task Guidelines for Objective Category653

Data Construction654

Appendix: Task Guidelines for Question Rewriting and Analysis

Objective
In this task, your goal is to rewrite provided questions from high school entrance exams, college
entrance exams, and national exams, while also providing detailed analysis and explanations. The
questions primarily cover mathematics, chemistry, biology, and basic logical reasoning. For each
provided question, you will see the question text and its original answer in the annotation interface.
Note that all questions are single-choice; there are no multiple-choice or fill-in-the-blank questions.

Rewriting Methods
You need to rewrite the original questions in one of the following two ways. Please note that the
rewriting methods are prioritized from high to low. You should prioritize higher-priority methods:

1. Rewriting the Options
First, check if the original question can be rewritten by modifying the options. Rewriting the
options involves: - Changing the original correct option to an incorrect option. - Selecting one of
the incorrect options and rewriting it as the new correct option. - Only these two options should be
modified; the other two options should remain unchanged. - Directly delete the original correct
option and write a completely new correct option. Do not simply modify numerical values, swap
options, or partially edit options. The new correct option should be entirely different from the
original. For numerical questions, "different" means a change in values. For knowledge-based
or factual questions, "different" means the new correct option should state a completely different
objective fact. - Do not use large language models to assist in rewriting. - Indicate your chosen
rewriting method in the annotation interface.
If, after careful consideration, you determine that the question cannot be rewritten by modifying
the options, proceed to the second rewriting method.

2. Rewriting the Question
If the question cannot be rewritten by modifying the options, rewrite the question itself. Rewriting
the question involves: - Making minimal changes to the question to alter the correct option. -
Ensuring that the question remains a single-choice question after modification. - Avoid modifying
both the question and the options simultaneously. - There are two main ways to rewrite the
question: 1. Modify numerical values or chemical equations (common in mathematics and
chemistry questions). 2. Modify factual information (common in biology and chemistry questions).
- Prioritize modifying numerical values for easier analysis updates. - If neither of these methods
works, you may use other approaches to rewrite the question. - Indicate your chosen rewriting
method in the annotation interface.

Writing the Analysis
After rewriting the question or options, you must provide a detailed analysis of the question.
Questions can be categorized into three types: 1. Numerical Calculation Questions: - Directly
write out the calculation process in the analysis. - Provide the correct option.
2. Knowledge-Based Questions: - Analyze each option in detail, explaining why it is correct or
incorrect. - Do not only analyze the correct option.
3. Logical Reasoning Questions: - Provide a complete logical reasoning process. - Provide the
correct option.
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A.5 Prompts655

For better reproducibility, here we provide the656

prompts we use in our experiments.657

Self-Confidence(SC) Prompt

Prompt: You are a helpful assistant in evaluating the quality of the outputs for a given instruction.
Your goal is to select the best output for the given instruction and provide a confidence score for
your selection.
Here is the question:
{question}
Please evaluate the outputs and provide your best guess along with a confidence score between 0%
to 100% in the following JSON format:
{
"selected_output": "Output (a)" or "Output (b)",
"confidence_score": number
}
# Instruction:
{question}
# Output (a):
<| The Start of Assistant A’s Answer | >
# Output (b):
<| The Start of Assistant B’s Answer | >
Your response should be in the JSON format as shown above.Do not output ANYTHING else.Do
not provide the % symbol in the confidence score.

Multiple-Prompting(MP) Prompt

Prompt: You are a helpful assistant in evaluating the quality of the outputs for a given instruction.
Your goal is to select the best output for the given instruction.
Here is the question:
{question}
Please evaluate the outputs and provide your best guess in the following JSON format:
{
"selected_output": "Output (a)" or "Output (b)"
}
# Instruction:
{question}
# Output (a):
<| The Start of Assistant A’s Answer | >
# Output (b):
<| The Start of Assistant B’s Answer | >
Your response should be in the JSON format as shown above.Do not output ANYTHING else.
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JudgeLM Prompt

Prompt: You are a helpful and precise assistant for checking the quality of the answer.
[Question]
{ question }

[The Start of Assistant 1’s Answer]
{ answer_a }

[The End of Assistant 1’s Answer]

[The Start of Assistant 2’s Answer]
{ answer_b }

[The End of Assistant 2’s Answer]

[System] We would like to request your feedback on the performance of two AI assis-
tants in response to the user question displayed above. Please rate the helpfulness, relevance,
accuracy, level of details of their responses. Each assistant receives an overall score on a scale of 1
to 10, where a higher score indicates better overall performance. Please first output a single line
containing only two values indicating the scores for Assistant 1 and 2, respectively. The two scores
are separated by a space. In the subsequent line, please provide a comprehensive explanation of
your evaluation, avoiding any potential bias and ensuring that the order in which the responses
were presented does not affect your judgment.
### Response:

AutoJ Prompt

User Prompt: You are assessing two submitted responses on a given user’s query and judging
which response is better or they are tied. Here is the data:

[BEGIN DATA]
***
[Query]: {question}
***
[Response 1]: {response_a}
***
[Response 2]: {response_b}
***
[END DATA]

Here are the instructions to assess and compare the two responses:

1.Pinpoint the key factors to distinguish these two responses.
2.Conclude your comparison by providing a final decision on which response is better, or they are
tied. Begin your final decision statement with “So, the final decision is Response 1 / Response
2 / Tie”. Ensure that your decision aligns coherently with the comprehensive evaluation and
comparison you’ve provided.
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(a) Claude-3.5-Sonnet (b) GPT-4o (c) DeepSeek-V3

(d) Qwen-Max (e) GPT-4o-mini (f) Gemini-Flash-2.0

(g) Gemini-Pro-1.5 (h) GPT-4-turbo (i) Llama-3.1-405B-Instruct

Figure 3: Reliability Diagram (Self-Confidence Setting)

A.6 Detailed Results658

Here we provide experimental results of different659

subjects for more detailed analysis.660

A.6.1 Self-Confidence Setting661

A.6.2 Multiple-Prompting Setting662
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(a) GPT-4o-mini (b) Gemini-Flash-2.0

(c) Gemini-Pro-1.5 (d) GPT-4-turbo

(e) JudgeLM 7B (f) JudgeLM 13B

(g) Llama-3.1-405B-Instruct

Figure 4: Reliability Diagram (Multiple-Prompting Setting)
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