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Abstract

Large Language Models (LLMs) have made significant advancements across nu-
merous domains, but their capabilities in Chinese Classical Literature and Lan-
guage Arts (CCLLA) remain largely unexplored due to the limited scope and
tasks of existing benchmarks. To fill this gap, we propose WenMind, a compre-
hensive benchmark dedicated for evaluating LLMs in CCLLA. WenMind covers
the sub-domains of Ancient Prose, Ancient Poetry, and Ancient Literary Culture,
comprising 4,875 question-answer pairs, spanning 42 fine-grained tasks, 3 ques-
tion formats, and 2 evaluation scenarios: domain-oriented and capability-oriented.
Based on WenMind, we conduct a thorough evaluation of 31 representative LLMs,
including general-purpose models and ancient Chinese LLMs. The results reveal
that even the best-performing model, ERNIE-4.0, only achieves a total score of
64.3, indicating significant room for improvement of LLMs in the CCLLA domain.
We also provide insights into the strengths and weaknesses of different LLMs and
highlight the importance of pre-training data in achieving better results. Overall,
WenMind serves as a standardized and comprehensive baseline, providing valuable
insights for future CCLLA research. Our benchmark and related code are available
athttps://github.com/SCUT-DLVCLab/WenMind.

1 Introduction

The emergence of Large Language Models (LLMs) has led to significant advancements in natural
language processing and understanding across a wide range of domains, from finance [1} 2} 3] and
law [4} 151 16] to healthcare [7} 18, 9]. However, the capabilities of LLMs in the domain of Chinese
Classical Literature and Language Arts (CCLLA) have not been fully explored, largely due to the
lack of comprehensive benchmarks. CCLLA, which encompasses the sub-domains of Ancient Prose,
Ancient Poetry, and Ancient Literary Culture, serves as an essential bridge connecting ancient Chinese
culture to the modern world. Evaluating and improving the performance of LLMs in this domain
is crucial for furthering research and applications in CCLLA. Unfortunately, existing benchmarks
focus primarily on the Ancient Prose sub-domain or contain only a limited number of tasks, making
it challenging to provide a thorough and holistic assessment of LLMs’ capabilities in CCLLA.

To address this gap, we introduce the WenMind benchmark for a comprehensive evaluation of LLMs’
CCLLA capacities. Our WenMind offers several benefits over existing CCLLA benchmarks. (a)
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Figure 1: Overview of WenMind Benchmark, which covers 3 sub-domains and 42 fine-gained tasks.
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Figure 2: Samples of WenMind’s data.

Comprehensive coverage: Unlike current benchmarks that concentrate primarily on Ancient Prose,
WenMind provides a holistic approach by encompassing all three sub-domains. (b) Substantial
number of tasks: As depicted in Figure[T] WenMind consists of 42 fine-grained tasks, which is a
remarkable twofold increase over the largest existing benchmark. (¢) Variety of question formats:
WenMind incorporates a wide array of question formats, including multiple choice, fill-in-the-blank,
and open-ended questions. This diversity allows for a more detailed analysis of an LLM’s grasp of
CCLLA. The comparison between WenMind and other benchmarks is shown in Table[T] Figure[2]
presents samples of WenMind’s data.

Using WenMind, we thoroughly evaluate 31 representative LL.Ms, including general models in
Chinese and English, as well as specialized models for ancient Chinese. Our findings indicate that
even the top-performing model, ERNIE-4.0 [10], only achieves the highest score of 64.3, suggesting
considerable room for improvement in the CCLLA domain. Further analysis shows that the lack
of knowledge of CCLLA is the main reason for existing LLMs’ poor performance. Unexpectedly,
LLMs specifically for ancient Chinese rather underperform the general ones. We think this is because
the incremental pre-training corpus is not extensive enough to cover the scope of CCLLA, and
concurrently leads to a catastrophic forgetting of the generic knowledge. Furthermore, we compare
traditional metrics with model scoring metric in translation and punctuation tasks, providing a
comparative analysis of their respective merits and limitations.

In summary, our contributions are as follows:

* We introduce WenMind, a novel comprehensive evaluation benchmark specific for LLMs in
CCLLA, which covers all three sub-domains in this domain and contains a diverse range

of tasks and question formats, facilitating a rigorous and thorough evaluation of LLMs’
capabilities.



» Using WenMind, we conduct an extensive and thorough evaluation of 31 representative
LLMs, revealing and quantifying their performance in the CCLLA domain.

* We perform an in-depth analysis of the evaluation results and obtain valuable insights,
offering significant guidance and profound understanding for future research on LLMs in
the CCLLA domain.

Table 1: Comparison of existing datasets. “CCLLA” represents “Chinese Classical Literature and
Language Arts”; “QF” represents “Question Fromat”; “TM” represents “Traditional Metrics”; “MSM”
represents “Model Scoring Metric”; “Method” represents “Construction Method of dataset”; “HG”
represents “Human Generated”; “CI” represents “Collection and Improvement of existing datasets”;
“MC” represents “Model Constructed”. Datasets with the domain “General” only count relevant data
entries in the CCLLA field.

Dataset Year Domain License Scale # Tasks # QF Metric Method
™ MSM HG CI MC
C-Eval [11] 2023  General CC BY-NC-SA-4.0 457 2 1 v X v X v
CIF-Bench [12] 2024  General - 150 3 1 (4 v Vv v X
CMMLU [13] 2023 General CCBY-NC-4.0 620 3 1 (4 X v X X
GAOKAO-Bench [14] 2023  General Apache-2.0 145 4 3 (4 (4 vV X X
XiezhiBenchmark [15] 2023 General CCBY-NC-SA-4.0 2,060 2 1 4 X vV X v
ACLUE [16] 2023 CCLLA CCBY-NC-4.0 4,967 15 1 v X v Vv X
C-CLUE [17] 2021 CCLLA CCBY-SA-4.0 1,122 3 1 v X v X X
CCLUE [18] 2021 CCLLA Apache-2.0 36,319 5 1 v X v v X
CCPM [19] 2021 CCLLA - 2,720 1 1 v X v X X
THUAIPoet [20]21122] 2020 CCLLA - 5,173 2 2 v X v X X
WYWEB [23] 2023 CCLLA - 69,700 9 2 v X v v X
‘WenMind (Ours) 2024 CCLLA CCBY-NC-SA-4.0 4,875 42 3 v v v Vv Vv

2 Related Work

2.1 General Chinese Benchmark for LLMs

To evaluate the performance of LLMs across diverse Chinese language tasks, several benchmarks have
been proposed [24, 25, 26]]. CLUE [27]] is the first large-scale Chinese comprehension benchmark,
including nine tasks such as sentence classification and reading comprehension. SuperCLUE [28]
expands the evaluation to include user queries, open-ended dialogues, and closed-ended questions,
focusing on real-world applications. CMMLU [13] aims to comprehensively assess the knowledge
and reasoning capabilities of LLMs in Chinese, covering 67 subjects from basic to advanced levels.
C-Eval [L1] offers a thorough evaluation suite with 13,948 multiple-choice questions spanning
52 subjects, targeting foundational knowledge and reasoning skills. HalluQA [29] addresses the
hallucination phenomenon in Chinese LLMs with 450 adversarial questions encompassing cultural
and social aspects. AlignBench [30] evaluates the alignment of models across multiple dimensions.
CBBQ [31], a bias benchmark, covers stereotypes and social biases relevant to Chinese culture with
over 100 expert-constructed questions.

2.2 CCLLA Benchmark for LLMs

Unlike general Chinese benchmarks, CCLLA benchmarks are limited in number. C-CLUE [[17]]
provides a dataset for evaluating named entity recognition and relation extraction. CCLUE [18]] offers
five evaluation tasks, including sequence labeling and sentence classification. ACLUE [16] proposes
a benchmark to evaluate classical Chinese understanding capabilities of LLMs, with the form of
multiple-choice questions. WYWEB [23] offers nine tasks, such as text classification, punctuation
and machine translation. However, these existing CCLLA benchmarks contain only a small number
of tasks or are organized using only a single multiple-choice question format. Compared to these
datasets, WenMind covers a wider variety of tasks and formats, and employs evaluation methods that
align more closely with human intuition, allowing it to more accurately and comprehensively reflect
the capabilities of LLMs in CCLLA.



3 WenMind Benchmark

3.1 Task Definition

This study aims to construct a comprehensive benchmark for the evaluation of LLMs’ capabilities in
Chinese Classical Literature and Language Arts (CCLLA). In general, the CCLLA contains three
sub-domains: Ancient Prose, Ancient Poetry, and Ancient Literary Culture. Therefore, we define the
following tasks for these domains, respectively.

Ancient Prose Ancient prose refers to a form of classical Chinese literature, which characterized
by simplicity, elegance and a high degree of freedom. It is commonly used in historical records,
philosophical texts, agricultural books, efc. To evaluate the models’ capabilities in Ancient Prose,
we design a set of tasks that assess the understanding and generation, respectively. We focus on the
models’ understanding capability at both sentence level and word level through 11 tasks: Tasks
that pertain to the sentence level include sentence structure, classical Chinese to modern Chinese,
modern Chinese to classical Chinese, topic classification, and reading comprehension. On the other
hand, tasks that pertain to the word level encompass named entity recognition, punctuation, word
explanation, function words, homophones, and polysemy. For generation capability, we directly
utilize ancient prose writing as the evaluation task.

Ancient Poetry Ancient poetry is a special form of classical Chinese literature, which follows a strict
rhyme scheme and often expresses rich emotions in refined language. Considering the characteristics
of ancient poetry, we design the following tasks to assess the ability in three dimensions of LLMs.
(a) Appreciation, ancient poetry translation, sentiment classification, and ancient poetry to English,
for understanding capability. (b) Ancient poetry writing for generation capability. (c) Basic Q&A,
poet introduction, and analysis of imagery, for knowledge capability.

Ancient Literary Culture Ancient Literary Culture refers to literary forms other than Ancient Prose
and Ancient Poetry, such as riddle, idiom, efc. We primarily assess the generation and knowledge
capabilities of LLMs in this sub-domain. (a) For generation capability, we utilize couplet as the
evaluation task. (b) For knowledge capability, we utilize 5 tasks, including idiom, riddle, Xiehouyu,
historical Chinese phonology, and sinology.

3.2 Data Construction

The construction pipeline of WenMind includes data collection and data processing, as illustrated in
Figure[3]

Data Collection Our data collection process includes three main sources. (a) Internet: We collect
authentic examination questions from Chinese language exams and poetry competitions, which
are carefully curated by experts and scholars, to serve as part of our data. Additionally, we gather
texts that are enriched with CCLLA knowledge from the Internet, such as introductions of poets and
interpretations of idioms. Utilize the knowledge in these texts, we manually construct question-answer
pairs for various tasks. (b) Open-Source Datasets: Leveraging open-source corpora like C2MChn
[32]] and the Daizhige Corpus [33]] as foundational resources, we perform a series of operations,
including text filtering, question crafting, and format standardization, to generate question-answer
pairs. Given the challenge of acquiring data for certain tasks and to ensure a thorough and holistic
evaluation within the CCLLA domain, we also incorporate test cases from other open-source datasets,
such as ACLUE [l16], WYWEB [23]], and THU-FSPC [22]]. (¢) LLM: Tasks such as ancient poetry
and prose writing are inherently open-ended and do not have fixed correct answers. For these tasks,
we initially design a range of questions and then employ the ERNIE-3.5 model [10] to generate
reference answers. These answers are further reviewed, filtered, and refined through a manual process.
It is notable that the WenMind benchmark is released under the CC-BY-NC-SA-4.0 license and
strictly adheres to the agreements of the original data sources. For more details, please refer to

Appendix

Data Processing To ensure the data quality, we perform a series of data processing on the collected
data. (a) Question Segmentation. Some question-answer pairs consist of multiple questions
intertwined. We employ the ERNIE-3.5 model [10] to distinguish between multiple questions and
answers mixed together. (b) Conversion and Standardization of Question-Answer Pairs. We
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Figure 3: Construction pipeline of WenMind Benchmark. Zoom in for better view.

ensure that the data is presented in question-answer pairs, standardized in a dictionary format. Each
sample is accompanied by metadata, including the task name and the capability being assessed. (c¢)
Data Deduplication. A combination of MinHashL.SH [34]] and field-matching methods is employed
to remove duplicate questions. (d) Removal of Irrelevant Symbols and Content. We utilize regular
expressions, detection of irrelevant characters, and other methods to eliminate unnecessary English
characters, abnormal symbols, erroneous data, efc [35, 36, [37]. (e) Manual Proofreading. We
manually verify all question-answer pairs to ensure the integrity of the questions and the correctness
of the answers.
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Figure 4: Data statistics of WenMind: Distributions of (a) sentence length, (b) sub-domains and (c)
capabilities. Zoom in for better view.

3.3 Data Statistics

We present the statistics of WenMind in Figure ] and Table[2] The WenMind benchmark comprises
a total of 4,875 entries, encompassing 26 coarse-grained tasks and 42 fine-grained tasks. Tasks
involving Ancient Prose, Ancient Poetry, and Ancient Literary Culture respectively account for 39%),
38%, and 23% of the benchmark, showing a relatively balanced distribution. Among these, the
task with the highest number of entries is basic Q&A on ancient poetry, constituting approximately
15% of the benchmark, while tasks such as English translations of ancient poetry have the fewest
entries, at around 1%. This reflects the benchmark’s design, which prioritizes tasks based on their
common occurrence and general applicability. From the question format perspective, WenMind
comprises 3,928 open-ended questions, 917 multiple-choice questions, and 30 fill-in-the-blank



questions. Regarding cognitive capabilities, questions assessing understanding, generation, and
knowledge account for 51%, 10%, and 38% respectively.

Table 2: The statistics of the WenMind Benchmrak. “Q” represents “Question” and “A” represents
“Answer”.

Domain Tasks #Q  Max. #Q Min. #Q Avg. Q Tokens Avg. A Tokens
Ancient Prose 15 1,900 200 7 107.51 62.12
Ancient Poetry 16 1,845 200 20 73.42 94.93
Ancient Literary Culture 11 1,130 100 100 26.68 14.26
Overall 42 4,875 200 7 75.87 63.44

4 Experiment

4.1 Models

We conduct an extensive evaluation of 31 models, both proprietary and open-source, encompassing
English-centric models such as GPT-4 [38]] and LLaMA (39} 40], Chinese-centric models like Qwen
[41]], Baichuan [42] and ChatGLM [43| |44], models fine-tuned from English to Chinese such as
LLaMA-Chinese [435, 46], and specialized models for ancient Chinese, including Xunzi [47] and
Chunhua [48]]. Additionally, we assess different-sized variants within the same model family to reveal
the effect of model size on their performance in the CCLLA domain. Details of the evaluated models
are presented in Appendix

4.2 Experiment Setup

For open-source and closed-source models we evaluate them through local access and API calls,
respectively. To ensure a fair comparison, we standardize the inference settings for all evaluated
LLMs. Specifically, we employ half-precision inference with bf16 and greedy decoding strategy with
a maximum generation length set to 2048. The temperature parameter, Top-p sampling, and Top-k
sampling are set to 1, 1, and 50, respectively. To evaluate the knowledge of LLM itself, we prohibit
the use of external search engines for closed-source models. For model scoring, we randomly sample
100 instances and score them using LLMs three times, achieving an average error within 2%. This
level of precision indicates that LLMs exhibit scoring stability, and therefore, we decide not to pursue
multiple averaging scores due to cost considerations. All experiments are conducted on a NVIDIA
A6000 GPU.

4.3 Evaluation Metrics

Model Scoring Metric  The evaluation of the WenMind benchmark mainly employs model scoring.
An optimal scoring model should meet the following criteria: (a) Exhibit excellent instruction-
following capabilities, generating scores based on specified prompts and outputting them in the
required format. (b) Possess extensive knowledge in the CCLLA domain to aid the scoring process.
(c) Balance scoring effectiveness and cost efficiency. (d) Align closely with human subjective
judgment in scoring results. After experimentation, the ERNIE-3.5 model [10] has been selected as
the experimental scoring model, as it exhibits a consistency of approximately 89.4% with human
evaluation, meeting the required criteria. More details can be found in Appendix

Furthermore, the scoring requirements vary for different formats of questions. (a) For multiple-choice
questions with only one correct option, the model gives a score of 0 (incorrect) or 1 (correct). (b)
For multiple-choice questions with multiple correct options, the model gives a score of 0 (incorrect
options present), 0.5 (partially correct options), or 1 (all options correct). (c) For subjective questions
without a standard answer, the model scores between 0 and 1 based on the given requirements. (d) For
Q&A questions with a standard answer, the model identifies several scoring points (P,;;) based on
the reference answer and then determines the number of these points present in the LLM’s response
(Pobtain) to calculate the score for the question(Pyytqin/Pgir). All indicators are multiplied by one
hundred to obtain final scores. The scoring prompts for various tasks refer to Appendix



Traditional Metrics In tasks with strong objectivity or where scoring models struggle to extract
the correct answers, we provide traditional metric as a reference. For punctuation task, we use the
F1-score [49]. For the translation tasks of classical Chinese to modern Chinese, modern Chinese
to classical Chinese, classical poetry to modern Chinese, and classical poetry to English, we utilize
BLEU [50].

4.4 Results and Analysis

This experiment evaluates the performance of 31 models on 26 coarse-grained tasks, as shown in
Table3]and 4} Detailed metrics for LLMs on 42 fine-grained tasks are provided in Appendix [C] The
tasks represented by T1-T26 are as follows: T1-Sentence structure, T2-Classical Chinese to modern
Chinese, T3-Modern Chinese to classical Chinese, T4-Named entity recognition, T5-Punctuation,
T6-Topic classification, T7-Word explanation, T8-Reading comprehension, T9-Function words, T10-
Homophones, T11-Polysemy, T12-Ancient prose writing, T13-Appreciation, T14-Ancient poetry
writing, T15-Basic Q&A, T16-Ancient poetry translation, T17-Sentiment classification, T18-Ancient
poetry to English, T19-Poet introduction, T20-Analysis of imagery, T21-Couplet, T22-Idiom, T23-
Riddle, T24-Xiehouyu, T25-Historical Chinese phonology, T26-Knowledge of sinology Q&A. Based
on the results, we draw the following insights.

There is considerable room for improvement of existing LLMs’ CCLLA capabilities. ERNIE-4.0
[LO] performs the best with a score of 64.3. LLaMA2-7B-Chat [40]] has the lowest score, only 13.0.
The average score of the 31 LLMs is approximately 41.2. Most models have scores between 20 and
60, with over 64% of the LLMs scoring below 50. Overall, the scores are relatively low, suggesting
there is considerable room for improvement.

Pre-training data matters. General-purpose Chinese models demonstrate superior performance in
the CCLLA domain. Additionally, fine-tuning general-purpose English models with Chinese data
improves their performance, yet such enhancements do not fully match the level of proficiency of
the general-purpose Chinese model, highlighting the significance of Chinese pre-training data in the
CCLLA domain.

Incremental pre-training in the CCLLA domain may not be effective. Unexpectedly, the models
specifically designed for ancient Chinese with incremental pre-training and fine-tuning, namely
Ancient-Chat-LLM-7B [51]], Bloom-7B-Chunhua [48]], and Xunzi-Qwen1.5-7B [47], show subpar
performance in the CCLLA domain, achieving an average score of 34.1. This indicates that incre-
mental pre-training in the CCLLA domain may not be effective. The possible reason could be the
incremental pre-training and fine-tuning data being insufficient to cover a wide range of knowledge
and tasks, which concurrently leads to more profound catastrophic forgetting of CCLLA-related
knowledge from the pre-training corpus.

Large Language Models lack sufficient knowledge in the CCLLA domain. As shown in Ta-
ble 4} LLMs exhibit substantially different performance across various domains and capabilities
dimension. On different capability dimensions, LLMs perform significantly worse in knowledge
than in generation and understanding, indicating that LLMs lack sufficient knowledge in the CCLLA
domain. Moreover, the fields of Ancient Poetry and Ancient Literary Culture contain more tasks with
a knowledge dimension, which leads to LLMs performing noticeably worse in these two domains
compared to Ancient Prose.

The principle of scaling law remains valid in the CCLLA domain. We present the relationship
between model performance and parameters of Qwen [41] and Yi [52] in Figure[5] which shows that
the performance improves with the parameters increasing, illustrating the scaling law [53]] for LLMs
in CCLLA domain.

For the tasks of translation and punctuation, we further utilize BLEU [50]] and F1-score [49] as a
traditional metric, respectively, assessing the strengths and weaknesses of traditional metrics versus
model scoring metric. Specifically, in punctuation and four translation tasks, we select five models
and for each model, we randomly choose 300 samples for manual evaluation to determine which
metric aligns more closely with human evaluation. The comparative results between traditional
metrics and model scoring metric are illustrated in Figure[6] It can be observed that for tasks with
singular and definitive answers such as punctuation, traditional metrics are more appropriate as
the scoring model struggle to extract the correct answer from responses of LLMs. In contrast, for
tasks with non-unique answers like translation, model scoring metric demonstrates a high degree
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Table 3: Results of all evaluated models on WenMind. The tasks represented by T1-T26 are detailed
in Section[4.4] and details of the evaluated models are presented in Appendix [C} Zoom in for better
view.

Model Ancient Prose Ancient Poetry Ancient Literary Culture
T6 17 T8 T9 TIO T T2 T3 T4 TI5 TI7 T24
Baichuan2-7B-Chat 305 463 671 440 160 470 506 545 590 175 621 105 47.1 465 39. 5 290 160 200
Baichuan2-13B-Chat 565 77.6 410 240 510 607 572 635 201 669 430 5l. ! 0 298 260 240
Firefly-Baichuan2-13B 418 638 300 215 535 437 434 404 198 618 350 48. . 7262 240 145
ChatGLM2-6B (43! 367 551 330 50 430 515 420 552 123 488 450 39.1 306 3 6 234 60 95
ChatGLM3-6B 463 642 420 220 400 534 553 565 106 4.0
InternLM2-Chat-7B [33] 658 79.6 480 230 60.0 555 68.1 546 289 210
155 315 310 120 390 294 275 163 3.1 2.0
423 498 470 200 520 445 464 384 215 12.0
68.1 829 620 255 535 682 685 656 240 210
69.7 844 660 305 67.5 661 729 656 308 255
693 852 680 465 695 67.5 757 647 320 305
687 832 69.0 410 690 689 1.5 673 3238 270
: 603 80.7 470 175 515 640 648 613 199 17.0
Yi-1.5-9B-Chat 720 897 620 240 575 656 664 630 253 16.0
Yi-1.5-34B-Chat 700 868 770 315 620 690 715 666 305 240
ERNIE-S.S-SK-OSZD 787 90.0 700 385 720 69.1 158 650 367 801 6L5 663 785 540
ERNIE-4.0-8K-0329 [10) 840 889 730 465 75.0 708 794 657 363 845
Spark-3.5 813 799 610 330 630 712 671 612 37. 700
Gemma-1.1-7B-IT 180 383 190 155 355 448 297 455 0.0
Ziya-LLaMA-13B-v1. 6.0

LLaMA2-7B-Chat
LLaMA2-13B-Chat
LLaMA2-Chinese-7B-Chat %
LLaMA2-Chinese-13B-Chat
LLaMA3-8B-Instruct
LLaMA3-Chinese-8B-Chat

GPT-4 13.0
Anciel hat-LLM-7B [51] 245 426 410 265 500 235 193 311 147 8.0
Bloom-7B-Chunhua 48] 328 438 290 125 400 253 283 392 93 8.5
Xunzi-Qwen1.5-7B [47] 350 43.1 540 21.0 48.0 402 30.7 40.8 183 19.5
Average 478 644 445 228 495 535 51.0 511 167 18.3

of consistency with human assessment. It is noteworthy that most models are unable to translate
modern Chinese into classical Chinese, merely rephrasing the modern text. Consequently, the scoring
model, which operate from a semantic perspective, incorrectly assign high scores, making the use of
traditional metrics more rational for this task. More details can be found in Appendix

= model scoring metric win rate tie rate traditional metric win rate

Classical Chinese to Modern Chinese

Ancient Poetry Translation

Ancient Poetry to English

Modern Chinese to Classical Chinese

Punctuation

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Figure 6: Comparative results between traditional metrics and model scoring metric.

5 Conclusion

In this paper, we propose WenMind, a comprehensive benchmark for the evaluation of Large
Language Models (LLMs) in the domain of Chinese Classical Literature and Language Arts (CCLLA).
WenMind covers all three sub-domains in CCLLA and contains 42 tasks and 3 question formats,
exhibits advantages over existing benchmarks. Leveraging WenMind, we comprehensively evaluate



Table 4: Results of all evaluated models on different domains and capabilities. Details of the evaluated
models are presented in Appendix [C]

M Domain Capability
odel Overall . - . . . -
Ancient Prose  Ancient Poetry  Ancient Literary Culture Understanding  Generation Knowledge

Baichuan2-7B-Chat [42 41.2 495 33.6 395 47.8 582 27.7
Baichuan2-13B-Chat [42 455 534 39.8 41.6 53.7 584 312
Firefly-Baichuan2-13B [54 38.7 447 33.1 37.8 45.2 50.2 26.9
ChatGLM2-6B [43 354 439 29.9 30.0 43.8 523 19.6
ChatGLM3-6B [43 39.5 50.9 324 32.0 50.9 55.7 20.0
InternLM2-Chat-7B [55 50.2 53.4 475 49.3 54.7 63.3 40.8
Qwen1.5-0.5B-Chat [41 26.1 36.7 17.0 234 37.2 434 6.7
Qwenl1.5-4B-Chat [41 39.6 48.5 325 36.1 48.0 52.5 249
Qwenl1.5-7B-Chat [41 50.3 55.5 48.2 44.7 57.9 65.0 36.2
Qwenl1.5-14B-Chat [41 54.9 60.5 52.8 49.1 62.5 65.3 42.0
Qwen1.5-32B-Chat [41 57.0 633 52,6 534 64.6 65.7 44.4
Qwen1.5-72B-Chat [41 585 64.0 55.6 54.0 65.9 67.4 46.3
Yi-1.5-6B-Chat [52 47.2 534 42.9 43.7 54.7 61.9 333
Yi-1.5-9B-Chat [52 517 584 46.6 48.6 59.1 65.0 38.1
Yi-1.5-34B-Chat [52 574 63.0 52.0 56.6 63.2 69.6 46.4
ERNIE-3.5-8K-0329 [10. 62.2 63.5 55.7 70.7 64.4 74.8 559
ERNIE-4.0-8K-0329 [10. 64.3 66.3 56.6 73.4 66.8 76.1 57.8
Spark-3.5 [56 60.9 59.8 54.1 73.7 60.2 66.9 60.2
Gemma-1.1-7B-IT [57 252 324 21.8 18.6 349 47.7 6.2
Ziya-LLaMA-13B-v1.1 [58 34.1 425 282 29.5 435 50.2 17.2
LLaMA2-7B-Chat [40 13.0 14.0 143 9.2 16.8 269 42
LLaMA2-13B-Chat [40. 237 29.7 21.6 17.1 322 40.5 79
LLaMA2-Chinese-7B-Chat [45] 18.1 29.6 11.2 10.0 275 25.1 3.6
LLaMA2-Chinese-13B-Chat [46] 23.7 36.4 153 16.0 35.7 353 4.5
LLaMA3-8B-Instruct [59 347 45.0 275 29.1 46.1 574 134
LLaMA3-Chinese-8B-Chat [60] 373 49.9 30.1 27.7 50.2 55.7 15.2
GPT-3.5 [61 353 46.1 30.5 25.1 47.1 50.7 15.6
GPT-4 [62 50.2 60.3 44.2 43.1 61.3 61.7 324
Ancient-Chat-LLM-7B [51 327 42.6 239 30.5 41.1 39.1 19.9
Bloom-7B-Chunhua [48 325 427 24.0 293 42.2 414 17.3
Xunzi-Qwen1.5-7B [47] 37.0 44.8 29.4 36.2 44.9 46.8 23.8
Average 41.2 485 35.6 38.0 49.2 545 27.1

Table 5: Model scoring metric and traditional metrics on translation and punctuation tasks. “TM”
represents ‘“Traditional Metrics”; “MSM” represents “Model Scoring Metric”. Details of the evaluated
models are presented in Appendix |C| “TM” is either BLEU or F1.

Model T2 T3 T16 T18 TS5
MSM TM MSM TM MSM TM MSM TM MSM TM
Baichuan2-13B-Chat [42] 538 133 625 7.8 669 88 513 382 725 598
ERNIE-4.0-8K-0329 [10] 62.8 19.8 48.0 28.0 650 5.6 559 341 852 612
LLaMA3-Chinese-8B-Chat [60] 463  12.2 612 84 624 73 523 352 68.5 57.7
GPT-3.5 [61] 46.8 123 544 72 594 85 49.7 382 72.0 58.0
Xunzi-Qwen1.5-7B [47] 634 254 51.0 29.1 60.6  10.7 439 270 842 756

31 representative LLMs. The results reveal insights into their performance levels, highlighting areas
for improvement. WenMind provides a standardized and detailed assessment, enabling researchers to
assess and compare the performance of LLMs in the CCLLA domain effectively. Our study highlights
the importance of knowledge enrichment in LLMs for the CCLLA domain and provides valuable
insights for future research and development.

6 Limitations

The main limitation of our work is the use of an aligned LLMs for scoring, which might introduce
some degree of error. However, we take several measures to minimize this issue. We standardize
the behavior of the scoring LLMs to ensure fairness and consistency, resulting in a high level of
consistency with human evaluation (89.4%). This minimizes the impact of error and ensures a reliable
comparison between LLMs and human scoring. Additionally, while our evaluation tasks are designed
to align closely with real-world applications of LLMs in the field of CCLLA, some tasks may not
fully capture the complexity of specific application needs, such as TS punctuation and T6 theme
classification. These tasks serve more as general evaluations rather than targeted assessments of
nuanced requirements in practical scenarios.

7 Ethical Statement

Our evaluation dataset contains content of significant historical and academic value, designed to
promote scholarly research and educational applications related to historical texts, language transfor-



mation, and ancient scenarios. It is not intended to reinforce or propagate societal biases. Throughout
the data collection and processing phases, we have taken measures to minimize the presence of unsafe
content. For tasks involving content generation, we emphasize that the generated materials should
be limited to academic research and educational use, and must not be employed for commercial
purposes, political propaganda, or any objectives that may lead to bias or discrimination. In light
of potential misuse risks, we explicitly restrict the use of the dataset and generated texts to prevent
inappropriate applications. We acknowledge the social, cultural, and historical risks that may be
inherent in the dataset, and we are committed to actively exploring and implementing strategies to
mitigate such risks. With this statement, we aim to provide academic value while addressing potential
ethical concerns, underscoring that the dataset must not be misused.
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A Datasheet for WenMind

A.1 Motivation

1. For what purpose was the dataset created? Was there a specific task in mind? Was there a
specific gap that needed to be filled? Please provide a description.

Al: The purpose of WenMind is to quantify the capabilities of existing large language models (LLMs)
on Chinese classical literature and language arts (CCLLA), providing a reference for the development
of this field. Existing benchmarks focus primarily on the Ancient Prose sub-domain or contain only
a limited number of tasks, making it challenging to provide a thorough and holistic assessment of
LLMs’ capabilities in CCLLA. To fill this gap, we propose WenMind, a comprehensive benchmark
dedicated for evaluating LLMs in CCLLA. WenMind covers the sub-domains of Ancient Prose,
Ancient Poetry, and Ancient Literary Culture, comprising 4,875 question-answer pairs, spanning 42
fine-grained tasks, 3 question formats, and 2 evaluation scenarios: domain-oriented and capability-
oriented. Overall, WenMind serves as a standardized and comprehensive baseline, providing valuable
insights for future CCLLA research.

2. Who created this dataset (e.g., which team, research group) and on behalf of which entity
(e.g., company, institution, organization)?

A2: The WenMind benchmark is created by the Deep Learning and Vision Computing Lab (DLVC-
Lab) of South China University of Technology, INTSIG Information Co., Ltd, and INTSIG-SCUT
Joint Lab on Document Analysis and Recognition.

A.2 Composition

1. What do the instances that comprise the dataset represent (e.g., documents, photos, people,
countries)? Are there multiple types of instances (e.g., movies, users, and ratings; people and
interactions between them; nodes and edges)? Please provide a description.

A1l: The Wenmind benchmark consists of 4,875 plain text questions. Each question is represented
in a dictionary format, containing the following keys: ID, domain, capability, question format,
coarse-grained task, fine-grained task, question, and answer. The dataset is entirely stored in a JSON
file.

2. How many instances are there in total (of each type, if appropriate)?

A2: The WenMind benchmark comprises a total of 4,875 instances, which are categorized into three
distinct sections: 1,900 instances in the Ancient Prose section, 1,845 instances in the Ancient Poetry
section, and 1,130 instances in the Ancient Literature Culture section.

3. Does the dataset contain all possible instances or is it a sample (not necessarily random)
of instances from a larger set? If the dataset is a sample, then what is the larger set? Is
the sample representative of the larger set (e.g., geographic coverage)? If so, please describe
how this represent ativeness was validated/verified. If it is not representative of the larger set,
please describe why not (e.g., to cover a more diverse range of instances because instances were
withheld or unavailable).

A3: The WenMind benchmark encompasses all possible instances.
4. What data does each instance consist of?

A4: The WenMind benchmark consists of textual data. Each text instance includes the following
information: ID, domain, capability, question format, coarse-grained task, fine-grained task, question,
and answer.

5. Is there a label or target associated with each instance?

AS: The WenMind benchmark includes questions and their corresponding answers, along with
additional information such as the question format and task name.

6. Is any information missing from individual instances? If so, please provide a description,
explaining why this information is missing (e.g., because it was unavailable). This does not
include intentionally removed information, but might include, e.g., redacted text.
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A6: No, each of our data instances contains comprehensive information.

7. Are relationships between individual instances made explicit (e.g., users’ movie ratings, social
network links)? If so, please describe how these relationships are made explicit.

A7: No, our data instances are independent of each other and have no interrelations.

8. Are there recommended data splits (e.g., training, development/validation, testing)? If so,
please provide a description of these splits, explaining the rationale behind them.

A8: No, our data is utilized solely for the purpose of testing and not for training.

9. Are there any errors, sources of noise, or redundancies in the dataset? If so, please provide a
description.

A9: In WenMind, we have incorporated extensive manual calibration to minimize errors and noise as
much as possible, yet we cannot guarantee that every answer will be flawless.

10. Is the dataset self-contained, or does it link to or otherwise rely on external resources (e.g.,
websites, tweets, other datasets)?

A10: Yes, the WenMind benchmark is self-contained.

11. Does the dataset contain data that might be considered confidential (e.g., data that is
protected by legal privilege or by doctorpatient confidentiality, data that includes the content of
individuals non-public communications)? If so, please provide a description.

Al1: No, we construct the WenMind benchmark from publicly accessible sources.

12. Does the dataset contain data that, if viewed directly, might be offensive, insulting, threaten-
ing, or might otherwise cause anxiety? If so, please describe why.

A12: No, the WenMind benchmark does not contain any content that is offensive, insulting, threaten-
ing, or might otherwise cause anxiety.

13. Does the dataset relate to people?
A13: No, the WenMind benchmark has nothing to do with people.

A.3 Collection Process

1. How was the data associated with each instance acquired? Was the data directly observable
(e.g., raw text, movie ratings), reported by subjects (e.g., survey responses), or indirectly
inferred/derived from other data (e.g., part-of-speech tags, model-based guesses for age or
language)? If data was reported by subjects or indirectly inferred/derived from other data, was
the data validated/verified? If so, please describe how.

Al: The data construction and specific sources are thoroughly described in Section [3.2] and Ap-
pendix The text we gather from the Internet is sourced from several open copyright websites,
such as https://www.sou-yun.cn/|and https://www.zdic.net/.

2. What mechanisms or procedures were used to collect the data (e.g., hardware apparatus or
sensor, manual human curation, software program, software API)? How were these mechanisms
or procedures validated?

A2: Our data collection is carried out through three mechanisms: manual human curation, a web
crawling program, and the API of LLMs.

3. Who was involved in the data collection process (e.g., students, crowdworkers, contractors)
and how were they compensated (e.g., how much were crowdworkers paid)

A3: The WenMind benchmark is created by the researchers from Deep Learning and Vision Comput-
ing Lab (DLVC-Lab) of South China University of Technology, INTSIG Information Co., Ltd, and
INTSIG-SCUT Joint Lab on Document Analysis and Recognition.

4. Over what timeframe was the data collected?

A4: Our data collection spans a period of two months.
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5. Did you collect the data from the individuals in question directly, or obtain it via third parties
or other sources (e.g., websites)?

AS5: We mainly collect the data from the Internet, open-source datasets, and LLM generation.

A.4 Preprocessing/cleaning/labeling

1. Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing,
tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, processing
of missing values)? If so, please provide a description. If not, you may skip the remaining
questions in this section.

Al: Yes, the detail is discussed in Section[3.2}

2. Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to
support unanticipated future uses)? If so, please provide a link or other access point to the
“raw” data.

A2: No, the data we provide has undergone processing and transformation, combining original texts
with annotations for storage.

A.5 Uses

1. Has the dataset been used for any tasks already? If so, please provide a description.

A1l: No, the WenMind benchmark has not appeared in previous works.

2. What (other) tasks could the dataset be used for?

A2: No, the WenMind benchmark is solely used for the evaluation of LLMs.

3. Are there tasks for which the dataset should not be used? If so, please provide a description.

A3: To prevent data leakage and ensure the fairness of the evaluation [63, |64]], the WenMind
benchmark cannot be used for training LLMs.

A.6 Distribution

1. How will the dataset will be distributed (e.g., tarball on website, AP1, GitHub)?
Al: Our dataset is publicly available at https://github.com/SCUT-DLVCLab/WenMind.
2. When will the dataset be distributed?

A2: Our dataset has been already distributed.

3. Will the dataset be distributed under a copyright or other intellectual property (IP) license,
and/or under applicable terms of use (ToU)?

A3: For details, please refer to Appendix [F]

A.7 Maintenance

1. Who will be supporting/hosting/maintaining the dataset?

Al: The Deep Learning and Vision Computing Lab (DLVC-Lab) of South China University of
Technology.

2. How can the owner/curator/manager of the dataset be contacted (e.g., email address)?
A2: The manager can be contacted through the email address or Github.

3. Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete
instances)? If so, please describe how often, by whom, and how updates will be communicated
to dataset consumers (e.g., mailing list, GitHub)?

A3: We will publish a correction list for the WenMind benchmark on GitHub every quarter.
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4. Will older versions of the dataset continue to be supported/hosted/maintained? If so, please
describe how. If not, please describe how its obsolescence will be communicated to dataset
consumers.

A4: We will maintain all versions of the WenMind benchmark on GitHub.

5. If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for
them to do so? If so, please provide a description. Will these contributions be validated/verified?
If so, please describe how. If not, why not? Is there a process for communicating/distributing
these contributions to dataset consumers? If so, please provide a description.

AS5: If other researchers or individuals are interested in extending, augmenting, building on, or
contributing to the dataset, they should contact us via email, clearly articulating their intentions and
requesting our consent prior to any further actions.
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B

Dataset

B.1 Task Description

Table 6| provides detailed information for 42 fine-grained tasks, including the Chinese and English
task names, task descriptions, assessed capabilities, scale, average question length, average answer
length, and question format.

Table 6: Detail of each task in WenMind. “Q” represents “Question”;
represents “Fill-in-the-Blank questions”; “MCQ” represents ‘“Multiple-Choice Questions”; “QA”
represents “Question-and-Answer questions”. Zoom in for better view.

“A” represents “Answer”’; “FB”

Task Name

Task Description

Capability

Scale

Avg.Q Tokens

Avg.A Tokens

Question Format
FB

MCQ QA
EAES
T EEEET Correct word order for inverted sentences Understanding 18 22 8.89 v
Inverted Sentence Structure
T1-2 # Mﬁﬁj Answer the omitted information in the elliptical sentence Understanding 32 34.88 33.25 v
Elliptical Sentence
EESOESEl G ¢ § ats
TI3 e Sentence Types Identify the inversion type of inverted sentences Understanding 7 55.43 1.00
Pl y . . .
T4 g omence Structure Identification Identify the sentence’s syntactic type Understanding 43 4633 1.00
LEER . I . .
2 ; standing
T2 e inese to Modem Chinese  TransIate classical Chinese into modern Chinese Understanding 200 3191 3074 v
13 EOUEE Translate modern Chinese into classical Chinese Understanding 200 4246 19.56 v
3 Modern Chinese to Classical Chinese s g
4 SRR ot 1 ties from a . < sta
T4 A . Extract named entities from ancient prose sentences Understanding 200 236.99 4320 v
Named Entity Recognition
Ts ?‘i ) Add punctuation to ancient prose sentences Understanding 200 3495 2650 v
unctuation
ES5E
T6 AN, Select theme categories based on ancient prose sentences Understanding 200 172.40 200 v
Topic Classification
7 iﬂﬁimmn Explain the words and phrases in ancient prose sentences Understanding 100 32.84 27.21 v
i Cern tions -
T8 ) Read ancient prose texts and answer related questions Understanding 100 207.04 8147 v
Reading Comprehension
g
9 ':.’*”‘J‘ ) Answer the usage of function words in ancient prose sentences Understanding 100 76.88 1.00
‘unction Words
o BET Identify whether a character s a homophone Understanding 200 145.94 1.00
Homophones
T povsomy Distinguish between different meanings of the same character Understanding 200 127.40 1.00
T2 XEISE Witing in classical Chinese Generation 100 102.96 809.96 v
Ancient Prose Writing
i3y AT Answer appreciation questions based on ancient poetry Understanding 150 200.69 68.42 v v
“7' Appreciation Exam Questions stons h ’ -
i3 HHET Conduct a free and detailed analysis of ancient poetry Understanding 100 11224 189.24 v
Free Appreciation
FREIE i
T14-1 ?ﬁ“t . Compose a poem based on the theme Generation 30 18.97 59.83 v
oetry Writing
im B .
T2 ST Compose a Ci based on the theme Generation 50 25.14 84.98 v
Ci Writing
T4 MHENE Compose a Qu based on the theme Generation 20 25.15 54.40 v
Qu Writing pose a Qu ba : )
15 WERE Answer the complete content of ancient poetry according (o the title and author ~ Knowledge 200 2962 59.88 v
> Content Q&A * Y : 27
i (A [a] 2
Ti15-2 %E f‘fﬂ |;°r Q&A Answer the title and author according to the content of ancient poetry Knowledge 200 85.25 15.76 v
s
TI5-3 \{,:21*‘  Next Sentence Write the next sentence according to the previous sentence in the ancient poem  Knowledge 100 34.67 6.36 v
e ) ) ' ) ) )
TIS4 Wit the Previous Sentence Wite the previous sentence according to the next sentence in the ancient poem  Knowledge 100 35.83 6.24 v
rEt s
Tis.s REREERLG Provide ancient poetry sentences that meet the requirements Knowledge 30 6793 1493 v
Comprehension Dictation
TI5-6 éﬁlﬁﬁgmem Judge the genre of ancient poetry Knowledge 120 87.53 3.25
-y
Tie  EOTARE . Translate ancient poetry into modern Chinese Understanding 200 80.71 104.61
Ancient Poetry Translation
Ty HEAE Judge the sentiment contained in ancient poetry Understanding 200 11116 328 v
Sentiment Classification h s . .
N A O . - .
TI8 N ient Poctry o English Translate ancient poetry into English Understanding 50 7324 39298 v
AN . . .
TI9 ) Provide a detailed introduction of the poct Knowledge 110 1153 34651 v
Poet Introduction
o0 R Provide the meanings of the imagery Knowledge 185 3203 22839 v
Analysis of Imagery
1 EFE . Create the following couplet based on the previous one Generation 100 9.92 9.92 v
Couplet Following
o1 FUROIE Write a couplet based on the theme Generation 100 1648 18.78 v
Couplet Writing
R ;i ba . ac Senerz
T213 i Write HengPi based on the content of a couplet Generation 100 28.80 400 v
HengPi Writing
T22-1 )SE e Provide the synonym for the idiom Knowledge 100 16.19 6.40 v
ynonyms
R A . .
222 U Provide the source of the idiom Knowledge 100 1333 4140 v
The Origin of Idiom &
ROBEE
T22.3 PUHEE Extract idioms from ancient Chinese sentences and provide their meanings Knowledge 100 66.45 30.10 v
Idiom Finding
AT
T TUERRE Provide the meaning of idioms Knowledge 100 15.14 28.46 v
Idiom Explanation
e
T23 }ﬁ;le Guess the answer based on clues or clever hints Knowledge 100 17.94 214 v
5
T24 fg@(‘;y“ Complete the second half of the proverb based on the first half Knowledge 100 1652 5.06 v
25 HOUREE Answer questions about ancient Chinese phonetics and thymes Knowledge 100 61.99 1.00
> Historical Chinese Phonology - P Y : :
o
T2 EFERA Answer questions about Sinology Knowledge 130 212 10.69 v

Knowledge of Sinology Q&A
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B.2 Task Example

Figure [7] [8] [9} [I0} [T 1] and [T2] respectively present examples of question-answer pairs for the 42
fine-grained tasks.

@J TI-l BI3E4]3E)T Inverted Sentence Structure

Question:
MmN, EWESIH?  (Inverted sentence)
TR W IEAIE T L . The correct word order of the inverted sentence above is:

Answer:
N, E5UEVA? (The sentence with the correct word order)

@J TI-2 450547 Elliptical Sentence

Question:
CNAEEGE» B “HETREEDKR” R— A, %0 TER T4
In the classical Chinese essay "/INAT{ELIL", " H Y& N BUELK" is an elliptical sentence. What is omitted in this sentence?

Answer:
PATEMT T, gERIERHETH (F) #K
The sentence omitted "J-" and the complete expression is "H Y& il (F) K"

LT::U TI-3 fF)%4) K0 Inverted Sentence Types

Question:

H W L o (Inverted sentence)

IS BRI KB . The inversion type of the inverted sentence above is:
A EEEEE B RIERE ¢ EERE Dy MALSMGE (Options)

Answer: G

|-;7::|J TI-4 W4y, Sentence Structure ldentification

Question:

ERMR—FB2Z NG, (Classical Chinese sentence)
b T4 IR The sentence structure of the above sentence is:

A BUgA) By FWrdy ¢ #ishfy D fRIE4y (Options)
Answer: D
LT::U T2 XA Classical Chinese to Modern Chinese

Question:
S E SR R &S Translate classical Chinese into modern Chinese:
BIH. WHRIBHFAR. HREIFA. (Classical Chinese sentence)

Answer:

AT XS BEER S  T WY & (a1 2 W o (Modern Chinese sentence)
Liu T3 3 HHi% Modern Chinese to Classical Chinese

Question:

B35 SCRF A 05 3L ;. Translate modern Chinese into classical Chinese:

A NS FE Vi #5 o (Modern Chinese sentence)

Answer:
fHRIE L. (Classical Chinese sentence)

LT::U T4 iy 44 524K 3R 5] Named Entity Recognition

Question:
BT H) S ) F iy 44 524K Extract named entities from the following classical Chinese sent
F#FEH, RV B, Ak E it (Classical Chinese sentence)

Answer:

2, JEFH, HE (Named entities)

Figure 7: Task 1-1 to Task 4 examples.
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T5 413 Punctuation

Question:
BT FIRINFREAFS: Addp ion to the followi
HFA BRI IE %/E%iﬁ*ﬁ%%ﬁ%ﬂmﬁﬁziﬁzﬁiﬁ& (Classical Chinese sentence)

Answer:

HTEA%E, BIEX, HL5kR, SAMEHH, W23, Bz ii.

(Classical Chinese sentence with punctuation added)

Té6 F/Wi/33K Topic Classification

Question:

Repl: Ml sl HREL SR TRl B 2l B T fR5l.  (Categories)

FA) R ESE T LR WE—2: What category does the topic of the following sentence belong to:

JUER DR, RIETREEERE, VPR R, SURSERIIEN, B2 JEAL. (Classical Chisse sentence)

Answer:
ZEj& (Category)

T7 il fi#F% Word Explanation

Question:
WHTEXE X T “HARFNAES, EHRLTER” B, “B” P& URHA?
What is the meaning of the character "5} " in the classical Chinese sentence 'H: A8 WFIE %, B HZ AT ER?

Answer:

TEIXHL, "B PR AT, S AR RIS — R

Here, the character "5)" means "exchange”, referring to trading one thing for another.

TE )i Ff# Reading Comprehension

Question:

MR 5 L E & W)l . Please answer the question based on classical Chinese.
SR AR, ik N EMERIAL.... (Classical Chinese sentences)

Bemg il 405 R IR15 7 B HR? How did Pei Lue finally obtain an official position?

Answer:

KW RN B ORI, FARZ R R TR B g, e 2B TR R ML, AT
AT H.

Pei Lue responded to Wen Yanbo's test with a sharp mockery by praising himself and showing his talent, which ultimately
made Wen Yanbo feel ashamed and earned him an official position.

T4 J&id] Function Words

Question:

HHAHA . (Classical Chinese sentence)

A FE R BIFIYER: The usage of 3" in the above sentence is:

A BENFRRIA By B— AR ¢ FRRINES D $#§771%37 (Options)

Answer: B

TI0 jEfE~ Homophones
Question:
THBESP IR K7 FRIBIEIR:

In the following options, which of the "J" in the brackets [] is a homophone:

A EAEORIEEAS . By (RIS, W—A. 6 WOKIFERTIE. D HERMAW[K]I%. (Options)
Angwer: C

T B4 Y Polysemy

Question:
FHEBI(IAK 57 FRER ‘M2, MEET KR
The character " 5" in the brackets [] in the following options is translated as "similar, ally" is

A REEHAL (H1H, Sb5. B SEAW (5] .
6 (5] REBFESZRIE. . RIGUESEE, ST (5], BLETZm 4. (Options)

Answer: A

Figure 8: Task 5 to Task 11 examples.
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TIZ 3L CEAE Ancient Prose Writing

Question:

HBRE NI GERRELRE, PWFRBBE. AXEXE.

Please help me write an enrollment advertisement for a weight loss camp, where no fees are charged if the weight is not lost,
in classical Chinese.

Answer:
ARWAEETT, MBERERN! BEES: TE, WAE! "SEMAFEL2Y, HLAETZHE

#...... (The content written in classical Chinese)

TI3-1 AT B[S Appreciation Exam Questions

Question:

M T BPEEM

WREE, TR, JRIEREISIRE . R R AIGEE, MBS, WHRAKFEGE. (Ancient poem content)
XA T EERPLA B L7 What is the main theme this poem aims to convey?

Answer:
BIRIR (B2 2 %K) Parting sorrow and separation grief (or homesickness)

TI3-2 F %M Free Appreciation

Question:

BH: WA EE: ArE

WA FRAEERRE . BRTS&. GHEGIULNK. BNE AXH. FEE, BB, T
BEE L. AR L. BERIH EfEtk. (Ancient poem content)

W AIX B AT E B AT Please provide a free appreciation of this ancient poem.

Answer:
W ER, SREHEEN, RN EEAA NG R E.
The poem is titled Spring Sorrow, which is written with deep and affecti expression, showing the heroine's persistent and

innocent emotions.
Ti4-1 ##4I4E Poetry Writing

Question:
HAE—B Y, “BH” REBMTLES%4). Please create a five-character quatrain with the theme of "summer”.

Answer:
=2H
HHBRK, HROEME . MWERKE, HiEMMYE. (Ancient poem content)

TI4-2 A BI4E Ci Writing

Question:
WOME—HE L B BB GG W84 .

Please create a ci with the theme of "zither and lute”, using the ci title "HJ1%5 4",

Answer:
JnAs &SR EAING
AFEEEE, % EHRED. fngtsb s, —dh Bk, fRek, REk, RHARMHEL. (Cicontent)

Ti4-3 fhBIfE Qu Writing

Question:
WOME—H L A" ARG g HTsD .
Please create a qu with the theme of "artificial intelligence”, using the qu title "JE L 5"

Answer:
HILE AT
BRRPLEE e, DRSS BAEORER, BENTOL, ANRTREREM. (Qucontent)

TIS-1 N4 Content Q&A

Question:

WHMPEAEZA CR) MR <8 ORIE MsEENA.

Please provide the full text of the poem "Ascending Feilai Peak” by the poet Wang Anshi (Song Dynasty).

Answer:

WA WRIL BT, MRS LHA. FEFSEER, B%STEREZ. (Ancient poem content)

Figure 9: Task 12 to Task 15-1 examples.
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TIS-2 B HE& W2 Title and Author Q&A

Question:
AR T T oy R IR A, 2 R LIRS H A
Based on the content of the ancient poem provided below, provide the corresponding title and author.

WA ARSI, BRI 2. MilSHKkE, AP (Ancent poem content)

Answer:

BiH: KZE 1EF: M4 (The title and author)

TI5-3 F4JERE Write the Next Sentence

Question:

FHEH <KFATY o, RS DR R — AR A 47

The next sentence after the ancient poetry phrase "HF 344 Iy 3k" written by Li Bai in ") T-47" is what?

Answer:
ZSRFETHE (The content of the next sentence)

TI5-4 EAJERE Write the Previous Sentence
Question:
FUBH REEY B, RS F0 AR A7

The previous sentence before the ancient poetry phrase " K1 % 25" written by Wang Wei in "J4%" is what?

Answer:
FHHWZ K (The content of the previous sentence)

TI5-5 PRfEM:ERE Comprehension Dictation

Question:

CEEXMEY W EMR: )

The main theme sentence of "Ej B Hi" is ,
Answer:

EREZME, MET EFH K. (The main theme sentence)
TIS-6 JWrik#; Genre Judgment

Question:
RN BAREE, ARETE. IR, R HW.Lo (Ancient poem content)
P MIEX W R A E R 47 What is the genre of this ancient Chinese poem?

Answer:
HE 4k Five character quatrain

TI6 A BHi% Ancient Poetry Translation

Question:

T A R N BRI 35 3L . Please translate the following classical Chinese poem into modern Chinese.
WEAINA: SN, BUERT. RATHhER, RRARRE .. LRIk, HAREK.
AR, TEAEREBIREE. (Ancient poem content)

Answer:

—AEMNFEES, KB KB M AR AT ? TR MR B IR, JERIRFE IR % . kL
HMEMR, IMFAGREIARMEK, WEHALHREE P RN . WA HKE, ARRERE
Wi, 7EHiamBiiIk? (Modern Chinese sentence)

TI7 f§55%433k Sentiment Classification

Question:

W% BIIHBSLAL, MHRABES M. SEWIEFSTF, b mZERIA. (Ancient poem content)
WA “fOE”  “Bedfum” PR . “BREIEWE” . “IEW” (REREHREN) B
WEPRBAF A L3 b P R R — 55

Please select the most suitable option among "negative”, "implicitly negative”, "neutral”, "implicitly positive”, and "positive”
(with negative emotions ranging from strong to weak) to describe the sentiment of the above ancient poem.

Answer:

1ET (Positive)

Figure 10: Task 15-2 to Task 17 examples.
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TIg WA JE LBk Ancient Poetry to English

Question:

T T T B A P A BRI . Please translate the content of the following ancient poem into English:

WHNNIZIE, HEM M. (Ancient poem content)

Answer:
Rain is pitterpattering outside the window. Springtime spirit is on the wane.

TIa # A4 Poet Introduction

Question:
ENH— TN 8", Please introduce the poet "Su Shi".

Answer:

AL (0STAE—N0IE) , F7HE, XA, SEGEEA RYat:, AR 50 Fefl.....

(Information about Su Shi)
T20 FZ5fHAT Analysis of Imagery

Question:
“H B e S BAEN R/ A SO, RSB R HA RS L7

"H %" appears as an image in ancient Chinese poetry and prose. What are the

iated with this image?

Answer:
(1) FazR . (2) whdiRERHEK.

(1) Blue silk fabric. (2) A metaphor for the winding and clear blue water.
T21-1 3% TFHE Couplet Following

Question:
AR _EIEATH FIE: Match the couplet according to the first line:
WA 75 14 (The first line content)

Answer:
UDE I EAESIR AL (The second line content)

T21-2 FTAIE Couplet Writing
Question:
4R HAWE—IENER: T

Creating a couplet for the following festival: Lantern Festival

Answer:

FHIBEB NG RIbREERYE (The content of the couplet)
T21-3 454 HengPi Writing

Question:
45 T XTI E — ML . Create a HengPi for the following couplet:
BIFRBRE FHIFEIKHK (The content of the couplet)

Answer:
FLAEIGTT (The content of the HengPi)

T22-1 3 S 3d] Synonyms
Question:
25 1 TR E By SR - Provide a synonym for the following idiom:

RS (diom)

Answer:
B HRSY (Synonyms)

Figure 11: Task 18 to Task 22-1 examples.
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T22-2 JRIEH AL The Origin of ldiom

Question:

TR BT BRI 4R H AR
Where does the idiom "5 H 1fij£;" originate from?

Answer:

AR <BEREO BEt—m: “KRREEIRP, w48 HWRE, AR ANE RERK?
(The origin of idiom)

T22-3 f}iEZ54 ldiom Finding

Question:

B E3 «FkH BB ERRITY « N HIRIK, Wit BB JLERK. ~ (Ancient poem content)
DA E T g A b 2 P R, R4 SR A L.

From the content above, find the idiom hidden within and explain its meaning.

Answer:
g SHERB A bR T T BRETAE. AR 2 H 0BT,

(The idiom and its meaning)
T22-4 {4 L ldiom Explanation
Question:

iR R BOERRR: BHZE
Explain the meaning of the following idiom: #5772 [& (ldiom)

Answer:
He g [ A R] Zh4% . Metaphor for being firm and unshakable.

T23 jikiE Riddle

Question:

T BAH, SEahEh R E— )

Guess the riddle: Fireflies, sparkling brightly (Guess a city in China)

Answer:
B Kunming(Because "Kunming" literally means "bright insect” in Chinese)

T24 BRJ5i% Xiehouyu
Question:

¥ T HIEK)G1E: Complete the following Xiehouy
+F R HAE$T K —— (The first half of the Xiehouyu)

Answer:
£ _EJUF (The second half of the Xiehouyu)

T25 W PLETH Historical Chinese Phonology

Question:

THIRANA R i BE 4> R4 FR? Which of the following is not a classification name of ancient initials?
A\ WiZR By HIER C #HR Dv [ Z& (Options)

Answer: D

T26 [H2% R RZE Knowledge of Sinology Q&A

Question:

AR B IC B AR SR A5 7

What is the earliest detailed and well-recorded annals history book in ancient times?

Answer:
KFEAE»  Zuo Zhuan

Figure 12: Task 22-2 to Task 26 examples.
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Table 7: Data source information in WenMind. For details on M1-MS3, please refer to Appendix [B.3]
Zoom in for better view.

Data Collection Methods

D Task Name Data Source Related Link License
Ml M2 M3 M4 M5

FEAERF

Ti-1 Inverted Sentence Structure N Internet - -
)]

T1-2 Elliptical Sentence v Internet - -
FHERRE

-3 Inverted Sentence Types v Internet - -
HHr )

Ti-4 Sentence Structure Identification v Internet h -

T2 XA C2MChn [32] https://github.com/Zongyuan-Jiang/C2MChn ~ CC BY-NC-ND-4.0
Classical Chinese to Modern Chinese ps:/ig - gy g/ -

T3 ECHIE C2MChn [32] https://github.com/Zongyuan-Jiang/C2MChn ~ CC BY-NC-ND-4.0
Modern Chinese to Classical Chinese ps://g - 8Y g g
SR "

T4 Named Entity Recognition v WYWEB https://github.com/baudzhou/WYWEB -
fJik s s -

5 Punctuation v Daizhige https://github.com/garychowcemu/daizhigev20 -

T6 Topic Classification v Daizhige [33]  https://github.com/garychowemu/daizhigev20 -
AR

b Word Explanation v Internet - -
kst

T8 Reading Comprehension v Internet - -
JREA

o Function Words v Internet - -

T10 BT ACLUE [16] https://github.com/isen-zhang/ACLUE CC BY-NC-SA-4.0
Homophones . - -

T11 FEEXL ACLUE https://github.com/isen-zhang/ACLUE CC BY-NC-SA-4.0
Polysemy
LEXEE

T2 Ancient Prose Writing v Model - -
AR B

T13-1 Ewﬁ“,@. o v Internet http://ts300.5156edu.com/ CCo 1.0
Appreciation Exam Questions

T13-2 E AT - (4 Internet https://www.gushixuexi.com/ CCo1.0
Free Appreciation
s
FFOIE

Ti4-1 Poetry Writing Model - -
it

TI42 & Writing Model - -
iiifellia

T14-3 Qu Writing Model - -
RPE 4

T15-1 Content Q&A (4 Internet https://www.sou-yun.cn/ CC0 1.0
RS

T15-2 Title and Author Q&A [4 Internet https://www.sou-yun.cn/ CCOo1.0
P35 o

T15-3 Write the Next Sentence (4 Internet https://www.sou-yun.cn/ CC0 1.0
FRRE .

T15-4 Write the Previous Sentence (4 Internet https://www.sou-yun.cn/ CC0 1.0
TR E

T15-5 Comprehension Dictation v Internet - -

T15-6 Genre Judgment Internet https://www.sou-yun.cn/ CCo0 1.0
i AR P

T16 Ancient Poctry Translation Internet https://www.sou-yun.cn/ CC01.0

T17 Tl v THU-FSPC https://github.com/THUNLP-AIPoet/D:
Sentiment Classification - ttps://github.co -AlPoet/Datasets -
AR .

TI8 A hcient Poetry to English v Internet https://www.sou-yun.cn/ CCO 1.0
FFANE . . .

TI9 Poet Introduction v Internet https://www.sou-yun.cn/ CCO 1.0

T20 E%%Mﬁ . v Internet https://www.sou-yun.cn/ CCo1.0
Analysis of Imagery
ETH

T21-1 Couplet Following v Internet - -
XTERBIE

T21-2 Couplet Writing v Internet - -
PR

T21-3 HengPi Writing v Internet - -
I S .

T22-1 (%4 Internet https://www.zdic.net/ CC0 1.0
Synonyms
A AL . sdic

T22-2 The Origin of Idiom v Internet https://www.zdic.net/ CCO0 1.0
P A

T22-3 CHERE (4 Internet https://www.zdic.net/ CCO0 1.0
Idiom Finding

e T g

T22-4 ﬁJZ_L;. i . (4 Internet https://www.zdic.net/ CCo1.0
Idiom Explanation
WG

23 Riddle v Internet - ~
3 =

T24 ME I v Internet - -
Xiehouyu

T25 HUEEE v ACLUE (16] https://github.com/isen-zhang/ACLUE CC BY-NC-SA-4.0
Historical Chinese Phonology ps:/ig] - 2/ 3
] e i

e EFEARE v v Internet . )

Knowledge of Sinology Q&A
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B.3 The Specific Source of the Data

Table[/|presents the data construction methods, data sources, links to the sources, and the licenses of
the original data for 42 fine-grained tasks. Data without a specified source fall into three categories:
(a) Questions and answers pairs manually constructed using knowledge content from the Internet; (b)
Publicly available examination questions; (c) Questions and answers pairs generated by models.

In the data construction method column of Table[7} the following methods are described:

M1: Scraping and creating Q&A pairs from Internet sources; M2: Directly collecting relevant
questions from various Internet platforms; M3: Manually constructing Q& A pairs based on existing
CCLLA corpora; M4: Utilizing evaluation dataset questions from the CCLLA domain; M5: Using
LLM-generated answers for assessment data.

For tasks without specified links, the sources fall into two categories: (a) Data generated by LLMs,
providing responses based on training and inference capabilities. (b) Original data derived from
widely accessible online knowledge texts, such as high school Chinese language resources, which are
not restricted to specific webpages.

B.4 The Construction of Dataset
B.4.1 Specific Process

The process of constructing the dataset is divided into two stages: the data collection process and the
data review process.

(1) Data Collection Process

Data collected from the Internet. Collectors: Volunteer A, Volunteer B, and Graduate Student C.
Collection process: Based on common tasks in Chinese language exams (reading comprehension,
comprehension dictation, etc.), collect high-quality exam questions made by experts and scholars
from the Internet. We require that the questions should be closely matched with the tasks.

Other open-source datasets. Collector: Graduate Student D. Collection process: The data collector
conducts research and collection of existing open-source datasets, selects classic tasks and high-
quality data in the CCLLA field, and assesses the scarcity and construction difficulty of task data.
Ultimately, valuable and currently scarce data are selected for reuse to supplement and improve the
evaluation benchmark. Post-processing: (a) Text filtering: Perform operations such as handling of
abnormal symbols (e.g., blank squares), deletion of irrelevant content, and after manual inspection,
obtain complete and high-quality data. (b) Question writing: Construct Q&A pairs oriented by the
needs of different tasks. (c¢) Standardization of format: Questions for the same task are unified into
the same questioning method. We directly set up corresponding question templates according to
different tasks.

LLMs. Collector: Graduate Student E. Collection process: Tasks such as ancient poetry and prose
writing are inherently open-ended and do not have fixed correct answers. For these tasks, we initially
design a range of questions and then employ the ERNIE-3.5 [10] model to generate reference answers.
These answers are further reviewed, filtered, and refined through a manual process.

(2) Data Review Process

a. Reviewers: The review is conducted by three individuals, namely Volunteer A, Graduate Student
D, and Graduate Student E.

b. A total of approximately 7,000 data entries are collected. The reviewers manually verify the Q&A
pairs from three dimensions: the standardization and accuracy of the questions, the correctness and
comprehensiveness of the answers, and whether the text content contains ethical issues or unsafe
content.

c. Data with non-standard Q&A are deleted or revised, and entries with safety issues are excluded.

d. Finally, the remaining data are rebalanced in terms of task and quality, followed by a second
round of proofreading. In this second round, in addition to reviewing the safety and ethical aspects of
the data, it is essential to ensure the accuracy and consistency of the Q&A content, with particular
attention to grammar, punctuation, and adherence to proper expression standards. The data for the
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26 tasks are also rebalanced to prevent excessive or insufficient data for certain tasks. For tasks
with less data, additional backup data are incorporated to increase their volume, while for tasks with
excessive data, low-quality entries are streamlined to maintain consistent overall quality. Each task’s
data undergoes at least two rounds of proofreading to ensure relevance, a balanced distribution of
task difficulty, and ultimately, the comprehensiveness, accuracy, and safety of the dataset.

B.4.2 Review Details

During the dataset construction process, two rounds of rigorous manual proofreading are conducted
to ensure the accuracy and safety of all data. First, the initially collected 7,000 entries undergo
the first round of review, where data containing non-standard Q&A pairs, inaccurate or incomplete
answers, and entries with potential ethical issues or unsafe content are identified and filtered out. At
this stage, 25.20% of the data are manually removed, leaving 5,236 entries. In the second round, the
review standards are further refined, focusing not only on identifying additional safety and ethical
concerns but also on ensuring the accuracy and consistency of the Q&A pairs, with special attention
to the standardization of grammar, punctuation, and expression. An additional 6.89% of the data are
removed during this phase, resulting in 4,875 entries that are comprehensive and secure. During this
process, supplementary adjustments are made to address any data imbalances across individual tasks.

It is important to note that, despite our strict data review and filtering process, we cannot guarantee
the complete absence of errors or safety issues in the dataset. Users should exercise caution and
refrain from misusing the data. We emphasize the cultural value of this dataset and hope it provides
valuable support and reference for research in the CCLLA field.

B.4.3 Task Collection Requirements and Question Template Explanation

The following presents a simplified version of the task collection requirements and question template
explanation adhered to by the collectors during the data collection process for 26 different tasks.

¢ T1-Sentence Structure

Collection Requirements: Questions are constructed based on specific subcategories (inverted
sentence structure, elliptical sentence, inverted sentence types, sentence structure identification).
The questions should focus on identifying or analyzing particular features of the sentence structure,
such as rearranging the order of inverted sentences, identifying omitted elements, or determining
the sentence type. The questions must be clear and explicitly indicate the sentence features or
components being examined.

Template Explanation: The questions are in MCQ format. A classical Chinese sentence is
provided, followed by a question that requires selecting the correct answer based on the features of
the sentence.

¢ T2-Classical Chinese to Modern Chinese

Collection Requirements: Select a sentence of classical Chinese and require its translation into
modern Chinese. The question must clearly specify the classical Chinese text to be translated. The
selected text should have a certain level of difficulty to assess translation skills and comprehension
of the classical language.

Template Explanation: The questions are in QA format. First, the translation task is presented,
followed by the classical Chinese sentence that needs to be translated.
* T3-Modern Chinese to Classical Chinese

Collection Requirements: Select sentences in modern Chinese and require their translation into
classical Chinese. The question must clearly specify the modern Chinese text to be translated to
assess the ability to convert it into classical Chinese.

Template Explanation: The questions are in QA format. First, the translation task requirements
are presented, followed by the modern Chinese text that needs to be converted.
* T4-Named Entity Recognition

Collection Requirements: A sentence of classical Chinese is provided, and the task is to identify
named entities within it. The entities include personal names, place names, book titles, or other
proper nouns.
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Template Explanation: The questions are in QA format. First, the entity recognition task is
specified, followed by the classical Chinese text to be analyzed. The answer section lists all
identified named entities.

* T5-Punctuation

Collection Requirements: A sentence of classical Chinese that lacks punctuation is selected, and
the task requires the subject to add appropriate punctuation marks. The question must clearly
specify the text to be punctuated in order to assess understanding of the structure and content of the
classical language.

Template Explanation: The questions are in QA format. The prompt presents a punctuation-free
classical Chinese sentence and requires the addition of the corresponding punctuation marks. The
answer section provides the complete text with punctuation added.

* T6-Topic Classification
Collection Requirements: A sentence of classical Chinese is provided, and the task requires
classifying its content into the provided topic options. The question must include a clear list of
topic classification options to assess the subject’s understanding of the text’s theme.

Template Explanation: The questions are in QA format. The prompt includes a classical Chinese
sentence without a theme label, and the subject is required to select the most relevant topic type
from the given multiple-choice options. The answer section should contain the correct topic
classification.

* T7-Word Explanation

Collection Requirements: A word or phrase that requires explanation is selected from a classical
Chinese sentence, and the task requires the subject to provide its modern Chinese explanation. The
question must include the complete classical Chinese sentence to provide context for the word
meaning explanation.

Template Explanation: The questions are in QA format. First, a request for the explanation of
the word or phrase is presented, followed by the classical Chinese sentence containing the word or
phrase to be explained. Finally, the answer should provide the meaning of the selected word or
phrase.

* T8-Reading Comprehension
Collection Requirements: A passage of classical Chinese is selected, and relevant questions are
designed to require the subject to respond based on the content of the text. The questions should
focus on comprehension skills, such as extracting key information, analyzing character actions, or
interpreting event outcomes.

Template Explanation: The questions are in QA format. The prompt includes a passage of
classical Chinese text along with a question related to its content, and the answer should provide a
clear explanation or conclusion.

¢ T9-Function Words

Collection Requirements: A sentence of classical Chinese containing key function words is
selected, and the task requires the subject to determine the specific usage of the function word.
The question must provide multiple options covering different usages of the function word to test
understanding of its specific meaning in the context of classical Chinese.

Template Explanation: The questions are in MCQ format. A classical Chinese sentence containing
the target function word is presented, and the subject is required to choose the most appropriate
usage from several explanation options. The answer section should include the correct option.

* T10-Homophones
Collection Requirements: A sentence of classical Chinese containing homophones is selected,
and the task requires the subject to clearly identify which character in the provided options is a
homophone. The question must present multiple options, each containing a character that needs to
be identified as a homophone.

Template Explanation: The questions are in MCQ format. Several classical Chinese sentences
containing homophones are provided, and the subject is required to choose the homophone from
the options. The character to be identified is highlighted in the options, and the answer section
includes the correct option.

* T11-Polysemy
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Collection Requirements: A Chinese character with multiple meanings is selected, and questions
are constructed based on the various interpretations of this character in different sentences. The
questions may require selecting the explanation that corresponds to a given meaning from a specific
sentence or identifying the usage that expresses a particular meaning among multiple sentences.
This type of question assesses students’ ability to understand the context of polysemous words.

Template Explanation: The questions are in MCQ format. The first format presents a specific
sentence containing the polysemous character and requires the subject to choose the option that
best matches a specific explanation of the character in that sentence. The options list the different
meanings of the polysemous character. The second format provides multiple sentences with the
polysemous character highlighted and requires the subject to identify the sentence that corresponds
to the meaning described in the question. Each option demonstrates the usage of the polysemous
character in different contexts.

T12-Ancient Prose Writing

Collection Requirements: Tasks should be designed to involve writing in classical Chinese across
various scenarios or themes, requiring the subject to compose in classical Chinese. These scenarios
can include storytelling, writing social media copy, or marketing content. The aim is to assess the
subject’s ability to create prose in classical Chinese and their skill in using ancient language to
express modern ideas flexibly.

Template Explanation: The questions are in QA format. The prompt is typically presented in the
form of a first-person request or command, asking for the creation of a specific type of content, such
as a story or copywriting, with the requirement to use classical Chinese. The question structure
includes a detailed scenario setup and specific writing instructions, and the answer usually provides
a complete prose text in classical Chinese.

T13-Appreciation

Collection Requirements: Questions should focus on the interpretation and analysis of ancient
Chinese poetry. The questions may ask participants to identify incorrect interpretations or analyze
imagery, metaphors, and the emotions conveyed in the poem. Through these tasks, subjects need to
demonstrate a deep understanding of the language, structure, and cultural background of the poetry.

Template Explanation: The questions are in QA and MCQ formats. In the first format (MCQ),
the question provides a classical poem and annotations, with the options presenting different
interpretations or analyses. The subject must select the best answer. In the second format (QA), the
question provides a poem along with an open-ended question, asking the subject to analyze the
metaphors, imagery, and emotions expressed in the poem. The answer should include an analysis
from one or more perspectives, explaining the deeper meanings and emotions of the poem.

T14-Ancient Poetry Writing

Collection Requirements: Tasks should involve the creation of ancient Chinese poetry or lyrical
works. The question must provide a clear theme and specify the required form, such as the genre of
the poem, the name of the tune, or the title of the melody. Participants are required to compose
within the traditional metrical structure, assessing their language expression skills and mastery of
ancient poetry forms.

Template Explanation: The questions are in QA format. The prompt usually takes the form of
a direct request, requiring the creation of a poem, lyric, or song based on a specified theme and
format. The question description includes the theme and specific creative form, while the answer
should provide a complete example that meets the task requirements.

T15-Basic Q&A

Collection Requirements: Tasks should cover fundamental questions on various aspects of ancient
Chinese poetry. These may include questions on full-text content, identifying the poet and title,
completing the next or previous line, understanding-based completion, and determining the genre.
The questions must clearly specify the requirements, demonstrating the participant’s knowledge of
specific aspects of classical poetry.

Template Explanation: (a) Content Q&A: The questions are in QA format. The question directly
asks for the full content of a given poem and requires participants to write it out completely. (b)
Title and Author Q&A: The questions are in QA format. The task presents a part of a classical poem
and asks the participant to identify its title and author. (c) Write the Next Sentence: The questions
are in QA format. The question provides the first line and asks the participant to write the next line
of the poem. (d) Write the Previous Sentence: The questions are in QA format. The question gives
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the second line and asks the participant to fill in the previous one. (e) Comprehension Dictation:
The questions are in FB format. The task provides a hint, such as the poem’s theme or function,
and asks for a key line from the poem to be filled in. (f) Genre Judgment: The questions are in QA
format. The question presents a poem and requires the participant to determine its genre.

T16-Ancient Poetry Translation

Collection Requirements: The task should involve translating ancient Chinese poetry into modern
vernacular Chinese. The question aims to assess the understanding of ancient poetic language and
the ability to accurately convert it into more accessible modern language, ensuring the translation
conveys the original imagery and emotions.

Template Explanation: The questions are in QA format. The question asks subject to translate the
given classical poem into vernacular Chinese. It includes the classical poem text, and the answer
provides the modern vernacular translation of the poem.

T17-Sentiment Classification

Collection Requirements: The task should assess the ability to understand and classify the
sentiment of ancient Chinese poetry. Each question provides a poem and asks the subject to choose
the most appropriate sentiment classification from the given options. These options typically
include negative, slightly negative, neutral, slightly positive, and positive.

Template Explanation: The questions are in MCQ format. The question provides the title, author,
and content of the poem, then requires the subject to select the sentiment classification that best
matches the emotional tone. The options range from “negative” to “positive”, and the answer
identifies the best choice.

T18-Ancient poetry to English

Collection Requirements: The task is designed to test the ability to translate ancient Chinese
poetry into English. Each question should provide a specific ancient poem and require the subject
to translate it into modern English, ensuring that the translation preserves the original imagery and
emotional expression of the poem.

Template Explanation: The questions are in QA format. The task presents an ancient poem and
asks for its translation into English. The question section includes the given poem, while the answer
section provides a complete English translation.

T19-Poet introduction

Collection Requirements: The task is designed to guide the introduction of the biographies,
achievements, and influences of ancient poets. Each question should present a clear request for
detailed information about the specified poet, including their background, representative works,
and literary contributions.

Template Explanation: The questions are in QA format. The question asks for the background
and achievements of a particular poet. The question section consists of a simple request for an
introduction, with the specific poet designated by the creator. The answer provides a detailed
biography of the poet, including birth and death years, major experiences, literary achievements,
and their historical and cultural significance.

T20-Analysis of imagery

Collection Requirements: The task is designed to analyze the multiple meanings of common
imagery found in ancient poetry or prose. The questions should highlight specific imagery and
require an explanation of its traditional and symbolic significance in different historical texts,
thereby assessing the depth of understanding of the imagery.

Template Explanation: The questions are in QA format. The question asks for a list of the
multiple meanings typically associated with the imagery. The question section includes the name
of the imagery, while the answer section provides a detailed explanation of the imagery within the
context of ancient texts, potentially listing various meanings along with historical background and
classic citation examples.

T21-Couplet

Collection Requirements: The task is designed to test or inspire the understanding and skills in
couplet following, couplet writing, or HengPi writing. The questions may involve providing the
lower line for a given upper line, composing a couplet based on a festival or theme, or creating a
suitable HengPi for an existing couplet. The task assesses mastery of parallel structure and creative
interpretation of the couplet’s theme.
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Template Explanation: The questions are in QA format. The task may ask for couplet following
by matching a lower line to an upper line, couplet writing based on a specific festival or theme, or
HengPi writing for a given couplet. The question provides the necessary information and challenge,
while the answer presents a couplet, matching lower line, or HengPi that meets the specified
requirements.

T22-Idiom

Collection Requirements: The task is designed to assess understanding, explanation, origin, and
association of idioms. These questions may involve identifying synonyms of idioms, providing
an idiom explanation, finding the origin of the idiom, or locating idioms embedded in a text and
explaining their meaning. This task demonstrates the subject’s familiarity with idioms and their
ability to apply them.

Template Explanation: The questions are in QA format. The question format involves identifying
synonyms of a given idiom, providing an idiom explanation, stating the origin of idiom, or
finding idioms in a text and explaining them. Each question provides an idiom or text, and the
answer includes relevant idiom information such as synonyms, explanations, origin, or the idioms
embedded in the text and their meanings.

T23-Riddle

Collection Requirements: The task is designed to present engaging and challenging riddles,
covering a variety of subjects or themes. The goal is to test the subject’s associative thinking,
breadth of knowledge, and problem-solving skills. Each riddle should provide sufficient clues for
logical reasoning to arrive at the correct answer.

Template Explanation: The questions are in QA format. The subject is typically asked to guess an
ancient historical figure, place name, country, or other objects. The question consists of the riddle
and specific requirements, while the answer section provides the correct solution.

T24-Xiehouyu

Collection Requirements: The task is designed to assess the understanding and recall of Xiehouyu.
The question usually provides the first part of the Xiehouyu, and the subject is required to complete
the second part. This type of question evaluates familiarity with traditional Chinese cultural
expressions of humor and wisdom, as well as the ability to interpret metaphors.

Template Explanation: The questions are in QA format. The question is presented as an incom-
plete Xiehouyu, usually giving only the first part, and the subject is asked to complete the saying.
The question clearly specifies the need for completion, and the answer section provides the second
part of the Xiehouyu, optionally with an explanation.

T25-Historical Chinese phonology

Collection Requirements: The task involves designing multiple-choice questions on the topic of
historical Chinese phonology. These questions require the subject to have a basic understanding of
ancient Chinese phonetic structures, including initials and finals, as well as the Qieyun system. The
subject must be able to accurately recognize and evaluate phonological phenomena and classical
works in ancient Chinese phonology.

Template Explanation: The questions are in MCQ format. Each question presents a specific
knowledge point related to ancient Chinese phonology, along with several options, requiring the
subject to select the correct answer. Each question includes a prompt and several answer choices,
and the answer section identifies the correct option.

T26-Knowledge of Sinology Q&A

Collection Requirements: The task involves designing questions covering a wide range of common
knowledge in Sinology, including history, geography, linguistics, philosophy, and other aspects
of ancient Chinese culture. The questions should be concise and clearly formulated to assess the
subject’s understanding of traditional Chinese culture.

Template Explanation: The questions are in QA and MCQ formats. Each question should clearly
present a specific topic related to Sinology in a straightforward manner. The question section
contains a clear prompt, while the answer section provides a concise and accurate response.
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C Evaluation

C.1 Evaluated Model

Details of all evaluated models are shown in Table[8]

Table 8: Details of all evaluated models. Zoom in for better view.

Model #Parameter  Base Model Creator Access  Website Domain
Baichuan2-7B-Chat [42 7B - Baichuan Weights  hutp -7B-Chat General
Baichuan2-13B-Chat (42 13B - Baichuan Weights i -13B-Chat General
Firefly-Baichuan2-13B (54 13B Baichuan2-13B-Base [42] ~ YeungNLP Weights  hups: col YeungNLP/firefly-baichuan2-13b General
InternLM2-Chat-7B 33 7B - Internlm Weights i i 2-chat-7b General
Qwenl.5-0.5B-Chat [41 058 - Alibaba Weights  hups://huggingface.co/Qwen/Qwenl 5-0.5B-Chat General
Qwenl.5-4B-Chat 4] 4B - Alibaba Weights  hups:/huggingface.co/Qwen/Qwen.5-4B-Chat General
Qwenl.5-7B-Chat (4] 7B - Alibaba Weights  hups://huggingface.co/Qwen/Qwenl.5-7B-Chat General
Qwenl.5-14B-Chat [4] 14B - Alibaba Weights  hups:/huggingface.co/Qwen/Qwen.5-14B-Chat General
Qwenl.5-32B-Chat [41 328 - Alibaba Weights  hups://huggingface.co/Qwen/Qwenl.5-32B-Chat General
Qwen1.5-72B-Chat [41 72B - Alibaba Weights  hups:/huggingface.co/Qwen/Qwen1.5-72B-Chat General
Yi-1.5-6B-Chat [52 6B - OLAI Weights  hups:/huggingface.co/01-ai/Yi-1.5-6B-Chat General
Yi-1.5-9B-Chat [52 9B - OLAI Weights  hutps://huggingface.co/01-ai/Yi-1.5-9B-Chat General
Yi-1.5-34B-Chat (52 34B - OLAI Weights  hps://huggingface.co/01-ai/Yi-1.5-34B-Chat General
ChatGLM2-6B 43 6B - Tsinghua Weights  hutp co/THUD 2-6b General
ChatGLM3-6B [43 6B - Tsinghua Weights o co/THUD! 3-6b General
Ziya-LLaMA-13B-v1.1 [38 13B Llama-13B [39 IDEA Weights  hutps://huggingface.colDEA-CCNL/Ziya-LLaMA-13B-v1.1 General
LLaMA2-7B-Chat {40 7B - Meta Weights ta-llama/Llama-2-7b-chat-hf General
LLaMA2-13B-Chat [4(] 138 - Meta Weights  hups://huggingface.co/meta-llama/Llama-2-13b-chat-hf General
LLaMA2-Chinese-7B-Chat [43 7B LLaMA2-7B {40) FlagAlpha Weights  hups://huggingface.co/FlagAlpha/Llama2-Chinese-7b-Chat General
LLaMA2-Chinese-13B-Chat [46 13B LLaMA2-13B (40 FlagAlpha Weights  hups:/huggingface.co/FlagAlpha/Llama2-Chinese-13b-Chat General
LLaMA3-8B-Instruct [39 8B - Meta Weights i t Llama-3-8B-Instruct General
LLaMA3-Chinese-8B-Chat [60) 8B LLaMA3-8B 39 Shenzhi-wang Weights  hups://huggingface.co/shenzhi-wang/Llama3-8B-Chinese-Chat General
Gemma-1.1-7B-IT [57 7B - Google Weights  hutps://huggingface.co/google/gemma-1.1-7b-it General
Bloom-7B-Chunhua 4§ 7B Bloom-7B1 {63 - Weights  hups://huggingface.co/wptoux/bloom-7b-chunhua Ancient Chinese
Ancient-Chat-LLM-7B [5T 7B Internlm-7B (53 - Weights  hups: finGwen ient-chat-7b Ancient Chinese
Xunzi-Qwenl.5-7B [47 7B Qwen-1.5-7B [4] Nanjing Agricultural University Weights  hup: illmdcc/Xunzi-Qwen1.5-7B_chat  Ancient Chinese
ERNIE-3.5-8K-0329 (10 - - Baidu API https://console bee.baidu.com/gianfan General
ERNIE-4.0-8K-0329 (10 - - Baidu AP hutps://console.bee.baidu.com/gianfan General
Spark-3.5 36 - - iFLYTEK API  hps://xinghuo.xfyun.cn/sparkapi General
GPT-3.5 [61 - - OpenAl APl htps://chat.openai.com/ General
GPT4 (62 - - OpenAl APL  hups://chat.openai.com/ General

C.2 Scoring Prompt

Scoring prompts of various tasks are illustrated in Figure[I3]

C.3 Scoring Consistency Analysis

When evaluating models using scoring methods, it is common to conduct an analysis of the consistency
between model scores and human assessments [[66} 167,168 69]. For the model scoring results on the
WenMind benchmark, we have chosen to use the “Agreement Rate” metric to determine whether the
model scores align with human expectations.

Agreement Rate. We present the question, reference answer, model output, model score, and
the reasoning behind the model’s score to humans. The humans then decide whether they agree
based on the “score” and the “reasoning”. If the model’s score is reasonable and aligns with human
understanding and expectations, they indicate “Agreement”. If there are scoring errors or contradictory
reasons, they indicate “Disagreement”. The overall consistency between the model’s scores and
human expectations is determined by the proportion of “Agreements”. This method, compared to
having humans score or rank directly for comparison, more directly reflects consistency, reduces the
influence of human subjectivity, speeds up the annotation process, and minimizes errors due to the
difficulty of human ranking or scoring.

We randomly sample 417 data points (stratified by tasks) from the scoring results of five representative
LLMs, and three volunteers perform “Consistency Judgments” on these samples. We then average
the “Agreement Rate” of all volunteers. According to Table[9] the average agreement rate across the
five LLMs is 89.4%. This indicates that our model scoring method has a high level of consistency
with human expectations, providing results that are of significant reference value. In the end, we opts
for ERNIE-3.5 [10]] as the scoring model, with the cost of completing one round of scoring being
approximately $3.8, striking a balance between cost and effectiveness.
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SRR NA: A B, i KR D RIESHER, WRFAEFNEIER, 95H1, TUEHH0.
iR ESR AR, ANEA A A A [ Bl [0MEk["1T]

Student's answer content: A, Zidl, fi{ Reference answer: D

According to the reference answer, if the student's answer is correct, the score is 1, otherwise the score is 0.

Output format is required as follows, do not output other content: ["Score"] For example: ["0"] or ["1"]

rol

ﬁ*%‘ﬂi [&9] q—iﬂ“"lﬂﬁ[éﬁBITﬁé], AL () WURFAAEE A RUARE —NEGHIEHIER], 19070.5;  (3) BN WA SR
TS, AF5 0. RS REDRINE, AN LA A, PRI A R, ("9 Bl ["1")E["0.5")5K["0")

Student's answer content: AC Reference answer: A, C

According to the reference answer: (1) If the student's answer content is [completely correct], the score is 1; (2) If the student's answer content [only includes one option
and the option is correct], the score is 0.5; (3) If the student's answer content [includes incorrect options], the score is 0. The output format is required as follows, do not
output other content, strictly follow the output format requirements: ["Score"] For example: ["1"] or ["0.5"] or ["0"]

['1"]

FAMENG: GOA, BHES? " ORISRV HIESH? BOTA. 7 SRR BURA, B 5N

FRE: RN, BRI L IER A Y IR R AT 47

PRI TSR ) KT AR B R S BRI AR SN, SR R RS

(D FSHEEEMFRET M. () HRIRGMGI AL HIBCEEEENE TR EEW RANEHNE. (D) SIS EERPIREE NG R
SEEEBENAETRERS RN, URAKEE. (&) FEEEARPEERS SO MESHER PR RN (EDRD .

i R SRBR AR, U At CAATIO P A, TR S22 A A
["BH R PRI fAEC AR N A R A0 sl N e " ER ) Bl ("8

Student's answer content: "l A, FifE5J9? " The correct word order should be "&EifE 519? filfi A " Reference answer: fiidii A, # 51f)9 Question: What is
the correct word order for the inverted sentence "fi{}ii A, #if 5142 "? You are a rigorous and rule-abiding grading teacher. Please complete the following tasks based
on the above question, reference answer, and student's answer content. (1) Break down the reference answer into several scoring points. (2) Based on each scoring point,
determine whether the student's answer content involves the content of the scoring point. (3) Provide the number of scoring points you set in the reference answer, the
number of points in the student's answer content that meet the scoring points, and the relevant reasons. (4) The number of points in the student's answer content that
meet the scoring points should be < the number of scoring points you set in the reference answer (at least 1). The output format is required as follows, please do not
output other additional content, strictly follow the output format requirements: ["Number of scoring points you set in the reference answer", "Number of points in the
student's answer content that meet the scoring points", "Reasons"] For example: ["4", "3", "Reasons..."]

[ S RINor RAE T 2R BRI B ) “RU A, HifE5 a0 7 JIJE%JE.% B IERE RPN “RORA, TSR .
FARPHEG R, (PRGBS, MMM “T 5102 GUA. 7, SRR EEEMN, i I R TR
PO BAE TSy R "]

["1","0","The scoring point in the reference answer lies in whether the student can correctly restore the inverted sentence 'fiff A, #ifi50? ' to its normal word
order. The correct answer should be "filii \, & i)', Although the student's answer attempted to adjust the word order, it did not provide the correct answer but
incorrectly adjusted it to "F #fE 59 ? il Ao ', which does not conform to grammatical rules and does not correctly restore the original meaning of the sentence.
Therefore, there are no scoring points involved in the student's answer content."]

SRR N MR, W, RS, M SHEER: ML A T GERAME—, A EZREN, NAROSE) WL SRR T SO i E T
TR PR N ARG, PR R R R T SRR, RO R (B ROUTA B AR
BHATATSY, AP EOETE 0TI e RER IR, BRI A 2, PRI A SR (g, T ER ] Bl [r0.8", "EEH..."]

Student's answer content: Remorse, Regret, Introspection, Repentance Reference answer: Self-reproach for past errors (The answer is not unique, as long as it meets the
requirements of the question, the content is for reference only) Question: Provide a near-synonym for the idiom "Self-reproach for past errors" Requirement: The student'
answer must be an idiom, and as long as the "idiom" in the answer is a near-synonym to the "idiom" in the question, it will be judged as correct. Please score the student's|
answer content according to the creative requirements (the reference answer is only for scoring reference), with a score ranging from 0 to 1. The output format is required
as follows, do not output other content, strictly follow the output format requirements: ["Score", "Reason"] For example: ["0.8", "Reason..."]

SEAEARRS N A AR
U, RSN

(0", "ERE: FEMEEMA A MR, B R, MR BUAKR S T SR IR (SRR, R 2 ML R L ek . KR
%Xﬁﬁ;égfﬂ’]l’ﬂem;ﬁ/ﬁﬁm, FLZRE 5 B S R R M T ONIE S B, SRS WA SR R, RS OUE 1 i
i 353 490. ")

["0", "Reason: Although the student's answers 'regret, remorse, introspection, repentance' are all related to repentance, they are not idioms but phrases or expressions
composed of multiple words. According to the requirements of the question, the student's answer must be an idiom, and this idiom needs to be a synonym for the idiom
'repentance’ in the question. Therefore, the student's answer does not meet the requirements of the question, did not provide an idiom as a synonym, so the score is 0."]

AR NE: NRICHAF L. SHER: MIStHA .  GERAME—, &0 E R, WANIS%)

[l A LB R MHE S RIE A GIEESR: WA, 1. FEORES RBAEE, 2. MFEAE RS AR, 3. REFIKME, 4
5 EBRRBIEAR, 5. RERRREEHAE. IR OHEER (ZHEERMIHT B I RSN EETIT), ﬁ%&’ﬁlﬁlMo?UL

it R SRERANR AN A Py, A A SRR (M43, MR Bl [M0.8", "EEH..."]

["0.5", "Reason: The student's answer 'People share the light with the sun and moon' does not meet the requirements of the couplet. The reference answer 'Rivers and
mountains compete with the sun and moon for brilliance' is given as a guideline. The evaluation criteria include: 1) whether the number of characters matches the upper
couplet, 2) whether the parts of speech are the same at corresponding positions, 3) whether the tones are harmonious, 4) whether the transition is natural from the uppes
couplet, and 5) whether the expression is elegant and the rhyme is harmonious. The student's answer partially meets the criteria, with the number of characters and the
transition being natural, but it does not achieve harmony in tone or elegance in expression, thus the score is 0.5."]

[r0.4", "H: SRR CANRIEHAFOR” 5 Rk “HLE S RIFAG e HCEARRE, R T AMPARRE . EAEIVERI R, AR 5 CHHE” R
i, BRI AR RSN, 5 CH AT X ARSI R R IR e A, R MRS RIS A CRL . FEP IO, AR RO AR
SERMET IAIA RN, JLILRRT k™ 5 Rk “%” ETJ—J:#%?T’Bzﬁj:JZﬂh"‘ KA, PFILEE =APREAR G L . TEILIE [ AARZER R 5 5 A
WO, R “NRIEH A F6” BARGRIE T AR A ARG S IS, (E5 LI 3 55 R0 ) A7 E’hi/&#T‘f‘ﬁﬁ?ﬁ AT BRI Lt w2

e Zx b, AR FIE TR EANRE, (REIYERI N, PRy S AR S R R AR LE — A2

["0.4", "Reason: The student's response 'People share the light with the sun and moon' matches the number of characters with the upper couplet 'The motherland shares
longevity with heaven and earth', fulfilling the first criterion. However, in terms of part-of-speech correspondence, while 'people’ and 'motherland' are both nouns, the
corresponding relationship between 'heaven and earth' as a pair of concepts and 'sun and moon' as another pair is not a complete match, thus the second criterion is not
fully met. Regarding the principle of level and oblique tones, the student's lower couplet does not fully adhere to the principle of tonal harmony, especially with the final
character 'light' not forming an opposing or harmonious relationship with 'longevity' from the upper couplet, so the third criterion is not met. In terms of natural transition
and elegant expression with harmonious rhyme, although the lower couplet 'People share the light with the sun and moon' conveys a beautiful vision of people shining
alongside the sun and moon, it does not transition very naturally from the upper couplet 'The motherland shares longevity with heaven and earth', and the rhyme also
appears somewhat stiff. In summary, the student's lower couplet matches the character count but falls short in terms of part-of-speech correspondence, tonal harmony,
natural transition, and harmonious rhyme."]

Figure 13: Scoring prompt samples.
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Table 9: The rate of human agreement with the model scoring.

Domain Capability
Model Overall
Ancient Prose  Ancient Poetry ~ Ancient Literary Culture Understanding  Generation Knowledge

Baichuan2-7B-Chat [42] 0.890 0.905 0.886 0.873 0.920 0.700 0.938
GPT-3.5 [61 0.909 0.912 0913 0.900 0.909 0.857 0.931
LLaMA3-Chinese-8B-Chat [60]  0.882 0.891 0.894 0.855 0.893 0.743 0.931
Qwen1.5-7B-Chat [41] 0.882 0912 0.881 0.845 0914 0.686 0.931
Spark-3.5 [56 0.906 0.878 0.881 0.982 0.898 0.786 0.969
Average 0.894 0.899 0.891 0.891 0.907 0.754 0.940

Table 10: Traditional metrics on translation and punctuation tasks. See Appendix [B.I]for details on
the tasks represented by T2, T3, TS, T16, and T18. Zoom in for better view.

T2 T3 Ti6 TI8 T5

Model “ROUGET _ROUGE-2 ROUGEL BLEU _ ROUGET ROUGE2 ROUGEL BLEU _ ROUGE-T ROUGE2 ROUGEL BLEU  ROUGE-T ROUGE2 ROUGEL BLEU _FI
Baichuan2-7B-Chat 42 565 289 534 178 534 239 513 17 483 175 200 92 783 575 737 369 620
Baichuan2-13B-Chat |47 53.0 243 498 133 492 19.6 475 78 471 165 384 88 785 57.9 38 382 598
Firefly-Baichuan2-13B [54] 542 28.7 516 17.5 358 16.2 343 59 520 215 449 11.6 792 576 735 36.8 49.7
ChatGLM2-6B [43 46 193 409 88 412 147 391 46 426 1.7 325 41 65.1 485 596 270 372
ChatGLM3-6B 43 526 2.5 490 131 533 235 510 9.6 471 154 376 7.1 723 536 619 316 619
InternL M2-Chat-7B [53 60.3 330 576 211 642 364 619 2.1 495 176 411 88 7.1 56.7 722 357 63.0
Qwenl.5-05B-Chat 4T 56.3 275 534 145 544 246 525 11 506 197 469 8.8 697 476 65.1 258 308
Qwenl.5-4B-Chat |41 60.0 32.1 572 19.7 623 339 60.0 19.4 539 21.3 464 11.8 758 54.5 713 339 59.6
Qwenl.5-7B-Chat [4] 545 275 508 254 56.6 278 538 2.1 468 153 374 107 738 55.1 683 270 554
Quwenl.5-14B-Chat (4] 55.4 280 520 159 517 22 550 17.0 455 146 357 66 726 540 619 337 619
Qwenl.5-32B-Chat [4] 61.0 3. 578 214 637 366 613 27 50.7 183 22 101 757 554 705 353 649
Qwen!.5-72B-Chat [4] 582 302 546 179 612 328 585 194 471 159 374 75 780 518 735 373 619
Yi-1.5-6B-Chat [52] 514 24.7 474 13.7 50.6 21.5 48.0 8.6 49.4 17.2 403 8.4 76.1 55.0 708 329 502
1.5-9B-Chat (52 534 267 50.1 157 571 283 552 138 48.1 17.1 393 84 759 537 698 321 60.1
Yi-1.5-34B-Chat |2 54.1 283 50.6 161 559 274 535 13.1 46.6 160 373 7.0 780 573 723 358 607
ERNIE-3.5-8K-0329 [I0] 53.0 26.1 9.1 152 543 300 515 190 369 9.1 262 14 765 558 705 356 724
ERNIE-4.0-8K-0329 (10 58.7 313 556 198 60.1 388 577 20 456 137 355 56 70.1 529 65.6 34.1 612
61.5 352 58.4 24.4 58.8 357 56.2 25.1 483 16.3 393 76 493 355 453 21.0 76.2
324 103 27 20 328 103 306 19 447 129 357 42 753 543 69.9 300 134
631 355 604 234 394 18.6 382 9.0 533 209 465 114 774 55.7 733 340 574
101 13 98 00 150 25 143 00 32 04 30 00 724 515 66.7 132 01
104 13 10.1 00 149 237 143 00 179 22 168 0.0 653 493 599 200 16
19.6 6.9 17.6 2.0 445 19.1 429 6.0 10.3 3.0 9.2 0.6 742 521 67.5 278 20.2
LLaMA2-Chinese-13B-Chat [4 4338 168 400 78 522 230 499 100 441 133 346 5.1 7.1 513 674 309 514
LLaMA3-8B-Instruct [39 153 30 145 0.3 29 63 274 00 189 36 17.0 02 600 494 56.2 143 111
LLaMA3-Chinese-8B-Chat [&0] 509 232 415 122 495 205 476 8.4 478 154 386 73 719 557 673 352 517
GPT-3.5 [B1 512 28 415 123 48.1 180 454 72 487 166 40.1 85 186 577 739 382 580
GPT-4 (62 46.9 204 432 9.6 50.6 211 48.6 9.5 428 122 325 4.0 784 56.8 71.8 358 623
Ancient-Chat-LLM-7B [5T 588 312 56.3 193 613 348 594 20 488 16.5 418 76 734 468 688 23 673
Bloom-7B-Chunhua [4§ 55.4 264 524 145 560 273 53.6 1.8 49.7 18.1 424 8.8 75.1 547 713 328 620
Xunzi-Qwen!.5-7B |47 65.9 385 635 254 68.6 431 66.6 29.1 493 205 49 107 617 473 638 270 756

C.4 Model Response

We present example responses from Spark-3.5 [56], GPT-4 [62], Qwen1.5-72B-Chat [41]], LLaMA3-
Chinese-8B-Chat [[60], and Xunzi-Qwen1.5-7B [4/] models on a subset of tasks, as illustrated in

Figure[T5] [16} [T7} [I8] and [T9}

C.5 Traditional Metrics

Traditional metrics for all evaluated models on the translation and punctuation tasks are listed in
Table

C.6 The Analysis of Problem Difficulty and Performance

When constructing the benchmark, we have additionally annotated “difficulty” information for tasks
within the field of Ancient Poetry, including Content Q&A, Title and Author Q&A, Write the Next
Sentence, and Write the Previous Sentence. The difficulty levels are categorized into “Easy” and
“Difficult”. We have used the “Chinese Primary and Secondary School Curriculum” as the basis for
classification, designating poems and verses covered in the curriculum as “Easy” and those that are
uncommon, rare, and outside of the curriculum as “Difficult”.

The performance of 31 LLMs on easy and difficult questions is illustrated in Table [IT] We also
present the variance in performance across different levels of question difficulty using box plots
(Figure [T4). The highest performance of LLMs on easy questions can reach up to 93.0, whereas the
average score on difficult questions is only 2.1. From this, we can draw a preliminary conclusion
that the performance of LLMs on knowledge-type tasks is highly dependent on the scope of the
pre-training data. Most LLMs are trained with data that includes some common and simple ancient
poetry content, but there is a severe lack of comprehensive and extensive ancient poetry data. It
is worth mentioning that the Spark-3.5 model [56] achieved a score of 17.2 on difficult questions,
significantly outperforming other models. As a general model, it has considerable potential in the
field of ancient poetry.
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Table 11: Performance of LLMs on easy and difficult problems. Zoom in for better view.

Model Overall Content Q&A Title and Author Q&A Write the Next Sentence Write the Previous Si
Simple Hard Simple  Hard Simple Hard Simple Hard Simple Hard
Baichuan2-7B-Chat [42] 52.0 0.0 75.6 0.0 40.0 0.0 62.5 0.0 292 0.0
Baichuan2-13B-Chat [42] 61.5 0.3 92.8 0.0 48.3 0.4 79.2 0.0 20.8 1.3
Firefly-Baichuan2-13B 71.2 0.1 97.7 0.2 525 0.0 91.7 0.0 50.0 0.0
ChatGLM2-6B [43] 38.7 0.4 54.5 0.1 25.0 0.4 62.5 0.0 20.8 1.3
ChatGLM3-6B 36.7 0.6 50.9 0.0 19.2 0.4 66.7 0.0 25.0 2.6
InternLM2-Chat-7B [55] 79.1 4.2 83.7 0.0 757 1.3 91.7 13.2 66.7 9.2
Qwen1.5-0.5B-Chat [41] 2.9 0.0 4.5 0.0 42 0.0 0.0 0.0 0.0 0.0
Qwen1.5-4B-Chat [41] 67.2 0.5 97.7 0.0 65.8 0.0 66.7 0.0 16.7 2.6
Qwen1.5-7B-Chat [41] 79.1 1.4 100.0 0.1 67.5 0.8 83.3 13 66.7 53
Qwenl1.5-14B-Chat [41] 80.3 53 99.4 0.0 825 0.0 79.2 13.2 41.7 18.4
Qwen1.5-32B-Chat [41] 874 3.0 98.8 0.8 75.8 0.4 100.0 3.9 83.3 112
Qwen1.5-72B-Chat [41] 854 45 1000 0.0 733 0.0 95.8 10.5 79.2 15.8
Yi-1.5-6B-Chat 673 1.9 78.1 0.0 583 0.3 87.5 39 50.0 6.6
Yi-1.5-9B-Chat [52] 74.9 3.8 827 0.0 69.2 2.9 87.5 9.2 62.5 7.9
Yi-1.5-34B-Chat [52] 87.9 2.7 92.8 0.1 86.4 2.1 95.8 7.9 75.0 3.9
ERNIE-3.5-8K-0329 [10] 93.0 58 99.7 0.6 86.7 2.8 100.0 9.2 89.6 18.4
ERNIE-4.0-8K-0329 911 5.1 1000 04 825 1.0 100.0 10.5 87.5 17.1
Spark-3.5 [56] 837 172 99.7  46.1 715 1.2 91.7 39 62.5 0.0
Gemma-1.1-7B-IT [57] 2.6 0.0 0.0 0.0 6.7 0.0 0.0 0.0 0.0 0.0
Ziya-LLaMA-13B-v1.1 11.8 0.1 19.5 0.2 9.2 0.0 16.7 0.0 0.0 0.0
LLaMA2-7B-Chat 0.7 0.3 0.0 0.0 1.7 1.0 0.0 0.0 0.0 0.0
LLaMA2-13B-Chat [40] 0.3 0.3 0.0 0.1 0.8 0.2 0.0 1.3 0.0 0.0
LLaMA2-Chinese-7B-Chat [45] 0.0 0.1 0.0 0.0 0.0 0.4 0.0 0.0 0.0 0.0
LLaMA2-Chinese-13B-Chat 0.3 0.0 0.0 0.0 0.8 0.0 0.0 0.0 0.0 0.0
LLaMA3-8B-Instruct [5 1.7 0.4 0.3 0.0 2.5 0.0 42 0.0 0.0 13
LLaMA3-Chinese-8B-Chat [60] 2.4 1.7 2.7 0.0 0.8 3.9 83 1.3 0.0 1.3
GPT-3.5 20.1 0.0 41.5 0.0 0.8 0.0 45.8 0.0 4.2 0.0
GPT-4 55.7 3.0 91.1 0.1 36.7 3.0 75.0 6.6 20.8 53
Ancient-Chat-LLM-7B 545 0.7 88.6 0.0 269 24 75.0 0.0 41.7 0.0
Bloom-7B-Chunhua [48] 309 0.0 714 0.0 5.0 0.0 45.8 0.0 83 0.0
Xunzi-Qwen1.5-7B [47] 72.6 0.6 922 13 71.7 0.4 79.2 0.0 333 0.0
Average 48.2 2.1 61.8 1.6 40.5 0.8 57.8 3.1 334 42
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Figure 14: Box plot of LLMs’ scores on easy and difficult questions. “Min” represents the minimum
value; “Max’ represents the maximum value; “Q3” represents the upper quartile; “Q1” represents the
lower quartile.
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:I Question:

WJ CNAFHEY ST R—aE A, A T4
In the article "Record of the Little Stone Pool", "Twisted and turned like a snake” is an elliptical sentence. What is omitted in
this sentence?

Answer:
A TFEMT KT, seRRER (BK) HTIT.

The sentence omits "stream”. The complete expression is "(The stream) twisted and turned like a snake.”

Spark-3.5:

CONEHEHE P SRTIEIT” AT BIEREED W seRma MR ¢ O S O
1) 5 G 437, REBURBLALL A MR —E, R BT RTIT .
The phrase "Twisted and turned like a snake” in "Record of the Little Stone Pool" omits the subject and predicate verb. The
complete sentence should be "(The bank) twisted (as it goes along), (like) a snake moving forward", meaning that the bank
curves like a dipper and twists and turns forward like a snake. (<}

it YR LR T EFEMEE, MR M e AR AL S X AR T S
WEATH . HERN AT, WAERASA “BoRCHITIRIT & “EiTT SRk,
"Twisted and turned like a shake" actually omits the subject and predicate. The complete construction of ‘Twisted and turned
like a snake' should include a description of how the stream twists and turns like a snake. To complete the sentence, it might
become expressions such as 'the stream twisted and turned like a shake’ or ‘the creck twisted and turned like a shake.’ ()

EE;EJJ Qwenl.5-72B-Chat:
XA SERERIE N R ¢ (G2/K) SHTIErT” , Hoh g T EE Bk o BAEWEE, EEE
P AN, (ER BRI M -
The complete expression of this sentence should be "(The stream) twisted and turned like a snake,” in which the subject
"stream" is omitted. By omitting the subject, the author makes the sentence more concise but the meaning remains clear. (.

EE:E_I] LLaMA3-Chinese-gB-Chat:

CONAEELY RBRFATARAES, FOOPIRRA CHIEGT X4 ATRBR AT S ISR
AR, BEREATEHREERIC. MRERRIE LM LT RE RN a T, R
B A A AD 3 4 SURTAT RE 48 W A 2%

"Record of the Little Stone Pool” is a work by the Tang Dynasty poet Li Bai, and there is no sentence "Twisted and turned

like a snake" in the original text. It is possible that you have cited a misquoted text or that later generations misunderstood

or misrecorded the original text. If you can provide more context or the complete sentence, | can help you analyze the
ing and possible omissions of this sent (]

Elﬁh Xunzi-Qwenl.5-78:
CLTREST RN, FATET EKT .

"Twisted and turned like a snake" is an elliptical sentence, omitting the subject "stream”. (4

Figure 15: The sample responses of LLMs on the sentence structure task.
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Question:

@J K S AL, b A AR E—a) 47
In Liu Yong's poem "Butterfly Loves Flower - Standing by the Tall Building with a Soft Breeze", what is the previous line of the
ancient poem "l am thin and wan for her"?

Answer:
A E T A
My belt grows loose, yet | never regret.

E}] Spark-3.5:
AR A A

The previous line is: "My belt grows loose, yet | never regret.” ()

[ﬁh GPT-4:
MK CBRAAE - ATRARXNAN dr, B AR B LR “BHER HBERK” , 58
Byt PR HBERK, BARILET . PR AR, AR .
In Liu Yong's poem "Butterfly Loves Flower - Standing by the Tall Building with a Soft Breeze", the line before "I am thin and
wan for her" is "Peach blossoms float down the river all day long". The complete two lines are: "Peach blossoms float down
the river all day long, leisurely gazing upon the South Mountain. | am thin and wan for her, too busy to gaze upon the
mountains.” @

ﬁh Qwenl.5-72B-Chat:
LEMIAK ) CIRAATE - PR ErRE A b, RPN By E—AR “Aard
A LA AN, A IR
In Liu Yong's poem "Butterfly Loves Flower - Standing by the Tall Building with a Soft Breeze", the line before "l am thin and
wan for her” is "My belt grows loose, yet | never regret.” The complete line is: "My belt grows loose, yet | never regret, | am
thin and wan for her.”

E‘J LLaMA3-Chinese-&B-Chat:

CHRASAE - A fERE AN X B RN RIS, JESCIR : AR, B AL A -
F AN, —BRGRSHE . PHER AR xRS NS =, MR
ffetkangn” #n B AT o

The poem "Butterfly Loves Flower - Standing by the Tall Building with a Soft Breeze" is a work of Liu Yong, and the original
text is as follows: Standing by the tall building with a soft breeze, | look far into the distance but see ho one returning. | am
thin and wan for her, unable to return to my dreams with the wind rising overnight. "l am thin and wan for her” is the third
line of the poem, and the first two lines are "Standing by the tall building with a soft breeze" and "l look far into the distance
but see ho one returning.” o

E‘J Xunzi-Qwenl.5-78:
PR KA -
Standing by the tall building with a soft breeze. €

N

Figure 16: The sample responses of LLMs on the basic Q&A task.

E‘J Question:
T FHEE + A 1 S LR AT 2 3047

What ig the fifth animal in the Chinese Zodiac?

Answer:
Y/
Dragon

[ﬁh Spark-3.5:
HAE+ A h S ALY S S o AR AR A B AL E Y, AU [ SO — A
RS, QR W I RAR SR SRR S &
The animal that ranks fifth in the Chinese Zodiac is the dragon. As the fifth animal in the Chinese Zodiac, the dragon is not
only an important symbol in Chinese culture, but also carties rich folklore meanings and traditional values. (0

GPT-4:
HEFE+ A P AR LA

The fifth animal in the Chinese Zodiac is the dragon. &

E]J Quenl.5-72B-Chat:
HEAE+ AR SR AR
The fifth animal in the Chinese Zodiac is the sheep. €

Iﬁ‘] LLaMA3-Chinese-&B-Chat:
T AEH A AR .

The fifth position in the Chinese Zodiac is the dragon. (&

Iﬁh Xunzi-Qwenl.5-78:
HEE+ A P SRR
The fifth animal in the Chinese Zodiac is the tiger. €

Figure 17: The sample responses of LLMs on the knowledge of Sinology Q&A task.
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@J Question:
HETFHIREE: §TkRETF —

Complete the following xiehouyu: The nail head hits the nail ——

Answer:
TR

Head-to-head confrontation

E}] Spark-3.5:

AT LMEET T —— A, B A AR SR AE B AR BT o SX AR TS LU AR DT T, HAH
ik, AR A H R AR IR A, AT LR ANRR TSR TE A P A B (2 R XS4,
FEHARTRLIEFF T A Z O

The nail head hits the nail —— head-to-head confrontation, meaning two very tough individuals are opposing each other.
This xiehouyu metaphorically describes a situation where both parties are strong and unyielding, each determined to come
out on top. In daily life or work, we can use this xiehouyu to describe a confrontation between two people or groups,
especially in situations where both sides are stubborn and unwilling to compromise. (o

E]J GPT-4:
STSREST T —— E AR (RIS RMRAB R, FBIHA SR T, AR TS, )
The nail head hits the nail —— an equal match (meaning a strong opponent meets another strong opponent, referring to
encountering a rival of equal strength or a difficult situation). 0

E‘J Qwenl.5-72B-Chat:
ST LR ET F—— Rl AT

The nail head hits the nail —— head-to-head confrontation. (&

LLaMA3-Chinese-gB-Chat:
ETLREET F——HRlEE] o
The nail head hits the nail —— hitting a nail. €

E]J Xunzi-Qwenl.5-78:
ET SR ET - —— WA

The nail head hits the nail —— mutual destruction. €

Figure 18: The sample responses of LLMs on the xiehouyu task.

Question:
Eg]mi%lﬂﬁﬁﬁ%ﬁ:?iﬁ&,ﬁEZH&u
Translating classical Chinese into modern Chinese: "¢ 3L Bk, Higiz{it. "

Answer:
WP, RETFRIEEMBT.

It is the duty of courtiers and officials to comply with the provisions of the law.

[ﬁb Spark-3.5:
AP, REBIH

Compliance with written laws and decrees is the rule for officials.

GPT-4:

WP G S RS SRR IE L, SR B A ol R S A o

Translated into modern Chinese: Upholding laws and adhering to integrity are principles that should be followed by both
courtiers and officials.

E‘J Qwenl.5-72B-Chat:
WP, REATH, XRE RS N R

Obeying the law and acting with integrity are the moral integrity that courtiers and officials should have.

ﬁh LLaMA3-Chinese-&B-Chat:
PSR, AR AR S AT

Abiding by the civilized and righteous law is the code of conduct for courtiers and officials.

Iﬁh Xunzi-Qwenl.5-78B:
SEEAE, R

Remaining law-abiding and resolute is the moral integrity that courtiers should have.

Figure 19: The sample responses of LLMs on the classical Chinese to modern Chinese task.
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C.7 The Analysis of Fine-Grained Tasks and Performance

Due to space limitations, the main body of the paper only presents the metrics of LLMs on 26
coarse-grained tasks. In fact, we have subdivided six of these tasks (T1-Sentence structure, T13-
Appreciation, T14-Ancient poetry writing, T15-Basic Q&A, T21-Couplet, T22-Idiom) into subtasks,
resulting in a total of 42 fine-grained tasks. Table[T2]provides the performance of LLMs on these
subtasks (fine-grained). Different subtasks involve more detailed knowledge points and methods of
examination, hence there are significant performance differences among the subtasks. Overall, LLMs
generally perform poorly on tasks involving elliptical sentence, content Q&A of ancient poetry, title
and author Q&A of ancient poetry, write the previous sentence, and the origin of idiom. Researchers
can use it as a reference to focus on improving the capabilities of LLMs in certain areas.

The task numbers presented in Table[I2]correspond to the following meanings, with detailed informa-
tion available in Appendix [B1]

T1-1: Inverted Sentence Structure; T1-2: Elliptical Sentence; T1-3: Inverted Sentence Types; T1-4:
Sentence Structure Identification; T13-1: Appreciation Exam Questions; T13-2: Free Appreciation;
T14-1: Poetry Writing; T14-2: Ci Writing; T14-3: Qu Writing; T15-1: Content Q&A; T15-2: Title
and Author Q&A; T15-3: Write the Next Sentence; T15-4: Write the Previous Sentence; T15-5:
Comprehension Dictation; T15-6: Genre Judgment; T21-1: Couplet Following; T21-2: Couplet
Writing; T21-3: HengPi Writing; T22-1: Synonyms; T22-2: The Origin of Idiom; T22-3: Idiom
Finding; T22-4: Idiom Explanation.

Table 12: Performance of LLMs on fine-grained tasks. Zoom in for better view.

Model Ancient Prose Ancient Poetry Ancient Literary Culture
Ti-1 TI-2 TI-3 Ti-4 TI3-1 Ti13-2 TIi4-1 TI42 TI4-3 TI5-1 TI5-2 TI5-3 TI54 TI5-5 TI5-6 T21-1  T21-2 T21-3 T22-1 T22-2 T22-3 T22-4

Baichuan2-7B-Chat [42, 204 109 00 605 504 607 523 590 690 162 120 150 70 494 317 520 596 698 367 25 246 523
Baichuan2-13B-Chat (42 361 156 429 791 552 60.1 598 653 642 199 148 190 60 467 350 510 615 554 198 25 367 603
aichuan2-13B (54 171109 429 116 395 492 343 40 405 2L1 IS8 220 120 633 183 292 687 92 316 58 272 403

M2-6B 43 83 78 286 69.8 335 54.8 50.3 56.0 60.5 11.8 78 15.0 6.0 50.0 14.2 485 48.7 57.6 29.0 1.0 235 399
ChatGLM3-6B [43 250 78 571 76.7 523 59.8 49.7 612 55.0 10.9 6.0 16.0 8.0 383 8.3 428 65.5 60.4 218 1.0 247 475
InternLM2-Chat-7B [53 389 203 143 674 641 742 437 616 535 180 236 320 230 572 508 606 756 700 505 7.0  6l4 723
Qwenl.5-0.5B-Chat [41 241 31 286 814 305 230 200 154 130 10 13 00 00 1.7 125 413 612 627 23 50 122 173
Qwenl.5-4B-Chat [4] 352 172 429 512 461 468 297 458 330 210 198 160 60 667 317 478 704 616 109 80 322 451

Qwen1.5-7B-Chat [4] 380 172 286 744 67.4 70.2 533 69.4 745 21.6 208 210 200 68.3 28.3 49.0 743 67.8 41.8 1.5 315 72.8
B-Chat [4] 472 234 00 465 72.8 73.0 55.7 69.5 70.7 21.4 248 29.0 24.0 83.3 50.8 49.9 76.8 68.2 45.0 25 44.8 709
hat [41 454 422 286 279 712 735 55.0 66.9 73.5 21.9 23.0 27.0 28.5 90.0 56.7 508 782 67.4 65.1 5.3 539 67.8

“hat [41 69.4 344 857 395 79.7 74.1 57.3 69.6 76.5 21.5 22.0 310 310 89.2 58.8 527 794 68.5 53.1 10.0 453 782

-1.5- B 250 141 0.0 65.1 62.6 68.0 53.0 64.5 65.5 16.8 17.7 240 17.0 70.0 15.0 46.1 722 66.1 498 35 458 63.1
Yi-1.5-9B-Chat (52, 468 203 429 442 624 726 580 636 687 178 228 280 210 694 325 498 770 699 692 70 513 673
Yi-1.5-34B-Chat 52 694 234 714 698 702 735 610 685 702 200 274 290 210 733 517 692 726 707 826 72 6L0 733
ERNIE-3.5-8K-0329 [I0] 722 375 857 581 760 754 590 692 635 2.9 280 310 355 933 615 720 843 838 869 240 572 719
ERNIE-4.0-8K-0329 {10 833 438 857 349 797 789 62 612 670 218 254 320 340 1000 683 788 817 836 873 225 588 197
: 583 203 ST.1 279 688 645 563 597 722 576 241 250 150 867 442 590 95 735 886 752 592 980
278 47 00 93 240 382 323 504 530 00 20 00 00 50 29 371 498 614 50 50 163 83

3 30.6 00 714 605 439 49.1 39.0 538 57.0 43 28 4.0 0.0 267 183 445 532 528 13.2 50 29.8 48.8

hat {40 0.0 0.0 0.0 0.0 24.1 277 163 45.6 46.5 0.0 12 0.0 0.0 0.0 0.0 4.0 423 115 4.0 0.0 15.0 16.0
LLaMA2-13B-Chat [40 102 31 00 93 276 332 260 498 670 10 40 100 00 56 17 265 533 218 52 50 180 278
LLaMA2-Chinese-7B-Chat @3] 28 00 00 7.0 161 272 167 256 50 00 30 00 00 00 00 100 309 310 45 00 83 109
LLaMA2-Chinese-13B-Chat [46] 185 1.6 143 00 243 321 197 244 202 00 30 00 00 67 21 307 3001 577 36 00 55 172
LLaMA3-8B-Instruct [591 153 16 00 698 40 516 310 572 682 10 80 200 100 33 67 461 642 617 242 50 228 415
LLaMA3-Chinese-8B-Chat [60] 222 0.0 00 698 477 558 463 544 510 60 30 30 100 17 80 527 497 666 247 50 250 371
GPT-3.5 [61 222 156 143 721 434 52.0 443 57.8 64.0 8.9 3.0 11.0 10.0 6.7 10.8 382 517 526 52 1.5 14.8 448
GPT-4 (62 528 188 571 16.3 60.8 69.4 62.7 64.7 68.7 19.7 13.1 230 9.0 133 19.7 454 739 56.4 49.5 4.0 36.3 64.8
Ancient-Chat-LLM-7B |51 250 6.3 143 767 24.9 11.0 303 354 215 19.0 9.8 18.0 10.0 433 10.0 453 423 53.1 4.1 50 183 43.1
Bloom-7B-Chunhua [48 139 31 571 233 234 356 457 378 330 154 15 10 20 239 133 413 488 524 171 35 257 428
Xunzi-Qwen1.5-7B [47 269 156 00 651 390 182 460 396 360 208 218 190 80 767 17 527 447 559 239 10 400 308
Average 332 142 313 413 494 533 441 540 543 146 127 163 112 458 247 462 617 602 341 64 331 503

C.8 Performance Radar Chart

Performance radar charts of all evaluated LLMs are depicted from Figure 20| through[50] The radar
charts from left to right represent the fields of Ancient Prose, Ancient Poetry, and Ancient Literary
Culture. The meanings of T1-T26 are detailed in Appendix [B.1]

C.9 Analysis of Model Scoring Preferences

We design two methods to analyze the preference bias in model scoring.

Use another model to score. GPT-3.5-Turbo-0125 [61]] is used as an alternative scoring model for
the five evaluated models. The results are shown in Table[I3] The results show that the ranking of
models remain the same as when scored by ERNIE-3.5-8K-0329 [10], with ERNIE-4.0-8K-0329
[LO] still ranking first. This suggests that its leading position is genuine and less affected by scoring
bias.

Manual analysis. We categorize the questions in WenMind into objective and subjective types, and
conduct manual analysis on the model’s scoring results for each. We find that for objective questions
with standard answers, ERNIE essentially judges and scores each one strictly according to the scoring
points of the answer, showing a weaker bias. For subjective questions, we select classical Chinese
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writing and Qu writing tasks for analysis. (1) In classical Chinese writing task, ERNIE-4.0-8K-0329
scores 70.8, ranking second among all models. The first place is the Spark-3.5 [56] model with a
score of 71.2. We review the response of ERNIE-4.0-8K-0329 and find that ERNIE-4.0-8K-0329
indeed has strong capabilities in classical Chinese writing, but this does not rule out the influence
of model bias. (2) In the Qu writing task, ERNIE-4.0-8K-0329 scores 67, ranking 11th among all
models. This also indirectly indicates that in subjective tasks, ERNIE does not necessarily give high
scores to its own answers.

In summary, the preference bias in model scoring is relatively weak, making the use of model scoring
a viable alternative to manual scoring and traditional metrics.

Table 13: The results of scoring five models using ERNIE-3.5-8K-0329 and GPT-3.5-Turbo-0125,
respectively.

ERNIE-3.5-8K-0329 GPT-3.5-Turbo-0125

ERNIE-4.0-8K-0329[10] 64.3 79.7
Spark-3.5[56] 60.9 77.4
Qwenl.5-14B-Chat[41] 54.9 73.7
Baichuan2-13B-chat[42] 45.5 66.4
Xunzi-Qwenl.5-7B[47] 37.0 59.8

C.10 Error Analysis of LLMs

We observe significant performance differences in the model across different tasks. We conduct an
error analysis on T1 (Sentence Structure), T13 (Appreciation), T14 (Ancient Poetry Writing), T15
(Basic Q&A), T21 (Couplet), and T22 (Idiom), which involve more specialized sub-tasks.

T1-Sentence Structure. The model performs weakest on Elliptical Sentence (T1-2), with a score of
only 14.2. It struggles with identifying the omitted parts and restoring sentence completeness. In
contrast, its performance on Sentence Structure Identification (T1-4) is better, with a score of 47.3,
indicating a relative strength in recognizing simpler sentence structures. However, the model’s overall
understanding and application of various sentence types remain incomplete, especially when dealing
with the implicit semantics and grammatical features of classical Chinese.

T13-Appreciation. The model achieves a higher score in Free Appreciation (T13-2) compared to
Appreciation Exam Questions (T13-1), with scores of 53.3 and 49.4, respectively. This suggests that
the model performs better in less restrictive contexts, showing adaptability in textual analysis. In
structured exam questions, however, its limitations become apparent, likely due to the deeper cultural
understanding and appreciation skills required, which the model has not yet fully mastered.

T14-Ancient Poetry Writing. The model scores well in Ci Writing (T14-2) and Qu Writing (T14-3),
with scores of 54.0 and 54.3, indicating strong performance in writing tasks with fixed formats.
However, its score for Poetry Writing (T14-1) is lower, at 44.1, reflecting the challenge of producing
creative and artistically expressive poetry, particularly when dealing with diverse themes and styles.

T15-Basic Q&A. The lowest score is observed in Title and Author Q&A (T15-2), with only 12.7,
highlighting challenges in recalling and recognizing specific textual information, particularly in large
datasets. In contrast, Comprehension Dictation (T15-5) achieves the highest score, at 45.8, indicating
the model’s relative strength in language comprehension and summarization, despite its struggles
with more specific questions.

T21-Couplet. The model excels in Couplet Writing (T21-2) and HengPi Writing (T21-3), scoring
61.7 and 60.2, respectively, demonstrating its capability in generating structured and formatted
content. However, it performs less well in Couplet Following (T21-1), with a score of 46.2, indicating
difficulties in completing couplets, where maintaining contextual harmony and creativity is crucial.

T22-Idiom. The lowest score is in The Origin of Idiom (T22-2), with only 6.4, revealing the model’s
significant shortcomings in associating idioms with their origins, reflecting a lack of historical
knowledge. By contrast, it performs better in Idiom Explanation (T22-4), with a score of 50.3,
showing that the model can provide accurate explanations for common idioms, though deeper cultural
and contextual understanding still needs improvement.

42



In summary, the model performs well in tasks with more rigid rules and structures but struggles
in tasks requiring a strong cultural background and high creativity, highlighting areas for future
improvement.

C.11 Traditional Chinese Version of WenMind

We additionally provide a traditional Chinese version of the WenMind dataset to evaluate the
performance of LLMs in the context of traditional Chinese within the CCLLA field. Table[T4]
and [16]show the evaluation results for the traditional Chinese version of WenMind. The Spark-3.5
model [56] had been discontinued at the time of the traditional Chinese evaluation experiments, S0 no
corresponding evaluation results are available.

Below is a brief analysis of the evaluation results:

Overall Performance and Trends. The average score for the traditional Chinese version is 36.7,
which is lower than the 41.2 for the simplified Chinese version. This gap may reflect limitations
in the model’s performance when processing traditional Chinese texts, potentially influenced by
the language environment and modern usage frequency. The main tasks focus on classical texts
and ancient poetry, indicating the advantage of traditional Chinese in traditional cultural domains.
However, its performance is somewhat lacking in modern applications and data support.

Model Performance. In the traditional Chinese version, ERNIE-4.0-8K-0329 [[10] leads with a total
score of 58.4, demonstrating strong performance in handling tasks related to traditional Chinese. In
the simplified Chinese version, this model also excels, with a total score of 64.3, maintaining a top
position. This reflects ERNIE-4.0-8K-0329’s consistently high performance across both versions. In
contrast, LLaMA2-7B-Chat [40] scores only 14.2 in the traditional Chinese evaluation, making it the
weakest model. In the simplified Chinese version, this model also scores poorly, with a score of 13.0.
This indicates LLaMA2-7B-Chat’s consistent underperformance in both language versions, likely
due to insufficient targeted training data to handle the complexity and diversity of the language.

Parameter Scale and Model Efficiency. As the model parameter size increases, there is a noticeable
improvement in performance. For example, the performance of the Qwenl.5 series [41] improves
with an increase in parameters, particularly in complex text tasks. This suggests that large-scale
models are better at handling traditional Chinese tasks by offering enhanced data processing and
feature extraction capabilities, providing performance improvements across various tasks. This
conclusion is consistent with the findings for the simplified Chinese version.

Table 14: Results of all evaluated models on the traditional Chinese version of WenMind. Zoom in
for better view.

Model Overall Ancient Prose Ancient Poetry Ancient Literary Culture

TT 12 T3 T4 T5 T6 T/ T8 19 T T T2 T3 T T35 Ti6 TI7 T8 TI9 T0 T2 T2 T3 THA T35 1%

Baichuan2-7B-Chat [42; 300 177 481 533 536 385 238 232 496 350 315 355 347 203 425 28 494 540 530 638 104 433 185 80 80 240 415
Baichuan2-13B-Chat (4] 432 485 593 599 666 665 420 395 614 400 235 505 577 456 490 161 544 490 502 190 456 578 453 130 185 380 599
aichuan2-13B (5 385 237 610 622 659 740 340 352 572 310 235 495 565 320 354 150 596 30.5 S19 132 186 550 412 50 90 320 586
ChatGLM2-6B [43 330 353 479 564 637 502 300 370 530 230 45 340 S80 343 4L1 100 470 230 361 122 294  S78 340 90 45 200 441
ChatGLM3-6B [43 351 432 470 586 496 582 310 413 S21 330 260 360 609 364 410 84 452 364 433 132 300 608 370 70 40 310 365
InternLM2-Chat-7B [33] 439 282 560 569 673 738 455 495 702 430 265 490 626 450 469 165 567 483 558 260 494 614 473 80 105 260 585
Qwen.5-0.5B-Chat |41 309 485 497 560 654 572 360 187 422 280 190 420 506 215 426 45 557 355 262 16 38 556 292 00 70 220 154
Qwen.5-4B-Chat [4] 36.9 340 498 572 546 699 310 252 505 480 190 520 553 337 366 160 503 463 432 107 204 603 312 20 85 270 542
Quwenl.5-7B-Chat [4] 4238 400 510 556 534 688 400 592 765 610 130 555 651 541 546 155 527 590 516 261 468 559 351 130 90 330 575
Qwenl5-14B-Chat [4] 493 313 573 578 548 736 450 638 753 690 290 610 688 588 57.2 234 588 620 590 312 623 629 497 110 145 330 721
Qwenl5-32B-Chat [4] 507 303 623 626 546 770 425 590 715 640 305 685 695 613 545 248 579 587 570 381 655  6L1 486 235 160 460 765
-72B-Chat (41 534 405 602 611 559 794 500 720 798 670 305 710 698 642 569 254 633 645 581 365 646 621 531 240 130 430 841
i-1.5-6B-Chat [37] 430 303 557 615 613 662 420 618 698 530 190 490 666 452 SLI 119 572 438 515 300 544 634 463 70 25 260 623
i-1.5 hat 52 439 205 600 586 494 683 440 700 738 580 240 580 645 461 513 128 584 519 549 276 473 608 454 80 65 300 630
Yi-1.5-34B-Chat [52 518 350 661 603 545 729 530 680 798 760 310 620 664 554 521 246 636 597 582 383 733 659 498 150 8O 470 795
ERNIE-3.5-8K-0329 [[0] 567 532 627 551 648 814 433 720 793 640 365 725 640  S8.1 499 334 634 594 575 348 657 751 538 680 430 ST0 852
ERNIE-4.0-8K-0329 10 584 402 628 529 624 824 S38 705 753 740 480 745 642 610 505 329 590 659 580 250 655 708 553 84.0 675 720 883
Gemma-1.1-7B-IT [37 233 81 244 421 419 295 260 168 279 180 170 355 558 196 361 07 243 460 382 L1 16l 523 271 20 00 200 56
Ziya-LLaMA-13B-v1.1 5§ 314 356 452 617 168 560 275 338 539 310 265 310 548 238 335 45 490 425 404 112 281 588 379 30 45 160 340
LLaMA2-7B-Chat [40 142 30 19 28 159 06 145 20 233 100 1.0 80 539 221 297 02 174 322 296 00 63 652 230 00 00 50 25
LLaMA2-13B-Chat [40° 202 50 142 231 302 191 126 148 409 200 30 150 573 221 329 14 360 385 406 30 221 537 295 20 00 100 54
LLaMA2-Chinese-7B-Chat [43] 195 47 137 385 518 198 172 135 282 200 25 235 561 152 360 02 213 184 305 28 113 533 288 00 00 190 3.1
LLaMA2-Chinese-13B-Chat [46] ~ 21.1 97 277 396 428 143 145 157 349 210 125 250 520 190 316 07 270 273 381 31 124 511 303 00 00 130 115
LLaMA3-8B-Instruct [50° 316 268 418 502 415 486 435 427 567 390 135 440 574 306 300 18 429 450 464 40 359 573 335 40 00 240 221
LLaMA3-Chinese-8B-Chat [G0] 358 363 430 604 474 702 460 495 611 410 225 495 619 358 390 11 519 433 473 57 438 554 397 30 20 210 218
GPT-3.5 [61 317 375 474 605 472 711 430 383 553 340 255 490 622 439 435 45 509 S0.5 559 91 375 S84 418 60 00 310 363
GPT-4 62 462 170 562 623 514 731 475 658 802 520 330 695 679 556 SLI 1L1 S80 570 566 228 604 614 465 170 70 390 636
Ancient-Chat-LLM-7B [5T 159 80 45 22 522 24 75 50 133 130 210 200 368 90 319 S50 187 55 47 27 26 612 256 00 10 90 110
Bloom-7B-Chunhua [4§ 2538 285 254 232 SLI 751 205 272 433 310 80 395 274 219 176 65 438 395 412 115 98 410 161 40 90 260 379
Xunzi-Qwenl.5-7B [47 353 402 594 517 262 815 305 225 533 530 185 490 631 360 495 168 577 80 442 149 07 559 329 60 75 310 527
Average 36.7 290 454 500 305 573 346 405 563 417 216 460 381 376 425 116 484 434 460 180 347 387 378 118 94 292 48

D Data Access

Our benchmark and related code are available at https://github.com/SCUT-DLVCLab/WenMind,
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Table 15: Results of all evaluated models on different domains and capabilities in the traditional
Chinese version of WenMind.

Model Overall Domain Capability
Ancient Prose  Ancient Poetry — Ancient Literary Culture Understanding  Generation Knowledge

Baichuan2-7B-Chat [42 30.0 384 23.7 26.4 39.1 41.5 14.8
Baichuan2-13B-Chat [42] 432 51.8 33.6 44.4 50.9 56.0 29.6
Firefly-Baichuan2-13B [54] 38.5 49.7 26.2 40.0 46.9 514 239
ChatGLM2-6B [43 33.0 41.0 232 354 38.6 54.5 19.7
ChatGLM3-6B [43 35.1 44.4 244 37.1 423 56.8 19.8
InternLM2-Chat-7B [55 43.9 52.8 34.8 43.7 51.6 58.7 29.5
Qwen1.5-0.5B-Chat [41 30.9 44.1 18.1 295 41.5 52.0 11.1
Qwenl.5-4B-Chat [41] 36.9 46.3 274 36.6 44.9 54.6 214
Qwen1.5-7B-Chat [41 428 514 36.4 38.8 51.8 575 26.8
Qwenl.5-14B-Chat [41 493 56.1 434 47.8 56.6 62.9 36.1
Qwenl.5-32B-Chat [41 50.7 574 44.4 49.8 574 61.5 38.9
Qwenl.5-72B-Chat [41 534 61.2 46.2 52.0 61.5 62.6 40.1
Yi-1.5-6B-Chat [52] 43.0 522 333 435 50.6 61.6 28.0
Yi-1.5-9B-Chat [52 439 53.7 34.1 434 52.8 59.6 279
Yi-1.5-34B-Chat [52] 51.8 59.2 44.9 50.5 58.9 63.2 39.2
ERNIE-3.5-8K-0329 [10 56.7 613 47.7 63.7 60.8 67.9 48.2
ERNIE-4.0-8K-0329 [10] 58.4 63.0 415 68.3 62.6 654 50.9
Gemma-1.1-7B-IT [57] 233 29.4 152 26.1 28.5 49.7 9.3
Ziya-LLaMA-13B-v1.1 [58] 314 38.9 214 35.0 379 52.9 16.9
LLaMA2-7B-Chat [40 142 9.6 115 26.2 11.9 55.8 6.1
LLaMAZ2-13B-Chat [40' 20.2 19.6 16.9 26.4 21.6 50.3 10.2
LLaMA2-Chinese-7B-Chat [45 19.5 24.0 10.5 264 21.3 50.4 8.7
LLaMAZ2-Chinese-13B-Chat [46 21.1 25.6 12.9 26.8 244 474 9.6
LLaMA3-8B-Instruct [59 31.6 41.5 21.1 32.1 40.3 51.9 14.7
LLaMA3-Chinese-8B-Chat [60 35.8 48.8 23.7 335 46.8 534 16.4
GPT-3.5 |61 377 48.2 26.9 37.8 47.7 56.2 19.4
GPT-4 [62 46.2 56.3 36.2 45.6 55.9 60.6 294
Ancient-Chat-LLM-7B [51 15.9 15.6 8.2 29.1 133 54.0 9.2
Bloom-7B-Chunhua [48] 25.8 33.8 18.4 244 343 33.6 124
Xunzi-Qwen1.5-7B [47 353 45.6 23.7 37.0 41.8 56.0 21.0
Average 36.7 44.0 279 38.6 432 553 23.0

Table 16: Traditional metrics on translation and punctuation tasks in the traditional Chinese version
of WenMind. See Appendix [B-T]for details on the tasks represented by T2, T3, T5, T16, and T18.
Zoom in for better view.

Model T2 T3 Ti6 TI8 TS
ROUGE-T _ROUGE- ROUGE-L__BLEU ROUGE-T _ROUGE-2 ROUGE-L _BLEU ROUGE-T _ROUGE- ROUGE-L__BLEU ROUGE-T _ROUGE-2 ROUGE-L _BLEU FI

Baichuan2-7B-Chat |42 381 153 36.4 6.3 415 173 396 59 297 99 265 38 445 235 40.1 83 184
Baichuan2-13B-Chat |4 494 214 463 9.8 571 283 558 135 49.1 194 404 79 788 572 733 315 507
Firefly. 138 [ 527 242 509 109 539 255 524 19 506 197 474 86 85 564 72.9 355 505
ChatGLM?2-6B [43 44.6 18.4 389 6.2 418 168 404 44 410 129 333 43 6.1 508 63.7 28 339
ChatGLM3-6B 43 4738 203 439 8.1 485 206 410 7.1 442 149 360 6.1 718 534 664 321 39.8
Internl M2-7B-Chat [53 488 25 4s.1 9.4 560 25 539 134 419 178 384 62 763 550 705 317 589
Quwenl.5-0.5B-Chat |41 512 23 9.1 103 519 238 503 98 487 18.6 453 79 693 474 644 252 112
Qwenl.5-4B-Chat [4] 564 219 537 166 580 28 563 140 515 201 413 86 765 54.1 72.0 330 485
Qwenl.5-7B-Chat |41 451 18.1 422 8.0 530 232 499 99 425 132 350 63 757 555 6.5 331 554
Qwenl.5-14B-Chat (4] 529 243 497 131 544 29 515 1.1 46.6 153 379 72 721 537 682 322 614
Quwenl.5-32B-Chat [4] 54.4 268 516 143 592 307 57.1 158 453 157 378 7.6 760 563 710 365 672
Qwen!.5-72B-Chat 4] 513 29 480 17 580 290 558 144 466 154 377 74 713 577 31 367 704
Yi-1.5-6B-Chat [52 53.0 268 490 14.0 506 217 483 8.3 478 164 383 62 75.1 531 6.8 312 452
Yi-1.5-9B-Chat (52 508 238 471 99 568 275 545 124 482 172 384 69 78.1 56.5 718 341 566
Yi-1.5-34B-Chat |32 500 245 456 103 523 249 506 8.9 483 18.4 376 70 776 56.8 715 357 604
ERNIE-3.5-8K-0329 [0 56.1 262 538 122 592 311 574 163 434 15.1 311 39 757 56.3 69.0 358 69.3
ERNIE-4.0-8K-0329 10 533 247 508 111 626 371 60 235 450 150 357 57 694 527 644 316 637
Gemma-11-7b-IT 57 356 121 325 36 392 142 312 21 360 9.6 300 30 739 535 68.8 290 18.1
ZiyaLLaMA-13B-vL.1 (5§ 4038 173 39.1 74 275 8.8 266 25 410 133 359 56 715 555 726 336 465
LLaMA2-7B-Chat [40 149 20 143 00 118 15 114 00 200 36 187 0.1 729 524 66.5 169 0.1
LLaMA2-13B-Chat |40 188 29 18.1 0.0 20 36 214 00 321 64 300 02 724 525 658 175 07
LLaMA2-Chinese-7B-Chat (43 259 82 231 09 303 106 2.1 19 416 142 371 46 720 525 66.8 253 100
LLaMA2-Chinese-13B-Chat [46] ~ 28.6 9.1 255 L6 257 89 247 16 114 28 102 05 742 534 67.5 299 95
LLaMA3-8B-Instruct [39 315 80 25 04 305 8.1 292 06 397 83 36.0 06 572 484 538 12.1 98
LLaMA3-Chinese-8B-Chat [&0] 50.1 218 463 111 557 255 537 1.0 46.1 145 537 6.1 76.1 56.8 714 343 534
GPT-3.5 [61 50.2 22 466 112 538 240 519 9.6 469 162 384 76 87 514 726 1 89
GPT-4 [62 489 213 46.1 100 56.1 255 535 122 4511 140 363 62 7710 572 720 36.1 629
Ancient-Chat-LLM-7B [5T 259 82 237 0.1 254 9.1 238 00 335 8.8 277 00 543 424 517 03 270
Bloom-7B-Chunhua {51 49.4 21.4 474 5.6 48.1 220 46.9 35 SL1 19.6 47.6 7.1 76.4 54.6 722 329 488
Xunzi-Qwen!.5-7B |41 62.7 349 607 225 657 398 64.0 259 97 200 462 9.5 76.1 53.1 718 36 698

E Related Work on Ancient Language Evaluation Datasets

In the process of exploring ancient Chinese evaluation benchmarks, we discovered a series of
benchmark studies targeting other ancient languages. The AGREE Benchmark [70] focuses on
evaluating distributional semantic models for Ancient Greek, the LogogramNLP benchmark [[71]
makes natural language processing analysis of ancient pictographic languages possible for the first
time, the Sanskrit Word Segmentation Dataset [[72] provides a foundation for syntactic and semantic
processing of Sanskrit literature, and The York-Toronto-Helsinki Parsed Corpus of Old English Prose
(YCOE) [73] is a 1.5 million-word syntactically annotated corpus of old English prose, based on the
Toronto Corpus of old English, encompassing all major old English prose works. Compared to these
benchmarks that include a small number of tasks, WenMind includes a rich variety of ancient Chinese
tasks, making it possible to comprehensively evaluate the ancient Chinese capabilities of LLMs.
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F Statement of Responsibility

The WenMind benchmark is released under the CC-BY-NC-SA-4.0 license and strictly adheres to
the agreements of the original data sources. The licenses for the original data sources are detailed in
Appendix We have reviewed the ethical guidelines and ensured that the content of the paper and
the benchmark are in compliance with the guidelines.
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Figure 20: Performance of Baichuan2-7B-Chat.
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Figure 21: Performance of Baichuan2-13B-Chat.
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Figure 49: Performance of Bloom-7B-Chunhua.
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Figure 22: Performance of Firefly-Baichuan2-13B.
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Figure 23: Performance of ChatGLM2-6B.
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Figure 24: Performance of ChatGLM3-6B.
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Figure 25: Performance of InternLM2-Chat-7B.
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Figure 26: Performance of Qwen1.5-0.5B-Chat.
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Figure 27: Performance of Qwen1.5-4B-Chat.

ket

T TI7

Figure 28: Performance of Qwen1.5-7B-Chat.
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Figure 29: Performance of Qwen1.5-14B-Chat.
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Figure 30: Performance of Qwen1.5-32B-Chat.
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Figure 31: Performance of Qwen1.5-72B-Chat.
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Figure 32: Performance of Yi-1.5-6B-Chat.
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Figure 33: Performance of Yi-1.5-9B-Chat.
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Figure 34: Performance of Yi-1.5-34B-Chat.
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Figure 35: Performance of ERNIE-3.5-8K-0329.

Figure 36: Performance of ERNIE-4.0-8K-0329.
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Figure 37: Performance of Spark-3.5.
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Figure 38: Performance of Gemma-1.1-7B-IT.
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Figure 39: Performance of Ziya-LLaMA-13B-v1.1.
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Figure 41: Performance of LLaMA?2-13B-Chat.
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Figure 42: Performance of LLaMA2-Chinese-7B-Chat.
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Figure 43: Performance of LLaMA2-Chinese-13B-Chat.
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Figure 44: Performance of LLaMA3-8B-Instruct.

Figure 45: Performance of LLaMA3-Chinese-8B-Chat.
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Figure 46: Performance of GPT-3.5.
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Figure 48: Performance of Ancient-Chat-LLM-7B.
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Figure 50: Performance of Xunzi-Qwenl.5-7B.
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