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Abstract

Test-Time Adaptation (TTA) has recently gained significant attention as
a new paradigm for tackling distribution shifts. Despite the sheer number
of existing methods, the inconsistent experimental conditions and lack of
standardization in prior literature make it difficult to measure their actual
efficacies and progress. To address this issue, we present a large-scale
open-sourced Test-Time Adaptation Benchmark, dubbed TTAB, which
includes nine state-of-the-art algorithms, a diverse array of distribution
shifts, and two comprehensive evaluation protocols. Through extensive
experiments, we identify three common pitfalls in prior efforts: (i) choosing
appropriate hyper-parameter, especially for model selection, is exceedingly
difficult due to online batch dependency; (ii) the effectiveness of TTA varies
greatly depending on the quality of the model being adapted; (iii) even under
optimal algorithmic conditions, existing methods still systematically struggle
with certain types of distribution shifts. Our findings suggest that future
research in the field should be more transparent about their experimental
conditions, ensure rigorous evaluations on a broader set of models and shifts,
and re-examine the assumptions underlying the potential success of TTA
for practical applications.

1 Introduction

Tackling the robustness issue under distribution shifts is one of the most pressing challenges
in machine learning (Koh et al., 2021). Among existing approaches, Test-Time Adaptation
(TTA)—in which neural network models are adapted to new distributions by making use of
unlabeled examples at test time—has been an emerging paradigm of growing popularity (Lee
et al., 2022; Kundu et al., 2022; Gong et al., 2022a; Chen et al., 2022; Goyal et al., 2022; Sinha
et al., 2023). Recent works have proposed a broad array of unsupervised proxy objectives,
ranging from entropy minimization (Wang et al., 2021) and self-supervised learning (Sun
et al., 2020) to pseudo-labeling (Liang et al., 2020) and feature alignment (Liu et al., 2021),
to name a few. Nevertheless, the efficacy of TTA in practical settings as well as the actual
progress in the field are often called into question due to inconsistent experimental conditions
and a lack of standardization in prior literature (Boudiaf et al., 2022; Su et al., 2022).

The goal of this work is to gain a thorough understanding of the current state of TTA
methods while setting the stage for critical problems to be worked on. To this end, we
present TTAB, a large-scale open-sourced Test-Time Adaptation Benchmark (see details
in appendix E), featuring rigorous evaluations, comprehensive analyses as well as extensive
baselines. Our benchmark carefully examines nine state-of-the-art TTA algorithms on a
wide range of distribution shifts, under two evaluation protocols. In particular, we place
a strong emphasis on some subtle yet essential experimental settings from the practical
standpoint that have been largely overlooked in previous works. Our analyses unveil three
common pitfalls in prior TTA methods:

Pitfall 1 : Hyperparameters have a strong influence on the effectiveness of TTA, and
yet they are exceedingly difficult to choose in practice without prior knowledge of the
properties and structures of distribution shifts. Our results show that the common practice of
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(a) Batch dependency exists in
the online TTA setting with a
single adaptation step.

(b) Multiple-step improves TTA
but still has strong dependency
among batches.

(c) Oracle model selection may
introduce a more serious depen-
dency problem to TTA.

Figure 1: The batch dependency issue during TTA and non-trivial model selection, for
evaluating SHOT on CIFAR10-C (gaussian noise). Similar trends can be found in all corruption types.

hyperparameter choice for TTA methods does not necessarily improve test accuracy. Instead,
it can possibly lead to detrimental effects. Moreover, we find that even when the labels of
test examples are available, selecting the TTA hyperparameters for model selection remains
challenging, largely due to batch dependency during online adaptation.

Pitfall 2 : Even if hyperparameters are optimally selected given oracle information in the
test domain, the effectiveness of TTA is not equal on different models. In fact, the degree
of improvement strongly depends on the quality of the pre-trained model, not only on its
accuracy in the source domain but also on its feature properties. Crucially, we find that
good practice in data augmentations (Hendrycks et al., 2019; 2022) for out-of-distribution
generalization leads to reverse effects for TTA.

Pitfall 3 : Even under ideal conditions where optimal hyperparameters are used in conjunc-
tion with suitable pre-trained models, existing methods still perform poorly on certain classes
of distribution shifts, such as correlation shifts (Sagawa et al., 2019) and label shifts (Sun
et al., 2022)), that are infrequently considered in the realm of TTA but widely used in
domain adaptation and domain generalization. This limitation, combined with the previously
mentioned issues, raises significant concerns regarding the feasibility and potential of TTA
in addressing distribution shifts that occur in the natural world beyond our control.

Aside from these empirical results obtained, our TTAB benchmark is designed as an
expandable package that standardizes experimental settings while easing the incorporation of
novel algorithmic implementations with minimal difficulty. We hope the accompanied library
will not only facilitate fair and transparent empirical evaluations of new algorithms across
a broader range of base models and distribution shifts, but also stimulate further insights
into the assumptions that underlie the potential utility of TTA in practical applications.
Our code and leaderboards will be publicly available.

2 The Limits of Evaluation for TTA Methods

Despite the existence of various TTA methods stated in appendix A, their effectiveness and
feasibility in practice are unknown due to inconsistent adaptation setups. This section starts
by thoroughly reviewing representative TTA methods on standard CIFAR10-C (Hendrycks
& Dietterich, 2019) in appendix C.1, which points out TTA methods are highly sensitive
to the choices of hyperparameters and inconsistent adaptation setups across methods
further hinder fair evaluation. The identified issue of improper evaluation in prior work
motivates us to compare the optimal test-time performance for each method, where we
surprisingly find it is non-trivial: 1) the oracle model selection does not exist in TTA due
to the batch dependency (c.f. §2.1), and 2) even if hyperparameters are optimally selected,
the effectiveness of TTA methods varies based on pre-trained model qualities (see §2.2).
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2.1 Enabling Fair Evaluation During TTA

2.1.1 The Batch Dependency Issues During TTA

Most existing TTA methods, as identified in Table 4, tend to leverage distribution knowledge
(i.e. adaptation history) learned from previous test batches to improve the test-time
performance on new samples, in which the choice of online is dominant over that of episodic.
This design inherently increases the risk of batch dependency during TTA.

The existence of batch dependency. Figure 1(a) examines the common online setting
with a single adaptation step and a range of learning rates: the batch dependency issue is
only diminished for relatively small values of the learning rate, otherwise, a considerable
descent in performance can be observed as TTA progresses. Moving to the phase of multiple
adaptation steps with a relatively small learning rate in Figure 1(b), we observe that
adaptation performance increases from 69.2% to 70.9%. However, if we continue to increase
the number of adaptation steps, the adaptation performance quickly drops to 68.4% due to
over-adaptation on previous test batches.

In conclusion, dependency on adaptation history is a common issue in dominant TTA
methods, making adaptation on subsequent test samples difficult, particularly when using
inappropriate hyperparameters. This phenomenon is particularly pronounced in the online
TTA setting with varying hyperparameter combinations. In §2.1.2, we will further elaborate
on the amplified negative effects caused by batch dependency and oracle model selection.

2.1.2 Non-trivial Model Selection During TTA

Proper model selection during TTA is crucial for estimating the optimal performance under
every choice of hyperparameters. While the model selection is becoming a common practice
in Domain Generalization (DG) (Gulrajani & Lopez-Paz, 2021), its importance and necessity
in TTA have not been previously acknowledged. The challenges in TTA also differ from those
of traditional DG, due to the issues of (i) the lack of validation set and label information
during test time; and (ii) batch-dependency issues emerged in the streaming test mini-batches
making the oracle model selection method challenging1.

Observation: oracle model selection is not optimal in TTA. Figure 1(c) (the
details of evaluation setups can be seen in appendix D.3) indicates that utilizing an oracle
model selection strategy in TTA methods under an online adaptation setup with sufficient
adaptation steps initially improves adaptation performance in the first several test batches,
compared to Figure 1(a) and 1(b). However, such improvement is short-lived, as the
adaptation performance quickly drops in subsequent test batches. It suggests that the oracle
model selection strategy exacerbates the batch dependency problem when considering its use in
isolation. This phenomenon is consistent across various choices of learning rates. Additionally,
we find the same problem in TENT and NOTE as shown in Figure 6 of appendix C.3.

Given that no regularization techniques were applied during test time, the failure of oracle
model selection may be attributed to the batch dependency and the model’s overfitting to
test batches it has seen. To further investigate this hypothesis, we systematically reduced
the number of adaptation steps for each test batch in Figure 1(c). Our results indicate that
such modification mitigates the deterioration and leads to improved adaptation performance
from 61.3% to 69.8%. In appendix C.2, we further investigate the effectiveness of two
recent regularization techniques originally proposed for non-stationary data, namely Fisher
regularizer (Niu et al., 2022b) and stochastically restoring (Wang et al., 2022).

2.1.3 Two Fair Evaluation Protocols

We discuss the trade-offs between online and episodic adaptation. Episodic adaptation with
oracle model selection effectively eliminates the impact of batch dependency, resulting in
steady but limited improvements. The use of online adaptation empowers a large potential

1DG only considers to examine the time-varying scenarios very recently (Yao et al., 2022)

3



Published at ICLR 2023 workshop on Trustworthy ML

by accumulating historical knowledge. However, it presents a batch dependency challenge,
posing model selection during TTA as a min-max equilibrium optimization problem across
time and potentially leading to a significant decline in performance.

Evaluation protocols. Here we consider protocols for both episodic and online adaptation.

• episodic: episodic TTA with oracle model selection (see Algorithm 1).
• online: online TTA without oracle model selection and grid search2 the best performance

over combinations of learning rates and adaptation steps.

We tune other method-specific hyperparameters separately. We did not introduce the
regularization techniques discussed in §2.1.2 as it is orthogonal to our pursuit and only adds
unnecessary evaluation complexity.

2.2 The Quality of Pre-trained Model Bottlenecks TTA

In addition to the unfairness caused by the diverse hyperparameters with improper model
selection during TTA, the need of modifying the pre-training phase in Table 4 naturally results
in inconsistent model qualities across methods and may deteriorate the test performance even
before the TTA. In this section, we conduct a comprehensive and large-scale evaluation to
examine the impact of base model quality on TTA performance across various TTA methods.
The details of evaluation setups can be seen in appendix D.4.

On the influence of the feature extractor (equivalently full model). The results of
our study, as depicted in Figure 8 of appendix G.1, reveal a strong correlation between the
performance of test-time augmentation and out-of-distribution generalization on CIFAR10-C.
Our analysis shows that across a wide range of TTA methods, the OOD generalization
performance is highly indicative of TTA performance. A quadratic regression line was found
to be an appropriate fit for the data, suggesting that TTA methods are more effective when
applied to models of higher (OOD) quality.

On the influence of the linear classifier. Our study has revealed that the performance
of TTA methods is significantly impacted by the quality of the feature extractor used. The
question then arises, can TTA methods bridge the distribution shift gap when equipped with a
high-quality feature extractor and a suboptimal linear classifier? Our analysis, as shown in Fig-
ure 9(a)-(d) of appendix G.2, indicates that most TTA methods on CIFAR10-C are only able
to mitigate the distribution shift gap when the label distribution of the target domain is iden-
tical to that of the source domain, at which point the classifier is considered optimal. In this
case, TTT attains a 5.2% error rate, the best result observed in test domain #0. However, it is
clear that all TTA methods either perform worse than the baseline in the remaining 3 test do-
mains or yield only marginal improvements over the baseline. These findings suggest that the
quality of the classifier plays a crucial role in determining the performance of TTA methods.

On the influence of the data augmentation strategies. We investigate the impact
of various augmentation policies on the performance of ResNet-26 models trained on the
CIFAR10 dataset. Our experimental results, as depicted in Figure 2 (more results in Figure 10
of appendix G.3), reveal that models pre-trained with the augmentation techniques like
AugMix and PixMix exhibit superior OOD generalization performance on CIFAR10-C
compared to models that do not utilize augmentation or only employ standard augmentations.
Interestingly, even though these robust augmentation strategies significantly improve the
robustness of the base model in the target domain, they only result in a marginal performance
increase when combined with TTA. This disparity is particularly pronounced when compared
to the performance of models trained with no augmentation or standard augmentations.
However, when all models are fully trained in the source domain, the use of techniques
such as AugMix and PixMix still leads to the best adaptation performance on CIFAR10-C,
owing to their exceptional OOD generalization capabilities. We reach the same conclusion

2Such a traverse, though inefficient, is a clear way to estimate the optimal test performance of
each method. We leave the question of optimal model selection in TTA for future research.
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(a) ID v.s. OOD (b) OOD v.s. OOD
(BN_Adapt)

(c) OOD v.s. OOD
(TENT)

(d) OOD v.s. OOD
(SHOT)

Figure 2: The impact of data augmentation policy on the TTA performance of the
target domain. We save various sequences of checkpoints from the pre-training phase of ResNet-26
with five data augmentation policies and fine-tune each sequence to study the impact of data
augmentation. TENT and SHOT use episodic adaptation with oracle model selection. Different data
augmentation strategies have different corruption robustness, which causes varying generalization
performance on CIFAR10-C. However, good practice in data augmentations and architecture designs
for out-of-distribution generalization can be bad for test-time adaptation.

Table 1: Adaptation performance (error) of TTA methods over OOD datasets with
common distribution shifts. Optimal results in episodic & online are highlighted by bold and
blue respectively.

CIFAR10-C (%) ↓ CIFAR10.1 (%) ↓ OfficeHome (%) ↓ PACS (%) ↓ Average error (%) ↓

Baseline 44.3 12.8 39.2 39.5 34.0

BN_Adapt 27.5± 0.1 19.0± 0.4 39.6± 0.1 27.6± 0.1 28.4

T3A 40.3± 0.1 12.5± 0.1 35.7± 0.1 31.0± 0.4 29.9

TENT-episodic 26.9± 0.0 18.6± 0.4 38.4± 0.0 26.1± 0.1 27.5

TENT-online 21.7± 0.1 17.9± 0.2 37.6± 0.0 22.7± 0.2 25.0

SHOT-episodic 21.6± 0.0 11.8± 0.2 35.9± 0.0 22.0± 0.1 22.8

SHOT-online 21.0± 0.1 14.8± 0.0 35.5± 0.1 17.8± 0.1 22.3

TTT-episodic 20.9± 0.4 12.5± 0.1 40.2± 0.0 25.3± 0.1 24.8

TTT-online 20.0± 0.1 13.5± 0.0 42.2± 0.1 26.6± 0.1 25.6

MEMO-episodic 38.1± 0.1 10.8± 0.1 37.6± 0.0 39.4± 0.0 31.5

MEMO-online 85.2± 0.7 14.2± 1.1 91.3± 0.1 75.5± 0.4 66.6

across both evaluation protocols and different architectures (e.g., WideResNet40-2) as shown
in appendix G.3.

3 Benchmarking Toward Revolutionizing TTA

The efficacy of TTA is contingent upon the nature of distributional variations. Specifically,
the advantages demonstrated in previous research in the context of uncorrelated attribute
shifts cannot be extrapolated to other forms of distributional shifts, such as shifts in spurious
correlation, label shifts, and non-stationary shifts. In this section, we employ two evaluation
protocols previously outlined in §2 to re-evaluate commonly used datasets for distributional
shifts, as well as benchmarks for distributional shifts that have been infrequently or never
evaluated by prevalent TTA methods.
Table 1 and Table 2 summarizes the results of our experiments on all benchmarks for
distributional shifts. Details of evaluation setups can be found in appendix D.1.

Common distribution shifts. Here our evaluation of TTA performance primarily focuses
on three areas: synthetic co-variate shift (i.e. CIFAR10-C), natural shift (i.e. CIFAR10.1),
and domain generalization (i.e. OfficeHome and PACS). Except for online MEMO, all methods
improve average performance across four common distributional shifts, although the extent
of the adaptation performance gain varies among different TTA methods. Notably, online
MEMO resulted in a significant degradation in adaptation performance, with an average test
error of 66.6%, compared to 31.5% for episodic MEMO and 34.0% for the baseline, indicating
that MEMO is only effective in episodic adaptation settings. Additionally, BN_Adapt,
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Table 2: Adaptation performance (error in %) of TTA methods over OOD datasets
with two realistic distribution shifts. Dirichlet distribution is used to create non-i.i.d. test
streams; the smaller value of α is, the more severe the label shift will be. Optimal results in episodic
& online are highlighted by bold and blue respectively.

Spurious correlation shifts ↓ Label shifts on CIFAR10 ↓

ColoredMNIST Waterbirds (worst-group) α=0.0 α=0.1 α=1

Baseline 85.6 29.1 7.8± 2.3 5.5± 1.3 6.5± 0.8

BN_adapt 83.9± 0.2 38.1± 1.0 77.8± 1.7 64.5± 7.7 18.2± 1.0

T3A 88.1± 0.1 22.3± 0.2 15.9± 3.5 9.6± 0.7 7.2± 0.6

TENT-episodic 83.9± 0.2 37.7± 1.0 76.8± 1.9 63.3± 7.1 17.6± 0.8

TENT-online 84.3± 0.2 24.2± 0.4 76.3± 2.1 62.2± 6.5 16.2± 0.4

SHOT-episodic 83.0± 0.3 29.4± 0.3 10.1± 2.5 7.3± 1.0 6.6± 0.8

SHOT-online 89.7± 0.2 27.0± 0.7 39.1± 3.1 30.0± 3.3 10.7± 1.0

TTT-episodic 78.1± 0.1 28.2± 0.3 11.0± 3.0 5.8± 1.7 6.6± 1.6

TTT-online 67.1± 1.3 24.0± 1.9 9.0± 2.3 6.1± 1.3 7.2± 1.4

MEMO-episodic 84.9± 0.1 34.3± 0.1 0.1± 0.0 1.2± 0.9 4.5± 0.6

TENT, and TTT were unable to ensure improvement in adaptation performance on more
challenging and realistic distributional shift benchmarks, such as CIFAR10.1 and OfficeHome.
It should be noted that no single method consistently outperforms the others across all
datasets under our fair evaluation.

Spurious correlation shifts. To the best of our knowledge, this study represents the first
examination of the efficacy of dominant TTA methods in addressing spurious correlation shifts
as demonstrated in the ColoredMNIST and Waterbirds benchmarks. As shown in Table 2,
while some TTA methods demonstrate a reduction in error rate compared to the baseline,
none of TTA methods can improve performance on the ColoredMNIST benchmark, as even a
randomly initialized model exhibits a 50% error rate on this dataset. In terms of addressing
the spurious correlation shift in the Waterbirds dataset, only T3A and TTT can consistently
improve adaptation performance, as measured by worst-group error. TENT and SHOT
may potentially improve performance on Waterbirds, but only through the utilization of
impractical model selection techniques. The adaptation results presented in appendix H,
are obtained through the use of commonly accepted practices in terms of hyperparameter
choices, and adhere to the evaluation protocol established in previous research.

Label shifts. Boudiaf et al. (2022) and Gong et al. (2022a) have taken label shift into
account in their research, but they paired it with co-variate shift on CIFAR10-C. In contrast,
our work solely examines the effectiveness of various TTA methods in addressing label
shifts on the CIFAR10 dataset. The experimental results indicate that all TTA methods,
except the MEMO method, demonstrate a higher test error than the baseline under strong
label shift conditions. Specifically, TTA methods that heavily rely on the test batch for
recalculating Batch Normalization statistics, such as TENT and BN_Adapt, experience the
most significant performance degradation, with BN_Adapt incurring a 77.8% test error and
TENT experiencing over 76.0% error rate when the label shift parameter α is set to 0.01.

Non-stationary shifts. In Table 3 we report the adaptation performance of TTA meth-
ods on the temporally correlated CIFAR10-C dataset introduced in Gong et al. (2022a).
Additionally, we reproduce NOTE in TTAB, which is the current SOTA in the benchmark
of temporal correlated shifts. Our results indicate that, even with the appropriate model
selection, TENT and BN_Adapt still fail to improve adaptation performance in the presence
of non-stationary shifts. However, TTA methods (e.g., TTT and MEMO) demonstrate
substantial performance gains when adapting to the temporally correlated test stream, likely
due to their instance-aware adaptation strategies, which focus on individual test samples.
Surprisingly, MEMO outperforms NOTE in our implementation, which demonstrates the
necessity of proper model selection in the field.
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Table 3: Adaptation performance (error in %) of TTA methods on continual distribution
shifts. To make a fair comparison, we employ Batch Normalization (BN) layer and use the same
checkpoint with the other methods in NOTE-episodic and NOTE-online. We reproduce the original
implementation (with Instand-aware BN) and pretrain another base model in NOTE-online ⋆.

Cont. dist.
shifts

(CIFAR10-C)
Baseline 44.3

BN_adapt 79.9± 0.5

T3A 43.2± 0.3

TENT-episodic 79.2± 0.4
TENT-online 79.6± 0.4

SHOT-episodic 41.3± 0.1
SHOT-online 51.2± 2.0

TTT-episodic 27.8± 0.1
TTT-online 29.7± 0.9

MEMO-episodic 12.7± 0.1

NOTE-episodic 39.2± 0.1
NOTE-online 25.7± 0.1

NOTE-online ⋆ 21.8± 0.0

4 Conclusion

We have presented TTAB, a large-scale open-sourced benchmark for test-time adaptation.
Through thorough and systematic studies, we showed that current TTA methods fall short in
three aspects critical for practical applications, namely the difficulty in selecting appropriate
hyper-parameters due to batch dependency, significant variability in performance sensitive
to the quality of the pre-trained model, and poor efficacy in the face of certain classes of
distribution shifts. We hope the proposed benchmark will stimulate more rigorous and
measurable progress in future test-time adaptation research.
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A Preliminary and Related Work

Let DS = {XS ,YS} be the data from the source domain S and DT = {XT ,YT } be the
data from the target domain T to adapt to. Each sample and the corresponding true label
pair (xi, yi) ∈ XS × YS in the source domain follows a probability distribution PS(x, y).
Similarly, each test sample from the target domain and the corresponding label at test
time t, (x(t), y(t)) ∈ XT × YT , follows a probability distribution PT (x, y) where y(t) is
unknown for the learner. fθo(·) is a base model trained on labeled training data {(xi, yi)}Ni=1,
where θo denotes the base model parameters. During the inference state, there is a drastic
performance drop when encountering out-of-distribution test samples, namely x ∼ PT (x),
where PT (x) ̸= PS (x).

In contrast to traditional DA that uses DS and XT collected beforehand for adaptation,
TTA adapts a pre-trained model fθo(·) from DS , only by utilizing test sample x(t) obtained
at test time t. Episodic TTA is a stateless TTA variant that always performs adaptation on
the base model θo, where the adapted model θ⋆ will be discarded after the adaptation step.
Online TTA instead adapts θ⋆ (obtained from the previous adaptation step) on each new
incoming data.

One simple form of TTA is to update the statistics and/or parameters associated with the
batch normalization layers (Schneider et al., 2020; Wang et al., 2021). Yet, this design
choice is often limited to a narrow set of distribution shifts due to its inherent capacity
for adaptation (Burns & Steinhardt, 2021). To effectively update more parameters of deep
neural networks, e.g., the feature extractor, from unlabeled test examples, prior works
have explored a wide array of proxy objectives. A primary source of such a proxy lies in
the common properties of classification problems, e.g., entropy minimization (Liang et al.,
2020; Fleuret et al., 2021; Zhou & Levine, 2021), class prototypes (Li et al., 2020; Su
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et al., 2022; Yang et al., 2022), pseudo labels (Rusak et al., 2022; Li et al., 2021a), and
invariance to augmentation (Zhang et al.; Kundu et al., 2022). However, these techniques
are often heavily restricted to the cross-entropy loss of the main classification task, and
inherently inapplicable to regression problems, e.g., pose estimation (Li et al., 2021b).
Another line of work seeks more general proxies through self-supervised learning, e.g.,
rotation prediction (Sun et al., 2020), contrastive learning (Liu et al., 2021; Chen et al.,
2022), and masked auto-encoder (Gandelsman et al.). Nevertheless, they often share a
common downside in that modifying the training process for the auxiliary self-supervised
task is necessary but non-trivial. Some other recent works draw inspiration from related
problem domains and introduce components to robustify test-time adaptation. Examples
include test-time feature alignments (Liu et al., 2021; Eastwood et al.), generative style
transformation (Gao et al., 2022), and meta-learning (Zhang et al., 2021), to name a few.
Unfortunately, what often comes with a new method being proposed is the skepticism about
the efficacy and reproducibility of its precedents (Boudiaf et al., 2022), and yet no prior works
have systematically studied the state of the field. Unlike previous efforts introducing new
methods, our work makes a step to separate noises from actual progress in the existing ones
by establishing a comprehensive benchmark that reflects on the core ideas that stay across a
wide range of practical settings and, more importantly, the common pitfalls remaining in the
field, to which the future work should pay closer attention.

B Messages

We summarize some key messages of the manuscript here.

Limit 1: unfair evaluation in TTA

• Methods are evaluated under distinct model statuses and experimental setups, e.g.,
1. model quality used for the adaptation
2. pretraining procedure
3. optimizer used for the adaptation
4. learning rate
5. # of the adaptation steps per test mini-batch
6. size of the test min-batch
7. online v.s. offline adaptation
8. w/ v.s. w/o resetting model (episodic v.s. online)

• Methodology designs are biased to some specific neural architectures, and TTA
methods cannot be fairly evaluated over various neural architectures;

Limit 2: pitfalls of model selection in TTA

• due to the lack of validation set and label information during test time.
• batch-dependency issue emerged in the streaming test mini-batches makes the oracle

model selection method challenginga.
anote that the domain generalization field only starts to examine the time-varying

scenarios very recently (Yao et al., 2022)
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Take-away messages

• Improper evaluation in TTA methods. Hyperparameters have a strong influence on
the effectiveness of TTA, and yet they are exceedingly difficult to choose in practice
without prior knowledge of the properties and structures of distribution shifts. Even
when the labels of test examples are available, selecting the TTA hyperparameters for
model selection remains challenging, largely due to batch dependency during online
adaptation.

• Batch dependency is a significant issue restricting the performance of online TTA
methods. Tackling the batch dependency issue of TTA methods or enabling effective
model selection methods is beyond the scope of this manuscript and we leave it to
the whole community for future work.

• Pre-trained model quality matters for TTA methods. Even if hyperparameters are
optimally selected given oracle information in the test domain, the effectiveness of
TTA is not equal on different models. The degree of improvement strongly depends
on the quality of the pre-trained model, not only on its accuracy in the source domain
but also on its feature properties. Good practice in data augmentations (Hendrycks
et al., 2019; 2022) for out-of-distribution generalization leads to reverse effects for
TTA.

• The community of TTA needs a comprehensive benchmark such as TTAB to guard
effective progress. For example, even under ideal conditions where optimal hyperpa-
rameters are used in conjunction with suitable pre-trained models, existing methods
still perform poorly on certain classes of distribution shifts, such as correlation
shifts (Sagawa et al., 2019) and label shifts (Sun et al., 2022))

Table 4: Inconsistent evaluation of representative TTA methods. We only list some key
factors due to the space issue; more details refer to Limit 1 in appendix B. The “adjust pre-training”
results in distinct models and may dramatically impact the observations (see §2.2).
TTA methods Venue Adjust pretraining Access to source domain Reuse test data Coupled w/ BatchNorm Resetting model Optimizer

BN_Adapt (Schneider et al., 2020) NeurIPS 2020 ✗ ✗ ✗ ✓ ✗ -
SHOT (Liang et al., 2020) ICML 2020 ✗ ✗ ✓ ✗ ✗ SGD
TTT (Sun et al., 2020) ICML 2020 ✓ ✗ ✗ ✗ ✗ SGD
TENT (Wang et al., 2021) ICLR 2021 ✗ ✗ ✗ ✓ ✗ Adam & SGDm
T3A (Iwasawa & Matsuo, 2021) NeurIPS 2021 ✗ ✗ ✗ ✗ ✗ -
TTT++ (Liu et al., 2021) NeurIPS 2021 ✓ ✓ ✓ ✗ ✗ SGDm
TTAC (Su et al., 2022) NeurIPS 2022 ✗ ✓ ✗ ✗ ✗ SGDm
Conjugate PL (Goyal et al., 2022) NeurIPS 2022 ✗ ✗ ✗ ✓ ✗ Adam
MEMO (Zhang et al.) NeurIPS 2022 ✗ ✗ ✗ ✗ ✓ SGD
NOTE (Gong et al., 2022a) NeurIPS 2022 ✓ ✗ ✗ ✓ ✗ Adam

C The Limits of Evaluation for TTA Methods

C.1 Improper Evaluation in Prior Work

TTA methods are highly sensitive to the choices of hyperparameters. Selecting
hyperparameters for TTA methods is challenging in practice, due to the inaccessible knowledge
of the distribution shifts presented in the test streams. Existing evaluation usually leaves this
under-explored, either by reusing existing values in the literature regardless of the testing
scenario, or tuning in a limited region (see Table 4 for a reference). However, the effectiveness
of TTA methods is heavily dependent on the selection of hyperparameters: we can witness
from a comprehensive evaluation in Figure 3, an improper choice of hyperparameters can
lead to a significant degradation in accuracy, with a decrease of up to 59.2% for TENT and
64.4% for SHOT.

Inconsistent adaptation setups across methods further hinder fair evaluation.
To study the fairness of evaluation for TTA methods, we outline the key factors that
characterize the adaptation procedure of various TTA methods in Table 4. We observe
that even with a narrow range of settings, the experimental configurations for different TTA
methods vary greatly. The negative effect of this inconsistency would be further amplified by
the high sensitivity to the hyperparameter configurations, making it difficult to conduct a
fair evaluation across TTA methods.
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(a) TENT (b) SHOT

Figure 3: On the hyperparameter
sensitivity of TTA methods, for
evaluating the adaptation performance
(test accuracy) of TENT and SHOT
on CIFAR10-C (gaussian noise), under
the combinations of learning rate and #
of adaptation steps. This phenomenon
occurs in all corruption types.

C.2 Recent Regularization Techniques Proposed to Resist Batch
Dependency Problem

We further investigate the effectiveness of two recent regularization techniques originally pro-
posed for non-stationary data, namely Fisher regularizer (Niu et al., 2022b) and stochastically
restoring (Wang et al., 2022). Our results in Figure 4 of appendix C.2 indicate that while
these strategies may alleviate the negative effects of batch dependence to some extent, there is
currently no principle to trade-off the adaptation and regularization within a test batch, and
leave the challenge of balancing adaptation across batches touched. These techniques are in-
feasible to consider in model selection and cannot provide a fair assessment for TTA methods,
due to the increased sensitivity to their hyperparameters; see a significant variance caused
by the regularization method across different learning rates and adaptation steps in Figure 5.

(a) Fisher regularizer (b) Stochastic restoring

Figure 4: On the effect of fisher regularizer and stochastic restoring on batch dependency problem.

C.3 Optimal Model Selection for TTA is Non-trivial

Oracle model selection protocol also fails to solve the batch dependency issue in TENT and
NOTE as shown in Figure 6

D Implementation Details

D.1 Implementation Details of TTA Methods

Following prior work Gulrajani & Lopez-Paz (2021); Sun et al. (2020); Wang et al. (2022), we
use ResNet-18/ResNet-26/ResNet-50 as the base model on ColoredMNIST/CIFAR10-C/large-
scale image datasets and always choose SGDm as the optimizer. We choose method-specific
hyperparameters following prior work. Following Iwasawa & Matsuo (2021), we assign the
pseudo label in SHOT if the predictions are over a threshold which is 0.9 in our experiment
and utilize β = 0.3 for all experiments except β = 0.1 for ColoredMNIST just as Liang et al.
(2020). We set the number of augmentations B = 32 for small-scale images (e.g. CIFAR10-C,
CIFAR100-C) and B = 64 for large-scale image sets like ImageNet-C, becasue this is the
default option in Sun et al. (2020) and Zhang et al.. We simply set N = 0 that controls
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(a) Stochastic restoring: 1 steps (b) Fisher regularizer: 1 steps

(c) Stochastic restoring: 2 steps (d) Fisher regularizer: 2 steps

(e) Stochastic restoring: 3 steps (f) Fisher regularizer: 3 steps

(g) Stochastic restoring: 4 steps (h) Fisher regularizer: 4 steps

Figure 5: The standard deviation of stochastic restoring and Fisher regularizer when
considering multiple adaptation steps. Fisher regularizer (Niu et al., 2022b) aims to constrain
important model parameters from drastic changes to alleviate the error accumulated due to batch
dependency. Stochastically restoring (Wang et al., 2022) involves a small portion of model parameters
to their pre-trained values after adaptation on each test batch to prevent catastrophic forgetting. The
hyperparameter tuning for these two techniques is challenging due to the high degree of variability
inherent in these methods, which might impede their practical utility, particularly when compounded
by the issue of batch dependency.

the trade-off between source and estimated target statistics because it achieves performance
comparable to the best performance when using a batch size of 64 according to Schneider
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Figure 6: Oracle model selection also fails in TENT and NOTE under the online setting. Here we
use ResNet-26 as the base model and learning rate is equal to 0.005.

et al. (2020). Training-domain validation data is used to determine the number of supports
to store in T3A following Iwasawa & Matsuo (2021). We keep the average performance on
the dataset if it has multiple test domains (e.g., CIFAR10-C, OfficeHome) and calculate the
standard deviation over three different trials {2022, 2023, 2024}. We always examine the
highest severity of corrupted data throughout our study.

D.2 Implementation Details of TTAB Methods

To establish a consistent and realistic evaluation framework for TTA methods, we have
implemented several key choices. 1 In contrast to the inconsistent pre-training strategies
employed in previous studies, we have adopted a self-supervised learning approach utilizing
the rotation prediction task as an auxiliary head, in conjunction with standard data
augmentation techniques. This allows us to include TTT variants and maintain a consistent
level of model quality across different TTA methods. 2 For TTA methods that adapt a single
image at a time (such as MEMO and TTT), we have modified the optimization procedure to
accommodate larger batch sizes. Specifically, we have fixed the model parameters and accu-
mulated gradients computed for each sample in a batch, only updating the model parameters
once all samples have been adapted in a batch. Such a design excludes the unfairness caused
by varied mini-batch sizes. 3 We have utilized Stochastic Gradient Descent with momentum
for TTA throughout all experiments conducted in this work (see the discrepancy in Table 4).

D.3 Evluation setups for oracle model selection

To support our claims, we propose using an oracle-based model selection method specifically
designed for TTA under the online adaptation setting. We assume access to true labels and
select the optimal model (with early stopping) for each test batch with a sufficient number
of adaptation steps. This approach is expected to achieve the highest possible adaptation
performance per adaptation batch. The implementation is detailed in Algorithm 1.

For the sake of simplicity, we select the method-specific hyperparameters of each TTA
method following the prior work (see more details in appendix D.1), while focusing on
tuning two key adaptation-specific hyperparameters, namely learning rate and number of

17



Published at ICLR 2023 workshop on Trustworthy ML

Algorithm 1 Oracle model selection for online TTA

1: Input: model state θo, test sample x(t), true label y(t), maximum adaptation steps
M , learning rate η, objective function ℓ, update rule G, and model selection metric J .

2: procedure Oracle_model_selection(θ, . . .)
3: Initialize: m← 1,F ← {θ},θm ← θ

4: for m ∈ {1, · · · ,M} do
5: Compute loss ℓ̃ ≈ ℓ(θm;x(t))

6: Adapt parameters via θm+1 ← G(θm, η, ℓ̃)

7: F ← F ∪ θm+1

8: Select optimal model θ⋆←argmaxθ̃∈F J (θ̃, y(t))
9: return Pass θ⋆ to next test sample x(t+1)

time-slot

sampling

P(a1:K)

(a) formulation.

an unseen
style attribute

severity

label

(b) an example of
P(a1:K).

Figure 7: A formulation of test-time distribution shifts.

adaptation steps, which are highly relevant to the adaptation process detailed in ??. We
choose the maximum steps in Algorithm 1 as 50 according to our observation in Figure 3
and set the maximum steps as 25 in large-scale datasets due to the computational feasibility.

D.4 Evaluation setups for investigation of pre-trained model quality

We thoroughly examine the pre-trained model quality from the aspects of (1) disentangled
feature extractor and classifier, and (2) data augmentation.

1. We consider a model with decoupled feature extractor and classifier. We keep the check-
points with varying performance levels, generated from the pre-training phase using the
standard data augmentation technique (mentioned below). We then fine-tune a trainable
linear classifier for each frozen feature extractor from the checkpoints, using data with a uni-
form label distribution, to study the effect of the feature extractors (equivalently full model).
To study the effect of the linear classifiers, we freeze a well-trained feature extractor and
fine-tune trainable linear classifiers on several non-i.i.d. datasets created from a Dirichlet
distribution; we further use Dirichlet distribution to create non-i.i.d. test data streams.

2. We consider 5 data augmentation policies: (i) no augmentations, (ii) standard augmenta-
tion, i.e. random crops and horizontal flips, (iii) MixUp (Zhang et al., 2017) combined with
standard augmentations, (iv) AugMix (Hendrycks et al., 2019), and (v) PixMix (Hendrycks
et al., 2022). For each data augmentation method, we save the checkpoints from the
standard supervised pre-training phase to cover a wide range of pre-trained model qualities.

E TTAB: A PyTorch Testbed for Test-Time Adaptation
Benchmark

TTAB, our PyTorch testbed for reproducible and rigorous TTA research, lies at the center
of our large-scale benchmarking. The initial release comprises 9 algorithms, 6 distribution
shift benchmarks, and 2 proper evaluation protocols (those described in §2), as well as the
infrastructure to run all the experiments. The current version of TTAB focuses on image
classification, leaving for future work other types of tasks.

E.1 A Fine-Grained Formulation of Distribution Shifts

TTAB is built on top of a fine-grained formulation of distribution shifts, allowing great
flexibility and extensibility for arbitrary test scenarios in future TTA research. Similar
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to Wiles et al. (2022), here we generalize notations in ?? and decompose data into an
underlying set of factors of variations: we assume a joint distribution P of (i) inputs x and
(ii) corresponding attributes a1:K := {a1, . . . ,aK}, where ak is sampled from a finite set.

A fine-grained formulation for test-time distribution shifts is formulated in Figure 7. Fig-
ure 7(a) decipts an overall framework, by considering 1 the underlying distribution of
attribute values P(a1:K), 2 sampling operators (e.g., # of sampling trials and sampling
distribution), and 3 the concatenation of sampled data over time-slots. Figure 7(b) further
elaborates a potential shift caused by three attributes, covering most of the realistic cases
illustrated below:

1. attribute-relationship drift (a.k.a. spurious correlation): attributes are correlated under
PS but not PT .

2. attribute-values drift—the distribution of attribute values under PS are differ from that
of PT . Its extreme case generalizes to the shift that some attribute values are unseen
under PS but are under PT .

E.2 Benchmark Overview

Datasets. TTAB includes data loaders for 6 standard benchmarks of distribution shifts.
These are CIFAR10-C, CIFAR10.1, OfficeHome, PACS, ColoredMNIST, and Waterbirds.
More datasets details can be found in appendix F. It is noteworthy that the design in
appendix E.1 enables TTAB to be easily extended to other datasets and test scenarios.

Algorithms. TTAB currently has 9 TTA methods: Test-time Normalization
(BN_Adapt (Schneider et al., 2020)), Test Entropy Minimization (TENT (Wang
et al., 2021)), Test-time Template Adjuster (T3A (Iwasawa & Matsuo, 2021)), Source Hy-
pothesis Transfer (SHOT (Liang et al., 2020)), Test-time Training (TTT (Sun et al., 2020)),
Marginal Entropy Minimization (MEMO (Zhang et al.)), NOn-i.i.d. TEst-time adaptation
(NOTE (Gong et al., 2022a)), Fisher Regularizer (Niu et al., 2022a), and stochastically restor-
ing model parameters (Wang et al., 2022). The modular design of the TTAB codebase allows
seamless integration of the algorithm with other components (e.g. test dataset, test scenarios,
and model selection). Other implementation details of TTAB can be found in appendix D.2.

F Datasets

TTAB includes downloaders and loaders for all image classification tasks considered in our
work:

• ColoredMNIST Arjovsky et al. (2019) is a variant of the MNIST handwritten
digit classification dataset. Domain d ∈ {0.1, 0.3, 0.9} contains a disjoint set of digits
colored either red or blue. The label is a noisy function of the digit and color, such
that color bears correlation d with the label and the digit bears correlation 0.75
with the label. This dataset contains 70000 examples of dimension (2, 28, 28) and 2
classes.

• OfficeHome Venkateswara et al. (2017) comprises four domains d ∈ { art, clipart,
product, real }. This dataset contains 15,588 examples of dimension (3, 224, 224)
and 65 classes.

• PACS Li et al. (2017) comprises four domains d ∈ { art, cartoons, photos, sketches
}. This dataset contains 9,991 examples of dimension (3, 224, 224) and 65 classes.

• CIFAR10 Krizhevsky et al. (2009) consists of 60000 32x32 colour images in 10
classes, with 6000 images per class. There are 50000 training images and 10000 test
images.

• CIFAR10-C Hendrycks & Dietterich (2019) is a dataset generated by adding 15
common corruptions + 4 extra corruptions to the test images in the Cifar10 dataset.

• CIFAR10.1 Recht et al. (2018) contains roughly 2,000 new test images that were
sampled after multiple years of research on the original CIFAR-10 dataset. The data
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collection for CIFAR-10.1 was designed to minimize distribution shift relative to the
original dataset.

• Waterbirds Sagawa et al. (2019) is constructed by cropping out birds from photos
in the Caltech-UCSD Birds-200-2011 (CUB) dataset and transferring them onto
backgrounds from the Places dataset.

G Model Quality

G.1 On the influence of feature extractor

In Figure 8, we show the results of investigating the influence of linear classifier on TTA.

(a) BN_Adapt. (b) TENT. (c) SHOT. (d) T3A.

Figure 8: The impact of model quality on TTA performance, in terms of OOD v.s. OOD
(TTA) on CIFAR10-C. We save the checkpoints from the pre-training phase of ResNet-26 with
standard augmentation. The OOD generalization performance has a significant impact on the overall
performance (i.e. averaged accuracy of all corruption types) of various TTA methods. Our analysis re-
veals a strong correlation between model quality and the effectiveness of TTA methods. Furthermore,
certain TTA methods, specifically SHOT, may not provide an improvement in performance on OOD
datasets and may even result in a decrease in performance when applied to models of low quality.

G.2 On the influence of linear classifier

In Figure 9, we show the results of investigating the influence of linear classifier on TTA.

G.3 On the Influence of Data Augmentation

In Figure 10, Figure 11, and Figure 12, we show more data augmentation results across
different model architectures and different evaluation protocols.

H Additional Results

In Table 5, we observe that for each TTA method, if following the evaluation setting in prior
work, only T3A and TTT can enhance adaptation performance in terms of worst-group
error.

Table 5: TTA performance on Waterbirds using the common practice of hyperparameter choices
and following the main setting in prior work.

Methods Test average error ↓ Test worst-group error ↓
Baseline (ResNet50-JT) 2.22 29.1
BN_Adapt 2.73± 0.1 38.0± 0.2
T3A 2.27± 0.1 21.5± 0.2
TENT-online 2.69± 0.2 34.1± 0.3
SHOT-online 7.82± 0.2 42.8± 0.5
TTT-online 5.0± 0.1 23.0± 0.2
MEMO-episodic 3.67± 0.1 45.0± 0.1

I Additional Related Work

Unsupervised Domain Adaptation Unsupervised Domain Adaptation (UDA) is a
technique aimed at enhancing the performance of a target model in scenarios where there is
a shift in distribution between the labeled source domain and the unlabeled target domain.
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(a) domain #0 (b) domain #1 (c) domain #2 (d) domain #3

domain #0 (%) ↓ domain #1 (%) ↓ domain #2 (%) ↓ domain #3 (%) ↓
Baseline 12.6 96.5 79.9 76.1

BN_Adapt 6.6 98.9 88.2 81.4

T3A 28.3 95.1 74.1 72.4

TENT 6.6 98.9 88.3 81.6

SHOT 6.3 96.5 77.4 73.1

TTT 5.2 96.5 77.0 70.8

MEMO 10.0 97.9 85.1 80.0

Figure 9: Adaptation performance (error) of TTA methods over CIFAR10-C with
different label shifts. (a) test domain #0: α = 0.1, same label distribution with training
environment. (b) test domain #1: α = 0.1, different label distribution with training environment.
(c) test domain #2: α = 1. (d) test domain #3: uniformly distributed test stream. We investigate
the impact of the degree of non-i.i.d.-ness in the fine-tuning dataset on the performance of the
linear classifier. Our findings reveal that the quality of the linear classifier plays a crucial role in
determining the effectiveness of TTA methods, as they can only enhance performance on test data
that shares similar i.i.d.-ness and label distribution characteristics. Despite utilizing a well-trained
feature extractor, the quality of the linear classifier remains a significant determining factor in the
overall performance of TTA methods.

UDA methods typically seek to align the feature distributions between the two domains
through the utilization of discrepancy losses (Long et al., 2015) or adversarial training (Ganin
& Lempitsky, 2015; Tsai et al., 2018).

Domain Generalization Our work is also related to DG (Muandet et al., 2013; Blanchard
et al., 2011) in a broad sense, due to the shared goal of bridging the gap of distribution
shifts between the source domain and the target domain. Also, DG and TTA may share
similar constraints on model selection for lacking label information in the target domain.
DomainBed Gulrajani & Lopez-Paz (2021) highlights the necessity of considering model
selection criterion in DG and concludes that ERM (Vapnik, 1998) outperforms the state-of-
the-art in terms of average performance after carefully tuning using model selection criteria.

Distribution Shift Benchmarks. Distribution shift has been widely studied in the
machine learning community. Prior works have covered a wide range of distribution
shifts. The first line of such benchmarks applies different transformations to object recog-
nition datasets to induce distribution shifts. These benchmarks include: (1) CIFAR10-C
& ImageNet-C (Hendrycks & Dietterich, 2019), ImageNet-A (Hendrycks et al., 2021b),
ImageNet-R (Hendrycks et al., 2021a), ImageNet-V2 (Recht et al., 2019), and many others;
(2) ColoredMNIST (Arjovsky et al., 2019), which makes the color of digits a confounder.
Most recent benchmarks collect sets of images with various styles and backgrounds, such as
PACS (Li et al., 2017), OfficeHome (Venkateswara et al., 2017), DomainNet (Peng et al.,
2019), and Waterbirds (Sagawa et al., 2019). Unlike most prior works that assume a specific
stationary target domain, the study on continuous TTA that considers continually changing
target data becomes more and more popular in the field. Recently, a few works have con-
structed datasets and benchmarks for scenarios under temporal shifts. Gong et al. (2022b)
builds a temporally correlated test stream on CIFAR10-C sample by a Dirichlet distribution,
where most existing TTA methods fail dramatically. Wild-Time (Yao et al., 2022) benchmark
consists of 5 datasets that reflect temporal distribution shifts arising in a variety of real-world
applications, including patient prognosis and news classification. Studies on fairness and
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(a) BN_Adapt (b) TENT (c) SHOT

(d) BN_Adapt (e) TENT (f) SHOT

(g) BN_Adapt (h) TENT (i) SHOT

Figure 10: The effect of data augmentation on TTA performance in the target domain.
TENT and SHOT use episodic adaptation with oracle model selection and choose ResNet-26 as the
base model.

bias (Mehrabi et al., 2021) have investigated the detrimental impact of spurious correlation in
classification (Geirhos et al., 2018) and conservation (Beery et al., 2020). To our knowledge,
there have been rare TTA work focused on tackling spurious correlation shifts.
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(a) BN_Adapt (b) TENT (c) SHOT

(d) BN_Adapt (e) TENT (f) SHOT

(g) BN_Adapt (h) TENT (i) SHOT

Figure 11: The effect of data augmentation on TTA performance in the target domain.
TENT and SHOT use online adaptation without oracle model selection and grid search the best
performance. We use ResNet-26 as the base model here.
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(a) BN_Adapt (b) TENT (c) SHOT

(d) BN_Adapt (e) TENT (f) SHOT

(g) BN_Adapt (h) TENT (i) SHOT

Figure 12: The effect of data augmentation on TTA performance in the target domain.
TENT and SHOT use episodic adaptation with oracle model selection and choose WideResNet40-2
as the base model.

24


	Preliminary and Related Work
	Messages
	The Limits of Evaluation for TTA Methods
	Improper Evaluation in Prior Work
	Recent Regularization Techniques Proposed to Resist Batch Dependency Problem
	Optimal Model Selection for TTA is Non-trivial

	Implementation Details
	Implementation Details of TTA Methods
	Implementation Details of TTAB Methods
	Evluation setups for oracle model selection
	Evaluation setups for investigation of pre-trained model quality

	TTAB: A PyTorch Testbed for Test-Time Adaptation Benchmark
	A Fine-Grained Formulation of Distribution Shifts
	Benchmark Overview

	Datasets
	Model Quality
	On the influence of feature extractor
	On the influence of linear classifier
	On the Influence of Data Augmentation

	Additional Results
	Additional Related Work

