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Abstract

Our objective in this paper is to probe large vision models to determine to what
extent they ‘understand’ different physical properties of the 3D scene depicted in
an image. To this end, we make the following contributions: (i) We introduce a
general and lightweight protocol to evaluate whether features of an off-the-shelf
large vision model encode a number of physical ‘properties’ of the 3D scene,
by training discriminative classifiers on the features for these properties. The
probes are applied on datasets of real images with annotations for the property.
(ii) We apply this protocol to properties covering scene geometry, scene material,
support relations, lighting, and view-dependent measures, and large vision models
including CLIP, DINOv1, DINOv2, VQGAN, Stable Diffusion. (iii) We find that
features from Stable Diffusion and DINOv2 are good for discriminative learning
of a number of properties, including scene geometry, support relations, shadows
and depth, but less performant for occlusion and material, while outperforming
DINOv1, CLIP and VQGAN for all properties. (iv) It is observed that different
time steps of Stable Diffusion features, as well as different transformer layers
of DINO/CLIP/VQGAN, are good at different properties, unlocking potential
applications of 3D physical understanding. Our project page is https://www.
robots.ox.ac.uk/~vgg/research/phy-sd/.

1 Introduction

The large-scale pre-trained vision foundation models have achieved great success in computer vision
tasks, including classification (CLIP [18, 30]), segmentation (DINO [5, 27]), and image generation
(VQGAN [11], Stable Diffusion [31]) with strong generalisation capabilities. However, they are
mainly trained with 2D images, which are the projection of the 3D physical world. This naturally
raises the question of to what extent these large-scale vision models have learned about the 3D scene
depicted with only the 2D images. Our objective in this paper is to investigate this question, and we
do this precisely by determining whether features from these large-scale pre-trained vision models
can be used to estimate the true geometric and physical properties of the 3D scene. If they can, then
that is evidence that the models encode the 3D properties. For example, as an indication that Stable
Diffusion is 3D and physics aware, Figure 1 shows the result of the off-the-shelf Stable Diffusion
model [31] inpainting masked regions in real images – it correctly predicts shadows and supporting
structures.
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Figure 1: Motivation: What do large vision models know about the 3D scene? We take Stable
Diffusion as an example because Stable Diffusion is generative, and so its output is an image that
can be judged directly for verisimilitude. The Stable Diffusion inpainting model is here tasked with
inpainting the masked region of the real images. It correctly predicts a shadow consistent with the
lighting direction (top), and a supporting structure consistent with the scene geometry (bottom). This
indicates that the Stable Diffusion model generation is consistent with the geometry (of the light
source direction) and physical (support) properties. These examples are only for illustration and we
probe a general Stable Diffusion network to determine whether there are explicit features for such 3D
scene properties. The appendix provides more examples of Stable Diffusion’s capability to predict
different physical properties of the scene.

To answer this question, we propose a general and lightweight evaluation protocol to systematically
and efficiently ‘probe’ a pre-trained network on its ability to represent a number of ‘properties’ of the
3D scene and viewpoint. The protocol could be used for any network and any property of interest.
We have probed properties including: 3D structure and material of the scene, such as surface layout;
lighting, such as object-shadow relationships; and viewpoint dependent relations such as occlusion
and depth.

The protocol involves three steps: First, a suitable real image evaluation dataset is selected that
contains ground truth annotations for the property of interest, for example the SOBA dataset [41]
is used to probe the understanding of lighting, as it has annotations for object-shadow associations.
This provides a train/val/test set for that property; Second, a grid search is carried out over the layers
and time steps of the Stable Diffusion model, and transformer layers for other models, to select the
optimal feature for determining that property. The selection involves learning the weights of a simple
linear classifier for that property (e.g. ‘are these two regions in an object-shadow relationship or not’);
Third, the selected feature (layer, time step) and trained classifier are evaluated on a test set, and its
performance answers the question of how well the model ‘understands’ that property.

In short, we probe scene geometry, material, support relation, shadow, occlusion and depth, to answer
the question “To what extent do large vision models encode 3D properties of the scene?". We apply
this protocol to a wide range of networks that are trained at large scale, including OpenCLIP [18, 30],
DINOv1 [5], DINOv2 [27], and VQGAN [11]. This covers networks trained generatively (Stable
Diffusion), with self-supervision (DINOv1 & DINOv2), with weak supervision (OpenCLIP), and by
auto-regression (VQGAN).

From our investigation, we make three observations: First, the Stable Diffusion and DINOv2 networks
have a good ‘understanding’ of the scene geometry, support relations, the lighting, and the depth of a
scene, with Stable Diffusion and DINOv2 having a similar and high prediction performance for these
properties. However, their prediction of material and occlusion is poorer. Second, Stable Diffusion
and DINOv2 generally demonstrate better performance for 3D properties than other networks trained
at large scale: OpenCLIP, DINOv1, and VQGAN. Third, different time steps of Stable Diffusion
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features, as well as different transformer layers of DINO/CLIP/VQGAN, perform best for different
3D physical properties.

Why is an understanding of the networks’ ability to predict 3D properties useful? There are four
reasons: (1) It begins to answer the scientific question of the extent to which these networks implicitly
model the 3D scene; (2) The features we determined that are able to predict 3D physical properties can
be used for this task, e.g. to predict shadow-object associations or support relations. This could either
be carried out directly by incorporating them in a prediction network, in the manner of [51]; or they
can be used indirectly as a means to train a feed forward network to predict the properties [42, 43]; (3)
By knowing what properties Stable Diffusion is not good at, we have a way to spot images generated
by Stable Diffusion, as has been done by [32]; (4) It also reveals which properties the network could
be trained further on to improve its 3D modelling, e.g., via extra supervision for that property.

2 Related Work

2.1 Exploration of Pre-trained Models

Building on the success of large-scale vision networks, there has been significant interest from the
community to understand what has been learned by these complex models. On discriminative models,
for example, [26, 49] propose inverse reconstruction to directly visualize the acquired semantic
information in various layers of a trained classification network; [12, 13, 57] demonstrate that scene
classification networks have remarkable localization ability despite being trained on only image-level
labels; and [10, 34, 37] use the gradients of any target concept, flowing into the final convolutional
layer to produce a saliency map highlighting important regions in the image for predicting the concept.
In the more recent literature, [7] explores what has been learned in the powerful transformer model
by visualizing the attention map.

On generative models, researchers have mainly investigated what has been learned in GANs, for
example, GAN dissection [3] presents an analytic framework to visualize and understand GANs at
the unit-, object-, and scene-level; [44] analyse the latent style space of StyleGANs [20]. The most
recent work [32] studies the 3D geometric relations in generated images, such as vanishing points
and shadows, and notes that the errors made can be used to discriminate real from generated images.

There is concurrent work [1] exploring the capability of predicting depth, surface normal and
geometric correspondence for visual foundation models. To probe the depth and surface normal
capability, a prediction network is trained using frozen multi-layer features from the foundation
models. The capability for computing geometric correspondence between images is investigated
using the dense spatial feature maps directly. In contrast to their work, we have studied a wider range
of properties, covering both 3D geometric properties and 3D physical properties. Additionally, we
have proposed a simple, general, yet efficient protocol for any property and any model, and have
investigated the performance of different time steps and layers of models for different properties.

2.2 Exploitation of Pre-trained Models

Apart from understanding the representation in pre-trained models, there has been a recent trend
for exploiting models trained at large scale, to tackle a series of downstream tasks. For example,
leveraging generative models for data augmentation in recognition tasks [16, 19], utilising large
vision models for semantic segmentation [2, 46], open-vocabulary segmentation [23], depth map
estimation [21, 28, 35, 47, 48, 53, 56], correspondence estimation [17, 25, 27, 38, 54] and pose
estimation [15, 55]. More recently, [4] searched for intrinsic offsets in a pre-trained StyleGAN for a
range of downstream tasks, predicting normal maps, depth maps, segmentations, albedo maps, and
shading.

2.3 3D Physical Scene Understanding

There have been works studying different 3D physical properties for scene understanding, including
shadows [40, 41], material [39], occlusion [50], scene geometry [24], support relations [36] and
depth [36]. However, these works focus on one or two physical properties, and most of them require
training a model for the property in a supervised manner. In contrast, we use a single model to predict
multiple properties, and do not train the features.
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Table 1: Overview of the datasets and training/evaluation statistics for the properties inves-
tigated. For each property, we list the image dataset used, and the number of images for the train,
val, and test set. 1000 images are used for testing if the original test set is larger than 1000 images.
Regions are selected in each image, and pairs of regions are used for all the probe questions.

Property: Same
Plane

Perpendicular
Plane Material Support

Relation Shadow Occlusion Depth

Dataset: ScanNetv2 ScanNetv2 DMS NYUv2 SOBA Sep. COCO NYUv2

Images
# Train 400 400 400 400 400 400 400

# Val 100 100 100 100 100 100 100
# Test 1000 1000 1000 654 160 983 654

Regions
# Train 7600 4493 4997 8943 3576 6799 8829

# Val 1844 1112 1180 1968 976 1677 2075
# Test 17159 10102 11364 13968 1176 16993 13992

Pairs
# Train 14360 17530 18520 13992 7152 19238 15322

# Val 3498 4232 4284 2874 1952 4724 3786
# Test 32654 38640 41824 21768 2352 44266 24880

3 Method – Properties, Datasets, and Classifiers

Our goal is to examine the ability of large-scale vision models to understand different physical
and geometrical properties of the 3D scene, including: scene geometry, material, support relations,
shadows, occlusion and depth. Specifically, we conduct linear probing of the features from different
layers and time steps of the Stable Diffusion model, and different transformer layers for other models
including OpenCLIP, DINOv1, DINOv2 and VQGAN. First, we set up the questions for each property
(Section 3.1); and then select real image datasets with ground truth annotations for each property
(Section 3.2). We describe how a classifier is trained to answer the questions, and the grid search for
the optimal time step and layer to extract a feature for predicting the property in Section 3.3.

3.1 Properties and Questions

Here, we study the large vision model’s ability to predict different properties of the 3D scene; the
properties cover the 3D structure and material, the lighting, and the viewpoint. For each property,
we propose questions that classify the relationship between a pair of Regions, A and B, in the same
image, based on the features extracted from the large vision model. The properties and questions are:

• Same Plane: ‘Are Region A and Region B on the same plane?’

• Perpendicular Plane: ‘Are Region A and Region B on perpendicular planes?’

• Material: ‘Are Region A and Region B made of the same material?’

• Support Relation: ‘Is Region A (object A) supported by Region B (object B)?’

• Shadow: ‘Are Region A and Region B in an object-shadow relationship?’

• Occlusion: ‘Are Region A and Region B part of the same object but, separated by occlusion?’

• Depth: ‘Does Region A have a greater average depth than Region B?’

We choose these properties as they exemplify important aspects of the 3D physical scene: the Same
Plane and Perpendicular Plane questions probe the 3D scene geometry; the Material question probes
what the surface is made of, e.g., metal, wood, glass, or fabric, rather than its shape; the Support
Relation question probes the physics of the forces in the 3D scene; the Shadow question probes the
lighting of the scene; the Occlusion and Depth questions depend on the viewpoint, and probe the
disentanglement of the 3D scene from its viewpoint.
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Original Image Region A Region CRegion B

negative pair
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Figure 2: Example images for probing scene geometry. The first row shows a sample annotation
for the same plane, and the second row is a sample annotation for perpendicular plane. Here, and in
the following figures, (A, B) are a positive pair, while (A, C) are negative. The images are from the
ScanNetv2 dataset [8] with annotations for planes from [24]. In the first row, the first piece of floor
(A) is on the same plane as the second piece of floor (B), but is not on the same plane as the surface
of the drawers (C). In the second row, the table top (A) is perpendicular to the wall (B), but is not
perpendicular to the stool top (C).

3.2 Datasets

To study the different properties, we adopt various off-the-shelf real image datasets with annotations
for the different properties, where the dataset used depends on the property. We repurpose each
dataset to support probe questions of the form: D = {(RA, RB , y)1, . . . , (RA, RB , y)n}, where RA,
RB denote a pair of regions, and y is the binary label indicating the answer to the considered question
of the probed property. For each property, we create a train/val/test split from those of the original
datasets, if all three splits are available. While for dataset with only train/test splits available, we
divide the original train split into our train/val splits. Table 1 summarises the datasets used and the
statistics of the splits used. We discuss each property and dataset in more detail next.

Same Plane. We use the ScanNetv2 dataset [8] with annotations of planes from [24]. Regions are
obtained via splitting plane masks into several regions. A pair of regions are positive if they are on
the same plane, and negative if they are on different planes. The first row of Figure 2 is an example.

Perpendicular Plane. We use the ScanNetv2 dataset [8]. We use the annotations from [24] which
provide segmentation masks as well as plane parameters for planes in the image, so that we can
obtain the normal of planes to judge whether they are perpendicular or not. A pair of regions are
positive if they are on perpendicular planes, and negative if they are not on perpendicular planes. The
second row of Figure 2 is an example.

Material. We adopt the recent DMS dataset [39] to study the material property, which provides
dense annotations of material category for each pixel in the images. Therefore, we can get the mask
of each material via grouping pixels with the same material label together. In total, there are 46
pre-defined material categories. Regions are obtained by splitting the mask of each material into
different connected components, i.e., they are simply groups with the same material labels, yet not
connected. A pair of regions are positive if they are of the same material category, and negative if
they are of different material categories. First row of Figure 3 is an example.

Support Relation. We use the NYUv2 dataset [36] to probe the support relation. Segmentation
annotations for different regions (objects or surfaces) are provided, as well as their support relations.
Support relation here means an object is physically supported by another object, i.e., the second object
will undertake the force to enable the first object to stay at its position. Regions are directly obtained
via the segmentation annotations. A pair of regions are positive if the first region is supported by the

5



Original Image Region A Region CRegion B

negative pair

positive pair

Figure 3: Example images for probing material, support relation and shadow. The first row is for
material, the second row for support relation, and the third row for shadow. First row: the material
images are from the DMS dataset [39]. The paintings are both covered with glass (A and B) whereas
the curtain (C) is made of fabric. Second row: the support relation images are from the NYUv2
dataset [36]. The paper (A) is supported by the table (B), but it is not supported by the chair (C).
Third row: the shadow images are from the SOBA dataset [41]. The person (A) has the shadow (B),
not the shadow (C).

second region, and negative if the first region is not supported by the second region. Second row of
Figure 3 is an example.

Shadow. We use the SOBA dataset [40, 41] to study the shadows which depend on the lighting of the
scene. Segmentation masks for each object and shadow, as well as their associations are provided in
the dataset annotations. Regions are directly obtained from the annotated object and shadow masks.
In a region pair, there is one object mask and one shadow mask. A pair of regions are positive if the
shadow mask is the shadow of the object, and negative if the shadow mask is the shadow of another
object. Third row of Figure 3 is an example.

Occlusion. We use the Seperated COCO dataset [50] to study the occlusion (object seperation)
problem. Regions are different connected components of objects (and the object mask if it is not
separated), i.e., groups of connected pixels belonging to the same object. A pair of regions are positive
if they are different components of the same object separated due to occlusion, and negative if they
are not from the same object. First row of Figure 4 is an example.

Depth. We use the NYUv2 dataset [36], which provides mask annotations for different objects and
regions, together with depth for each pixel. A pair of regions are positive if the first region has a
greater average depth than the second region, and negative if the first region has a less average depth
than the second region. The average depth of a region is calculated via the average of depth value of
each pixel the region contains. Second row of Figure 4 is an example.

3.3 Property Probing

Take Stable Diffusion as an example, we aim to determine which features best represent different
properties. To obtain features from an off-the-shelf Stable Diffusion network, we follow the approach
of [38] used for DIFT, where noise is added to the input image in the latent space, and features are
extracted from different layers and time steps of the model. While probing the properties, linear
classifiers are used to infer the relationships between regions. The region representation is obtained
by a simple average pooling of the diffusion features over the annotated region or object.
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Figure 4: Example images for probing viewpoint-dependent properties (occlusion & depth). The
first row is for occlusion and the second row is for depth. First row: the occlusion images are from the
Separated COCO dataset [50]. The sofa (A) and the sofa (B) are part of the same object, whilst the
monitor (C) is not part of the sofa. Second row: the depth images are from the NYUv2 dataset [36].
The chair (A) is farther away than the object on the floor (B), but it is closer than the cupboard (C).

Extracting Stable Diffusion Features. We add noise ϵ ∼ N (0, I) of time step t ∈ [0, T ] to the input
image x0’s latent representation z0 encoded by the VAE encoder:

zt =
√
αtz0 + (

√
1− αt)ϵ (1)

and then extract features from the immediate layers of a pre-trained diffusion model, fθ(·) after
feeding zt and t in fθ (fθ is a U-Net consisting of 4 downsampling layers and 4 upsampling layers):

Ft,l = fθl(zt, t) (2)

where fθl is the l-th U-Net layer. In this way, we can get the representation of an image Ft,l at time
step t and l-th U-Net layer for the probe. We upsample the obtained representation to the size of
the original image with bi-linear, then use the region mask to get a region-wise feature vector, by
averaging the feature vectors of each pixel it contains, i.e., average pooling.

vk,t,l = avgpool(Rk ⊙ upsample(Ft,l)) (3)

where vk,t,l is the feature vector of the k-th region Rk. ⊙ here is a per-pixel product of the region
mask and the feature. For other models, including CLIP, DINOv1, DINOv2 and VQGAN, we feed
the image into the ViT/Transformer and extract features from different layers. Then use average
pooling as in Equation 3 to obtain the feature for each region.

Linear Probing. After extracting features from large-scale vision models, we use a linear classifier
(a linear SVM) to examine how well these features can be used to answer questions to each of the
properties. Specifically, the input of the classifier is the difference or absolute difference between the
feature vectors of Region A and Region B, i.e., vA − vB or |vA − vB |, and the output is a Yes/No
answer to the question. Denoting the answer to the question as Q, then since the questions about Same
Plane, Perpendicular Plane, Material, Shadow and Occlusion are symmetric relations, Q(vA, vB) =
Q(vB , vA). However, the questions about Support Relation and Depth are not symmetric. Thus,
we use |vA − vB | (a symmetric function) as input for the first group of questions, and vA − vB
(non-symmetric) for the rest of questions. We train the linear classifier on the train set via the
positive/negative samples of region pairs for each property; do a grid search on the validation set to
find (i) the optimal time step t (only for Stable Diffusion), (ii) the U-Net layer l for Stable Diffusion
and the Transformer layer l for other models, and (iii) the SVM regularization parameter C; and
evaluate the performance on the test set. The grid search is only feasible because our proposed
protocol is lightweight, and can assess the effectiveness of features for different downstream tasks
with minimal resource demands.
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4 Experiments

In this section, we first give details of the grid search method in Section 4.1. We then give the linear
probing grid search results on features from Stable Diffusion in Section 4.2 and from other networks
trained at scale in Section 4.3. Finally, we compare all models on the test set in Section 4.4.

4.1 Implementation Details and Evaluation Metric

Implementation Details. For each property, we sample the same number of positive / negative pairs,
to maintain a balanced evaluation set. In terms of the linear SVM, we tune the penalty parameter C
on the val split to find the best C for each property. Therefore, we are grid searching 3 parameters on
the val set, namely, Timestep t ranging from 1 to 1000 (only for Stable Diffusion), U-Net Layer l
covering the 4 downsampling and 4 upsampling layers for Stable Diffusion and Transformer Layer l
for other networks, and the SVM penalty parameter C ranging over 0.001, 0.01, 0.1, 1, 10, 100, 1000.
The timestep is searched with a stride of 20 steps, since the difference in performance around the
optimal value varies by less than 0.01 within 20 steps. In practice the C parameter is always between
0.1 and 1, so we carry out a finer search over values between 0.1 and 1.0 in steps of 0.1. The linear
SVM is solved using the libsvm library [6] with the SMO algorithm, to get the unique global optimal
solution. Please refer to the appendix for more implementation details.

Evaluation Metric. All protocols are binary classification, therefore, we use ROC Area Under
the Curve (AUC Score) to evaluate the performance of the linear classifier, as it is not sensitive to
different decision thresholds.

4.2 Results for Stable Diffusion

𝐸!
𝐸"
𝐸#𝐸$𝐷$𝐷#𝐷"𝐷!

(a) (b) (c)

Figure 5: (a) Nomenclature for the U-Net Layers. We probe 4 downsampling encoder layers E1-E4

and 4 upsampling decoder layers D1-D4 of the Stable Diffusion U-Net. (b) A prediction failure
for Material. In this example the model does not predict that the two regions are made of the same
material (fabric). (c) A prediction failure for Occlusion. In this example the model does not predict
that the two regions belong to the same object (the sofa).

Table 2: SVM grid search results of Stable Diffusion features. For each property, we train the
linear SVM on the training set and grid search the best combination of time step, layer, and C on
the validation set. The ROC AUC score (%) is reported on the validation set using the selected
combination.

Property Time Step Layer C Val AUC

Same Plane 360 D3 0.4 97.3
Perpendicular Plane 160 D3 0.5 88.5
Material 20 D3 0.5 81.5
Support Relation 120 D3 1.0 92.6
Shadow 160 D3 0.8 95.4
Occlusion 180 D3 0.3 83.8
Depth 60 D3 0.9 99.2

The results for grid search are shown in Table 2. For Stable Diffusion U-Net Layer, Dl means the
l-th layer of the U-Net decoder, i.e., upsampling layer, from outside to inside (right to left), and we
provide an illustration of the layers in Figure 5(a).

We can make observations: First, the best time step for different properties varies, but the optimal
time step is usually before 400. This is expected as a large time step adds too much noise, so not
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much information is contained about the image. Second, in terms of the layer, the best U-Net layer
is always D3 in the decoder rather than the encoder. The optimal layer is in the middle, as D1 is
too close to the noise space and D4 has just started decoding. Further explorations using Stable
Diffusion features for downstream tasks could thus start from the U-Net decoder layers, especially
D3. Third, in terms of the performance on the test set, we find that Stable Diffusion can understand
very well about scene geometry, support relations, shadows, and depth, but it is less performant at
predicting material and occlusion. Examples of its failure are shown in Figure 5 (b) (c). As noted
in [50] and [22], grouping all separated parts of an object due to occlusion remains challenging even
for state-of-the-art detection and segmentation models. The appendix gives grid search results at all
time steps and layers.

4.3 Results for CLIP/DINO/VQGAN Features

Table 3: SVM grid search results of CLIP/DINO/VQGAN features. We train the linear SVM
on the training set, and grid search the best combination of ViT/Transformer layer and C on the
validation set. The OpenCLIP and VQGAN models we use have 48 transformer layers, DINOv1 has
12 layers and DINOv2 has 40 layers. The i-th layer means the i-th transformer layer from the input
side.

Same Plane Perpendicular Plane

OpenCLIP DINOv1 DINOv2 VQGAN OpenCLIP DINOv1 DINOv2 VQGAN

Optimal Layer 27 8 24 12 27 9 22 12
Optimal C 0.7 0.7 0.8 1.0 1.0 0.2 0.6 0.6
Val AUC 94.5 93.2 96.0 82.6 72.9 70.9 84.9 62.8

Material Support Relation

OpenCLIP DINOv1 DINOv2 VQGAN OpenCLIP DINOv1 DINOv2 VQGAN

Optimal Layer 30 8 23 11 32 9 40 14
Optimal C 0.3 0.2 0.6 0.3 0.3 0.3 0.6 0.4
Val AUC 77.5 77.4 81.3 65.8 92.0 91.5 93.6 85.4

Shadow Occlusion

OpenCLIP DINOv1 DINOv2 VQGAN OpenCLIP DINOv1 DINOv2 VQGAN

Optimal Layer 28 2 29 8 31 3 29 2
Optimal C 1.0 0.8 1.0 1.0 0.2 0.2 0.3 1.0
Val AUC 94.6 92.4 96.6 88.7 80.6 77.0 84.4 77.4

Depth

OpenCLIP DINOv1 DINOv2 VQGAN

Optimal Layer 32 7 30 45
Optimal C 0.1 0.4 1.0 0.5
Val AUC 99.2 97.4 99.6 93.7

In this section we show grid search results for OpenCLIP [18, 30] pre-trained on LAION
dataset [33], DINOv1 [5] pre-trained on ImageNet dataset [9], DINOv2 [27] pre-trained on LVD-
142M dataset [27], and VQGAN [11] pre-trained on ImageNet dataset [9]. We use the best pre-trained
checkpoints available on their official GitHub – ViT-B for DINOv1, ViT-G for OpenCLIP and DI-
NOv2, and the 48-layer transformer checkpoint for VQGAN. Similar to Stable Diffusion, for each of
these models, we conduct a grid search on the validation set in terms of the ViT/Transformer layer
and C for SVM, and use the best combination of parameters for evaluation on the test set.
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Grid search results are reported in Table 3. It can be observed that different layers of different models
are good at different properties.

4.4 Comparison of Different Features Trained at Scale

Table 4: Comparison of different features trained at scale. For each property, we use the best
time step, layer and C found in the grid search for Stable Diffusion, and the best layer and C found
in the grid search for other features. The performance is the ROC AUC on the test set, and ‘Random’
means a random classifier.

Property Random OpenCLIP DINOv1 DINOv2 VQGAN Stable Diffusion

Same Plane 50 92.3 91.4 94.5 81.3 96.3
Perpendicular Plane 50 71.8 71.3 82.1 62.0 86.0
Material 50 78.7 78.8 83.5 65.5 83.6
Support Relation 50 90.6 90.8 92.8 84.1 92.1
Shadow 50 94.9 92.2 95.8 89.0 95.4
Occlusion 50 81.2 79.9 84.4 78.4 84.8
Depth 50 99.2 97.1 99.7 91.8 99.6

We compare the state-of-the-art pre-trained large-scale vison models’ representations on various
downstream tasks in Table 4. It can be observed that the Stable Diffusion and DINOv2 representations
outperform OpenCLIP, DINOv1 and VQGAN for all properties, indicating the potential of utilizing
Stable Diffusion and DINOv2 representations for different downstream tasks with the optimal time
steps and layers found in Section 4.2 and Section 4.3.

5 Discussion and Future Work

In this paper, we have developed a general and lightweight protocol to efficiently examine whether
models pre-trained on large scale image datasets, like CLIP, DINO, VQGAN and Stable Diffusion,
have explicit feature representations for different properties of the 3D physical scene.

It is interesting to find that different time steps of Stable Diffusion and different layers of DINOv2
representations can handle several different physical properties at a state-of-the-art performance,
indicating the potential of utilising the Stable Diffusion and DINOv2 models for different downstream
tasks.

However, for some properties such as material and occlusion, the networks are not distilling the
information in a manner that can be used by a linear probe. This could indicate that these properties
are not modelled well by the network or that more than a linear probe is required to tease them out.
We show examples of the prediction failures for these properties in Figure 5. In the appendix, we
show that such prediction failures also occur in generated (i.e. synthetic) images. It is worth noting
that occlusion is a challenge even for the powerful Segment Anything Model (SAM) [22], where the
model ‘hallucinates small disconnected components at times’.

In the appendix, we provide preliminary results of using the probed Stable Diffusion feature for
downstream tasks (Section E). We also provide examples of another use case of spotting Stable
Diffusion generated images based on the properties that the model is not good at (Section B).

This paper has given some insight into answering the question: ‘To what extent do large vision
models understand the 3D scene’ for real images. Of course, there are more properties that could
be investigated in the manner proposed here. For example, contact relations [14] and object orienta-
tion [45], as well as the more nuanced non-symmetric formulations of the questions. Please refer to
arxiv version of the paper [52] for future updates.

Broader Impact. This paper studies the learned representations of large vision models, and can
help people better understand what has been learnt by these vision foundation models. We do not
think there is any negative societal impact from this investigation.
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Appendix

A More Implementation Details

Extracting Stable Diffusion Features. Following DIFT [38], when we extract Stable Diffusion
features, we add a different random noise 8 times and then take the average of the generated features.
The process can be completed in one forward pass as we are using a batch of 8. We use an empty
prompt ‘’ as the text prompt.

Train/Val Partition. For the partition of train/val split, we select the train & val images from
different scenes for the NYUv2 [36] and ScanNetv2 [8] dataset.

Sampling of Images. For the train/val/test splits, if the number of images used is less than the
original number of images in the datasets, we randomly sample our train/val/test images from the
original datasets.

Sampling of Positive/Negative Pairs. For each image, if the number of possible negative pairs
is larger than the number of possible positive pairs, we randomly sample from the negative pairs to
obtain an equal number of negative and positive pairs, and vice versa. In this way, we keep a balanced
sampling of positive and negative pairs for the binary linear classifier. As can be observed in Table 1,
the number of train/val pairs for different properties are different, although we keep the same number
of train/val images for different properties. This is because for different properties the availability
of positive/negative pairs are different. For depth, we select a pair only if the average depth of one
region is 1.2 times greater than the other because it is even challenging for humans to judge the depth
order of two regions below this threshold. For perpendicular plane, taking the potential annotation
errors into account, we select a pair as perpendicular if the angle between their normal vectors is
greater than 85°and smaller than 95°, and select a pair as not perpendicular if the angle between their
normal vectors is smaller than 60°or greater than 120°.

Region Filtering. When selecting the regions, we filter out the small regions, e.g., regions smaller
than 100 pixels, because regions that are too small are challenging even for humans to annotate.

Image Filtering. As there are some noisy annotations in the [24] dataset, we manually filter the
images whose annotations are inaccurate.

Linear SVM. The feature vectors are L2-normalised before inputting into the linear SVM. The
binary decision of the SVM is given by sign(wT v + b), where v is the input vector to SVM:

v = |vA − vB | (4)

for the Same Plane, Perpendicular Plane, Material, Shadow and Occlusion questions, and

v = vA − vB (5)

for the Support Relation and Depth questions.

Extension of Separated COCO. To study the occlusion problem, we utilise the Separated COCO
dataset [50]. The original dataset only collects separated objects due to occlusion in the COCO 2017
val split, we further extend it to the COCO 2017 train split for more data using the same method as
in [50]. As the original COCO val split is too small (only 5k images v.s. 118k images in the COCO
train split), we get our partition of train/val/test splits by dividing the generated dataset ourselves.

Computing Resources. We run experiments on CPU with 20G memory for SVM training/testing.
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B More Stable Diffusion Generated Images

Here we give more examples of Stable Diffusion generated images as mentioned in the caption of
Figure 1. We show examples for: Scene Geometry in Figure 6; Material, Support Relations, and
Shadows in Figure 7; and Occlusion and Depth in Figure 8.

The observations match our findings on studying the Stable Diffusion features – Stable Diffusion
‘knows’ about a number of physical properties including scene geometry, material, support relations,
shadows, occlusion and depth, but may fail in some cases in terms of material and occlusion.

As mentioned in Section 5, we can spot Stable Diffusion generated images via the properties it is not
good at. Take the second row of Figure 7 and the first row of Figure 8 as examples – we can spot
that the images are generated by Stable Diffusion because of the failure to generate a clear boundary
between two different materials, and the failure to connect separated parts due to occlusion.
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Original Image Masked Image Inpainted ImageInpainting Mask

Figure 6: Stable Diffusion generated images testing scene geometry prediction. Here and for the
following figures, the model is tasked with inpainting the masked region of the real images. Stable
Diffusion ‘knows’ about same plane and perpendicular plane relations in the generation. When the
intersection of two sofa planes (first row), two walls (second and sixth row), two cabinet planes (third
row), two pillar planes (fourth row) or two fridge planes (fifth row) is masked out, Stable Diffusion is
able to generate the two perpendicular planes at the corner based on the unmasked parts of the planes.
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Original Image Masked Image Inpainted ImageInpainting Mask

Figure 7: Stable Diffusion generated images testing material, support relation and shadow
prediction. Stable Diffusion ‘knows’ about support relations and shadows in the generation, but may
fail sometimes for material. Rows 1-2: Material; Rows 3-4: Support Relation; Rows 5-6: Shadow. In
the first row, the model distinguishes the two different materials clearly and there is clear boundary
between the generated pancake and plate; while in the second row, the model fails to distinguish the
two different materials clearly, generating a mixed boundary. In the third row and fourth rows, the
model does inpaint the supporting object for the stuff on the table and the machine. In the fifth and
sixth rows, the model manages to inpaint the shadow correctly. Better to zoom in for more details.
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Original Image Masked Image Inpainted ImageInpainting Mask

Figure 8: Stable Diffusion generated images testing occlusion and depth prediction. Stable
Diffusion ‘knows’ about depth in the generation, but may fail sometimes for occlusion. Rows 1-3:
Occlusion; Rows 4-6: Depth. In Row 1, the model fails to connect the tail with the cat body and
generates a new tail for the cat, while in Row 2, the model successfully connects the separated people
and generates their whole body, and in Row 3, the separated parts of oven are connected to generate
the entire oven. In Rows 4-6, the model correctly generates a car of the proper size based on depth.
The generated car is larger if it is closer, and smaller if it is farther away.
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C Train/Val AUC Results of Stable Diffusion Features

Table 5 shows the train/val AUC of the SVM grid search results for Stable Diffusion features at the
best combination of time step, layer and C as in Table 4.2.

Table 5: Train/Val AUC of SVM grid search for Stable Diffusion features. For each property, the
Train/Val AUC at the best combination of time step, layer and C is reported.

Property Train AUC Val AUC

Same Plane 97.5 97.3
Perpendicular Plane 90.1 88.5
Material 87.6 81.5
Support Relation 93.7 92.6
Shadow 96.2 95.4
Occlusion 86.7 83.8
Depth 99.8 99.2
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D AUC Curves for Stable Diffusion Features Grid Search

As mentioned in Section 4.2, we provide curves for AUC at different layers and time steps of probing
Stale Diffusion features in Figure 9 - Figure 15.

Same Plane

Figure 9: Curves for AUC at different layers and time steps of probing Stable Diffusion for the
same plane task.
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Perpendicular Plane

Figure 10: Curves for AUC at different layers and time steps of probing Stable Diffusion for the
perpendicular plane task.

Material

Figure 11: Curves for AUC at different layers and time steps of probing Stable Diffusion for the
material task.
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Support Relation

Figure 12: Curves for AUC at different layers and time steps of probing Stable Diffusion for the
support task.

Shadow

Figure 13: Curves for AUC at different layers and time steps of probing Stable Diffusion for the
shadow task.
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Occlusion

Figure 14: Curves for AUC at different layers and time steps of probing Stable Diffusion for the
occlusion task.

Depth

Figure 15: Curves for AUC at different layers and time steps of probing Stable Diffusion for the
depth task.
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E Preliminary Results of Applying Probed Feature for Downstream Tasks

As mentioned in Section 5, we provide preliminary results of using the features selected by our probe
for downstream tasks. We consider two tasks: surface normal estimation and depth estimation.

Surface Normal Estimation. For this, we use the specific time step and layer of the Stable Diffusion
features selected by the ‘perpendicular plane’ probe. We directly inject the SD extracted features
into the model iDisc [29] at the layer where the network encodes the image feature. When injecting
Stable Diffusion feature and training for only 1000 iterations (whereas, [29] train 45000 iterations
in total), the model performs better on most of the metrics compared with [29] reported results (see
Table 6), which indicates that our feature probing strategy is relevant for corresponding 3D tasks.

Table 6: Preliminary results of using the probed feature for the downstream task of normal
estimation. Here we show the results of injecting the selected Stable Diffusion feature into iDisc [29].
Please see text for more details.

Model Mean Angular Error ↓ Angular RMSE ↓ % < 11.25 ↑ % < 22.5 ↑ % < 30 ↑
iDisc 14.6 22.8 63.8 79.8 85.6
Ours 13.8 18.8 58.1 80.9 88.7

Depth Estimation. We use the Stable Diffusion feature from the specific time step and layer
(Table 2 Row 7) selected by the linear probe for depth, as the input to a simple convolutional network
to predict the depth. The network is trained on the NYUv2 Depth training dataset with the SD
features frozen. For comparison we train the same convolutional network using image features from
a frozen ResNet-50 pre-trained on ImageNet. In Table 7 we can observe that the SD features have a
substantially higher performance. This again illustrates the potential of the features selected by the
probe for downstream applications.

Table 7: Preliminary results of using the probed feature for downstream task of depth estima-
tion. Here we show the results of a comparison between ResNet and SD features on the NYUv2
Depth test dataset. Please see text for more details.

Features δ1 ↑ δ2 ↑ δ3 ↑ RMSE ↓
ResNet-50 51.0 81.5 94.3 1.0065
Ours(SD) 80.8 97.2 99.6 0.5389

In summary, we have shown two examples where features from Stable Diffusion, selected by our
linear probe, support downstream 3D tasks. Features could also be selected for other downstream
tasks, including Instance Shadow Detection [41], Material Segmentation [39], and Support Relation
Inference [36].
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitation and future work in Section 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: The paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We described the details of the dataset and experiments in Section 3.2 and
Section 4.1, as well as in Section A in the appendix. We have also included the code and
data in the supplementary.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have included our code and data in the supplementary.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have specify these in Section 3.2 and Section 4.1 of the main paper, as well
as in Section A of the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Error bars are not reported because it would be too computationally expensive.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide the information in Section A in the appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our research confirms with the NeurIPS Code of Ethics in every respect.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We have a paragraph to discuss broader impact before the references.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have properly credited the creators or original owners of assets. The name
of the license are CC-BY 4.0 for all assets.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We have the related information in the supplementary zip.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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