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Abstract

Recently, diffusion models have achieved great success in generative tasks. Sam-
pling from diffusion models is equivalent to solving the reverse diffusion stochastic
differential equations (SDEs) or the corresponding probability flow ordinary differ-
ential equations (ODEs). In comparison, SDE-based solvers can generate samples
of higher quality and are suited for image translation tasks like stroke-based synthe-
sis. During inference, however, existing SDE-based solvers are severely constrained
by the efficiency-effectiveness dilemma. Our investigation suggests that this is be-
cause the Gaussian assumption in the reverse transition kernel is frequently violated
(even in the case of simple mixture data) given a limited number of discretization
steps. To overcome this limitation, we introduce a novel class of SDE-based solvers
called Gaussian Mixture Solvers (GMS) for diffusion models. Our solver estimates
the first three-order moments and optimizes the parameters of a Gaussian mix-
ture transition kernel using generalized methods of moments in each step during
sampling. Empirically, our solver outperforms numerous SDE-based solvers in
terms of sample quality in image generation and stroke-based synthesis in various
diffusion models, which validates the motivation and effectiveness of GMS. Our
code is available at https://github.com/Guohanzhong/GMS.

1 Introduction

In recent years, deep generative models and especially (score-based) diffusion models [35, 14, 37, 18]
have made remarkable progress in various domains, including image generation [15, 7], audio
generation [22, 32], video generation [16], 3D object generation [3 1], multi-modal generation [42, 5,

, 43], and several downstream tasks such as image translation [28, 45] and image restoration [19].

Sampling from diffusion models can be interpreted as solving the reverse-time diffusion stochastic
differential equations (SDEs) or their corresponding probability flow ordinary differential equations
(ODEs) [37]. SDE-based and ODE-based solvers of diffusion models have very different properties
and application scenarios In particular, SDE-based solvers usually perform better when given a
sufficient number of discretization steps [18]. Indeed, a recent empirical study [24] suggests that
SDE-based solvers can potentially generate high-fidelity samples with realistic details and intricate
semantic coherence from pre-trained large-scale text-to-image diffusion models [34]. Besides, SDE-
based solvers are preferable in many downstream tasks such as stroke-based synthesis [27], image
translation [45], and image manipulation [20].
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Figure 1: Sampling on a mixture of Gaussian. GMS (ours) and SN-DDPM excel in fitting the
true distribution when the transition kernel is Gaussian, with a sufficient number of sampling steps
(c). However, GMS outperforms SN-DDPM [2] when sampling steps are limited and the reverse
transition kernel deviates from Gaussian (a-b).

Despite their wide applications, SDE-based solvers face a significant trade-off between efficiency
and effectiveness during sampling, since an insufficient number of steps lead to larger discretization
errors. To this end, Bao et al. [3] estimate the optimal variance of the Gaussian transition kernel in the
reverse process instead of using a handcraft variance to reduce the discretization errors. Additionally,
Bao et al. [2] explore the optimal diagonal variance when dealing with an imperfect noise network
and demonstrate state-of-the-art (SOTA) performance with a few steps among other SDE-based
solvers. Notably, these solvers all assume that the transition kernel in the reverse process is Gaussian.

In this paper, we systematically examine the assumption of the Gaussian transition kernel and reveal
that it can be easily violated under a limited number of discretization steps even in the case of simple
mixture data. To this end, we propose a new type of SDE-based solver called Gaussian Mixture
Solver (GMS), which employs a more expressive Gaussian mixture transition kernel in the reverse
process for better approximation given a limited number of steps (see visualization results on toy data
in Fig. 1). In particular, we first learn a noise prediction network with multiple heads that estimate the
high-order moments of the true reverse transition kernel respectively. For sampling, we fit a Gaussian
mixture transition kernel in each step via the generalized methods of the moments [1 1] using the
predicted high-order moments of the true reverse process.

To evaluate GMS, we compare it against a variety of baselines [14, 2, 17, 36] in terms of several
widely used metrics (particularly sample quality measured by FID) in the tasks of generation and
stroke-based synthesis on multiple datasets. Our results show that GMS outperforms state-of-the-art
SDE-based solvers [ 14, 2, 17] in terms of sample quality with the limited number of discretization
steps (e.g., < 100). For instance, GMS improves the FID by 4.44 over the SOTA SDE-based solver [2]
given 10 steps on CIFAR10. Furthermore, We evaluate GMS on a stroke-based synthesis task. The
findings consistently reveal that GMS achieves higher levels of realism than all aforementioned
SDE-based solvers as well as the widely adopted ODE-based solver DDIM [36] while maintaining
comparable computation budgets and faithfulness scores (measured by Lo distance). Such empirical
findings validate the motivation and effectiveness of GMS.

2 Background

In this section, we provide a brief overview of the (score-based) diffusion models, representative
SDE-based solvers for diffusion models, and applications of such solvers.

2.1 Diffusion models

Diffusion models gradually perturb data with a forward diffusion process and then learn to reverse
such process to recover the data distribution. Formally, let xp € R™ be a random variable with
unknown data distribution g(zo). Diffusion models define the forward process {z},¢ o 1) indexed by

time ¢, which perturbs the data by adding Gaussian noise to zy with

q(z¢]zo) = N(zila(t)zo, o*(t)1). ¢))



In general, the function a(t) and o (t) are selected so that the logarithmic signal-to-noise ratio log <( ;

decreases monotonically with time ¢, causing the data to diffuse towards random Gaussian noise [21].
Furthermore, it has been demonstrated by Kingma et al. [21] that the following SDE shares an
identical transition distribution ;o (2¢|zo) with Eq. (1):

a?(t
o2(t

dzy = f(t)zedt + g(t)dw, zo ~ g(x0), )
where w € R" is a standard Wiener process and
_ dlogaf(t) do?(t) dlog a(t)

) =—g— 9O =—7"-"2"1—, 3)

Let g(x;) be the marginal distribution of the above SDE at time ¢. Its reversal process can be described
by a corresponding continuous SDE which recovers the data distribution [37]:

dor = [f(t)mt — ¢*(t)V,, log q(xt)] dt + g(t)dw, x1 ~ q(z1), 4

where i € R" is a reverse-time standard Wiener process. The only unknown term in Eq. (4) is
the score function V., log g(x;). To estimate it, existing works [14, 37, 18] train a noise network
eg(x+, t) to obtain a scaled score function o (t)V, log g(x+) using denoising score matching [38]:

L(0) = [y w(t)Eqao)Eqo[lleo (e, ) — €l31dt, ®)

where w(t) is a weighting function, ¢(¢) is standard Gaussian distribution and z; ~ g(z|z¢) follows
Eq. (1). The optimal solution of the optimization objective Eq. (5) is eg(x, t) = —0(t)Vy, log q(xy).

Hence, samples can be obtained by initiating the process with a standard Gaussian variable 1, then
eg(w¢,t)

substituting V, log q(x) with — o) and discretizing reverse SDE Eq. (4) from¢ =1tot =0
to generate .

2.2 SDE-based solvers for diffusion models

The primary objective of SDE-based solvers lies in decreasing discretization error and therefore
minimizing function evaluations required for convergence during the process of discretizing Eq. (4).
Discretizing the reverse SDE in Eq. (4) is equivalent to sample from a Markov chain p(z¢.;) =
p(@1) [, 1.es, P(@t,_|2e,) with its trajectory Sy = [0, %1, %2, ..., 4, .., 1]. Songetal. [37] proves
that the conventional ancestral sampling technique used in the DPMs [14] that models p(z;, , |z:,)
as a Gaussian distribution, can be perceived as a first-order solver for the reverse SDE in Eq. (4).
Bao et al. [3] finds that the optimal variance of p(2¢,_, |z¢,) ~ N (2, 1o, (60> 2es 110 (2,)) 18

* 2 02(ti) 1 2
Zti—l‘ti (@1,) = At 7% a(t;) 1= ]Eq(xti) d “E‘I(I()'Iti)[ee(xt“ti)}H2 ’ ©)

where, ¢, = \/a(ti—1) — \/02 (tim1) — A7 \/(f‘z((tgi)) , A7 is the variance of g(zy, |z, , z0). Analyt-
icDPM [3] offers a significant reduction in discretization error during sampling and achieves faster
convergence with fewer steps. Moreover, SN-DDPM [2] employs a Gaussian transition kernel with
an optimal diagonal covariance instead of an isotropic covariance. This approach yields improved
sample quality and likelihood compared to other SDE-based solvers within a limited number of steps.

2.3 Applications of SDE-based solvers for stroke-based synthesis

The stroke-based image synthesis is a representative downstream task suitable for SDE-based solvers.
It involves the user providing a full-resolution image x(9) through the manipulation of RGB pixels,
referred to as the guided image. The guided image x(9) possibly contains three levels of guidance: a
high-level guide consisting of coarse colored strokes, a mid-level guide comprising colored strokes
on a real image, and a low-level guide containing image patches from a target image.

SDEdit [27] solves the task by first starting from the guided image (%) and adding Gaussian noise to
disturb the guided images to z; and q(x(9) (to)|2(9)) ~ N (x4, |a(to)z'?), o%(t)I) same with Eq. (1).
Subsequently, it solves the corresponding reverse stochastic differential equation (SDE) uptot =0
to generate the synthesized image x(0) discretizing Eq. (4). Apart from the discretization steps taken
by the SDE-based solver, the key hyper-parameter for SDEdit is ¢, the time step from which we
begin the image synthesis procedure in the reverse SDE.
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Figure 2: Empirical evidence of suboptimality of Gaussian kernel on CIFAR10. (a) and (b) plot
the logarithm of the image-wise mean and median of Ls-norm between Gaussian-assumed third-order
moments and estimated third-order moments. Clearly, as the number of sampling steps decreases, the
disparity between the following two third-order moments increases, denoting that the true transition
kernel diverges further from the Gaussian distribution. See Appendix D.2 for more details.

3 Gaussian mixture solvers for diffusion models

In this section, we first show through both theoretical and empirical evidence, that the true reverse
transition kernel can significantly diverge from Gaussian distributions as assumed in previous SOTA
SDE-based solvers [3, 2], indicating that the reverse transition can be improved further by employing
more flexible distributions (see Sec. 3.1). This motivates us to propose a novel class of SDE-based
solvers, dubbed Gaussian Mixture Solvers, which determines a Gaussian mixture distribution via the
generalized methods of the moments [ 1] using higher-order moments information for the true reverse
transition (see Sec. 3.2). The higher-order moments are estimated by a noise prediction network with
multiple heads on training data, as detailed in Sec. 3.3.

3.1 Suboptimality of Gaussian distributions for reverse transition kernels

As described in Sec. 2, existing state-of-the-art SDE-based solvers for DPMs [3, 2] approximate
the reverse transition g(x¢, ,|z;,) using Gaussian distributions. Such approximations work well
when the number of discretization steps in these solvers is large (e.g., 1000 steps). However, for
smaller discretization steps (such as when faster sampling is required), the validity of this Gaussian
assumption will be largely broken. We demonstrate this theoretically and empirically below.

First, observe that q(zs|z;)" can be expressed as q(zs|2:) = [ q(xs|me, x0)q(wo|zt)dao, which is
non-Gaussian for a general data distribution ¢(x). For instance, for a mixture of Gaussian or a
mixture of Dirac ¢(z¢), we can prove that the conditional distributions g(xz|z;) in the reverse process
are non-Gaussian, as characterized by Proposition 3.1, proven in Appendix A.1.

Proposition 3.1 (Mixture Data Have non-Gaussian Reverse Kernel). Assume q(x¢) is a mixture of
Dirac or a mixture of Gaussian distribution and the forward process is defined in Eq. (1). The reverse
transition kernel q(xs|zy), s < t is a Gaussian mixture instead of a Gaussian.

Empirically, we do not know the distributions of the real data (e.g., high-dimensional images) and
cannot obtain an explicit form of ¢(zs|z:). However, even in such cases, it is easy to validate
that g(zs|z;) are non-Gaussian. In particular, note that the third-order moment of one Gaussian
distribution (M. éG)) can be represented by its first-order moment (M) and its second-order moment
(M) 2, which motivates us to check whether the first three order moments of ¢(zs|z;) satisfy the
relationship induced by the Gaussian assumption. We perform an experiment on CIFAR-10 and

estimate the first three orders of moments M- 1, ]\/:fg, ]\ng for g(xs|z:) from data by high-order noise
networks (see details in Sec. D.2). As shown in Fig. 2, we plot the mean and median of /-norm

'To enhance the clarity of exposition, we introduce the notation s = ¢;_; and ¢ = ¢; to denote two adjacent
time steps in the trajectory. Consequently, we refer to q(zs|z+) as the reverse transition kernel in this context.

The scalar case is MBEG) = Mf + 3M1 (M2 — M12) See Appendix D.2 for the vector case.



between the estimated third-order moment Mz and third-order moment M. éG) calculated under the
Gaussian assumption given the different number of steps at different time steps ¢. In particular, when
the number of steps is large (i.e., #Step=1000), the difference between the two calculation methods
is small. As the number of steps decreases, the /5-norm increases, indicating that the true reverse
distribution g(xs|z) is non-Gaussian. With the time step closer to ¢ = 0, the l3-norm increases too.

Both the theoretical and empirical results motivate us to weaken the Gaussian assumption in SDE-
based solvers for better performance, especially when the step size is large.

3.2 Sampling with Gaussian mixture transition kernel

There are extensive choices of p(zs|z;) such that it is more powerful and potentially fits g(x|z¢)
better than a Gaussian. In this paper, we choose a simple mixture of the Gaussian model as follows:

M M
p(wg|z,) = ZwiN(mslm(It), i(xy)), sz =1, (7
i=1 i=1
where wj is a scalar and y; () and X;(x) are vectors. The reasons for choosing a Gaussian mixture
model are three-fold. First, a Gaussian mixture model is multi-modal (e.g., see Proposition 3.1),
potentially leading to a better performance than Gaussian with few steps. Second, when the number
of steps is large and the Gaussian is nearly optimal [35, 3], a designed Gaussian mixture model such
as our proposed kernel in Eq. (9) can degenerate to a Gaussian when the mean of two components
are same, making the performance unchanged. Third, a Gaussian mixture model is relatively easy to
sample. For the sake of completeness, we also discuss other distribution families in Appendix C.

Traditionally, the EM algorithm is employed for estimating the Gaussian mixture [26]. However, it
is nontrivial to apply EM here because we need to learn the reverse transition kernel in Eq. (7) for
all time step pairs (s,t) by individual EM processes where we need to sample multiple z,* given
a x; to estimate the parameters in the Gaussian mixture indexed by (s, ¢). This is time-consuming,
especially in a high-dimensional space (e.g., natural images) and we present an efficient approach.

For improved flexibility in sampling and training, diffusion models introduce the parameterization of
the noise network e(z¢, t) [14] or the data prediction network o (x¢, t) [18]. With such a network,
the moments under the ¢(z,|z;) measure can be decomposed into moments under the g(zo|x;)
measure so that sampling any x; to xs requires only a network whose inputs are x; and ¢, such as
the decomposition shown in Eq. (10). In previous studies, Gaussian transition kernel was utilized,
allowing for the distribution to be directly determined after obtaining the estimated first-order moment
and handcrafted second-order moment [14] or estimated first-order and second-order moment [3]. In
contrast, such a feature is not available for the Gaussian mixtures transition kernel in our paper.

Here we present the method to determine the Gaussian mixture given a set of moments and we will
discuss how to obtain the moments by the parameterization of the noise network in Sec. 3.3. Assume
the length of the estimated moments set is /N and the number of parameters in the Gaussian mixture
is d. We adopt a popular and theoretically sound method called the generalized method of moments
(GMM) [11] to learn the parameters by:

1 & 1 &

where § € R?*! includes all parameters (e.g., the mean of each component) in the Gaussian mixture
defined in Eq. (7). For instance, d = 2M * Dy, +M —1 in Eq. (7), where Dy,, represents the number
of dimensions of the data and 6 contains M mean vectors with Dy,, dimensions, M variance vectors
of with Dgq, dimensions (considering only the diagonal elements), and M — 1 weight coefficients
which are scalar. The component of g(z;, 0) € RN *1 is defined by g, (1, 0) = M, (z;)— M (6),

where M, (x;) is the n-th order empirical moments stated in Sec. 3.3 and MM () is the n-th order
moments of Gaussian mixture under 6, and W is a weighted matrix, N, is the number of samples.

Theoretically, the parameter fcmm obtained by GMM in Eq. (8) consistently converges to the
potential optimal parameters §* for Gaussian mixture models given the moments’ condition because

\/Nc(éGMM —6%) A N(0,V(0garar)), as stated in Theorem 3.1 in Hansen [11].

3Note that x, serves as the “training sample” in the corresponding EM process.



Hence, we can employ GMM to determine a Gaussian mixture transition kernel after estimating
the moments of the transition kernel. To strike a balance between computational tractability and
expressive power, we specifically focus on the first three-order moments in this work and define a
Gaussian mixture transition kernel with two components shown in Eq. (9) whose vectors ugl), ,uEQ),
and o7 are parameters to be optimized. This degree of simplification is acceptable in terms of its
impact. Intuitively, such a selection has the potential to encompass exponential modes throughout
the entire trajectory. Empirically, we consistently observe that utilizing a bimodal Gaussian mixture
yields favorable outcomes across all experimental configurations.

1 2
plaslee) = gN i, o7) + SN (o), ©)

meanwhile, under the simplification in our paper, the number of parameters d = 3 % Dgy, in our
Gaussian transition kernel is equal to the number of moments condition N = 3 % Dgy,. According to
proposition 3.2, under the selection of arbitrary weighted weights, the asymptotic mean (asymptoti-
cally consistent) and asymptotic variance of the estimator remain consistent, proof in Appendix A.2.
Hence, any choice of weighted weights is optimal. To further streamline optimization, we set W = I.
Proposition 3.2 (Any weighted matrix is optimal for d = N). Assume the number of parameters d
equals the number of moments condition N, and €} (x,t) % Eq(wo|,) [diag(e @1 €)] (where @™
denotes n-fold outers product) which denotes n-th order noise network converging in probability.

The asymptotic variance V(0 ar) and the convergence speed of GMM remain the same no matter
which weighted matrix is adopted in Eq. (8). Namely, any weighted matrix is optimal.

What’s more, we provide a detailed discussion on the selection of parameters such as the choice of
different parameters to optimize and the different choices of weight w; in the Gaussian mixture in
Appendix E.1. Combining with Sec. 4.1, our empirical findings illustrate the efficacy of the GMS
across various benchmarks via using the Gaussian transition kernel in Eq. (9) fitted by the objective
function shown in Eq. (31) in Appendix B.1 via the ADAN [41] as optimization method. Details
regarding the parameters for this optimizer are provided in Appendix E.5.

3.3 Estimating high-order moments for non-Gaussian reverse process

In Sec. 3.2, we have explored the methodology for determining a Gaussian mixture transition kernel
given a set of moments M, ..., M,,. In the subsequent section, we will present an approach for
estimating these moments utilizing noise networks and elucidate the process of network learning.

Given the forward process described by Eq. (1), it can be inferred that both g(z¢|zs) and g(x |z, xo)
follow Gaussian distributions. Specifically, q(x¢|xs) ~ ./\/(xt|at|5:1:s,crt2‘sl) [21], where a;s =

ggz; and Uf‘s = o2(t) — (L?‘SO'Q(S). Consequently, we can deduce that Eq(, |z,)[zs ®" x] =
Eq (2|2 )q(s|ze,20) [£s @™ 5], where @™ denotes n-fold outer product. Thus, we can first utilize the
Gaussian property of ¢(z |z, o) and employ an explicit formula to calculate the moments under
the measure of g(xs|x¢, xo). What’s more, we only consider the diagonal elements of higher-order
moments for computational efficiency, similar to Bao et al. [2] since estimating full higher-order
moments results in escalated output dimensions (e.g., quadratic growth for covariance and cubic for
the third-order moments) and thus requires substantial computational demands. The expression of

diagonal elements of the third-order moment of the reverse transition kernel can be derived as:

Mg = Eq(z, |z [diag(zs @ v, @ z4)] = Eq(xo‘xt)Eq(%‘xwo)[diag(xs R x5 xs)] = (10)
a0 . ay 02
[(Z572 P diag e © 2 © p) + 3022y
0% 0%

Constant term

3a? ota? 57 agof3
1575 %510Pts , .. s|0Pt|s
U—ts(dlag(l‘t ® l‘t)) + 0752 I] QEq(xolmt)[xO]

Linear term in x

2
U450 Qg Oﬁt s . Qg Oﬁt s .
+ 3 (2, B0y o ding (@0 © 20)] + (—257) B gl [ding (@0 @ o @ 20)]
t t t
Quadratic term in o Cubic term in xo



Algorithm 1 Learning of the high order noise network

1: Input: The n-th order noise network €y (x¢,t) and its tunable parameter ¢,
2: repeat

3z~ q(xo)

4:  t~TUniform([1,...,T])
5: € ~ N(O, I)

6: 1z =a(t)re+ o(t)e

7

8:

2
Take a gradient step on P Vo, €8 — €.y, (Tt,1) H
b )

until converged

Algorithm 2 Sampling via GMS with the first three order moments

: Input: The assembled noise network f3(z¢,t) in Eq. (13)

xrr ~ N(O, I)

: fort =T to1ldo

Zt N(O, I)

My, My, Ms = h(f{};(2¢,1), fiyy(2e,1), [i3(2¢,)) in Appendix B

Ty [, O = Wiy, o QT ooy 0k, M1, Mo, M3) in Sec. 3.2
T~ T, T = [ 0 2

end for

return xg

WA U

where ® is the outer product ® is the Hadamard product. Additionally, A? corresponds to the variance
of q(zs|x+, x0), and further elaboration on this matter can be found in Appendix B.

In order to compute the n-th order moment M,,, as exemplified by the third-order moment in Eq. (10),
it is necessary to evaluate the expectations Eq (s, |2,)[Z0]; - - -, Eq(a,|2,) [diag(zo ®@" ! x¢)]. Further-

more, by expressing xg as xg = (zy — o(t)e), we can decompose M, into a combination

1
Va(t)
of terms By (z,)[€]; - - -+ Eqao|a)[(€ @™ €)], which are learned by neural networks. The decom-

position of third-order moments M3, as outlined in Eq. (29), is provided to illustrate this concept.

Therefore in training, we learn several neural networks {ej} 2]:1 by training on the following objective
functions:

min  EiBqag)qee) € — e (@ )3, (11)

{5}
where € ~ N (0, 1), z; = a(t)zo+0(t)e, and €” denotes e@"‘le.AAfter training, we can use {ej }2_,
to replace {E(z,|x,) [ ©™" ' €]}2_; and estimate the moments {M,, }2_, of reverse transition kernel.

However, in the present scenario, it is necessary to infer the network a minimum of n times in order to
make a single step of GMS. To mitigate the high cost of the aforementioned overhead in sampling, we
adopt the two-stage learning approach proposed by Bao et al. [2]. Specifically, in the first stage, we
optimize the noise network €y (¢, ¢) by minimizing the expression min E;Eq;)q(e) ll€ — €0 (¢, )][5
or by utilizing a pre-trained noise network as proposed by [ 14, 37]. In the second stage, we utilize the
optimized network as the backbone and keep its parameters 6 fixed, while adding additional heads to
generate the n-th order noise network g , (z,1).

637% (xta t) = NN (69 (xta t) y ¢n) ) (12)
where NN is the extra head, which is a small network such as convolution layers or small attention
block, parameterized by ¢,,, details in Appendix E.3. We present the second stage learning procedure
in Algorithm 1. Upon training all the heads, we can readily concatenate the outputs of different heads,
as the backbone of the higher-order noise network is shared. By doing so, we obtain the assembled
noise network fV (z;,t). When estimating the k-th order moments, it suffices to extract only the
first k components of the assembled noise network.

fN (.’L’t7t) = Concat([ﬁg(.’ﬂht), 637(#2 (xt,t) s ey Elg;d)k ({Et,t), ceny eé\{(ﬁN (xt,t)]), (13)

Required for estimating M,




Table 1: Comparison with competitive SDE-based solvers w.r.t. FID score | on CIFAR10 and
ImageNet 64x64. our GMS outperforms existing SDE-based solvers in most cases. SN-DDPM
denotes Extended AnalyticDPM from Bao et al. [2].

CIFAR10 (LS)

# TIMESTEPS K 10 20 25 40 50 100 200 1000
DDPM,Bt 43.14 25.28 21.63 15.24 15.21 10.94 8.23 5.11
DDPM, B 233.41 168.22 125.05 82.31 66.28 31.36 12.96 3.04
SN-DDPM 21.87 8.32 6.91 499 458 3.74 3.34 3.71

GMS (OURS) 17.43 7.18 596 4.52 4.16 3.26 3.01 2.76

CIFAR10 (CS) IMAGENET 64 x 64
# TIMESTEPS K 10 25 50 100 200 1000 25 50 100 200 400 4000
DDPM, Bt 3476 16.18 11.11 8.38 6.66 4.92 29.21 21.71 19.12 17.81 17.48 16.55
DDPM, §; 205.31 84.71 37.35 14.81 5.74 3.34 170.28 83.86 45.04 28.39 21.38 16.38
SN-DDPM 16.33 6.05 4.19 3.83 3.72 4.08 27.58 20.74 18.04 16.72 16.37 16.22

GMS (OURS) 13.80 5.48 4.00 3.46 3.34 4.23 26.50 20.13 17.29 16.60 15.98 15.79

To this end, we outline the GMS sampling process in Algorithm 2, where f[32] (z¢,t) represents

concat([eg (w4, 1), €2 &, (Tt,1)]). In comparison to existing methods with the same network structure,
we report the additional memory cost of the assembled noise network in Appendix E.6.

4 Experiment

In this section, we first illustrate that GMS exhibits superior sample quality compared to existing
SDE-based solvers when using both linear and cosine noise schedules [14, 30]. Additionally, we
evaluate various solvers in stroke-based image synthesis (i.e., SDEdit) and demonstrate that GMS
surpasses other SDE-based solvers, as well as the widely used ODE-based solver DDIM [36].

4.1 Sample quality on image data

In this section, we conduct a quantitative comparison of sample quality using the widely adopted
FID score [13]. Specifically, we evaluate multiple SDE-based solvers, including a comparison with
DDPM [14] and Extended AnalyticDPM [2] (referred to as SN-DDPM) using the even trajectory.

As shown in Tab. 1, GMS demonstrates superior performance compared to DDPM and SN-DDPM
under the same number of steps in CIFAR10 and ImageNet 64 x 64. Specifically, GMS achieves a
remarkable 4.44 improvement in FID given 10 steps on CIFAR10. Appendix E.7 illustrates in more de-
tail the improvement of GMS when the number of sampling steps is limited. Meanwhile, we conduct
GMS in ImageNet 256 x 256 via adopting the U-ViT-Huge [4] backbone as the noise network in Ap-
pendix E.8. Furthermore, taking into account the additional time required by GMS, our method still ex-
hibits improved performance, as detailed in Appendix E.9. For integrity, we provide a comparison with
other SDE-based solvers based on continuous time diffusion such as Gotta Go Fast [17], EDM [18]
and SEED [10] in Appendix E.10 and shows that GMS largely outperforms other SDE-based solvers
when the number of steps is less than 100. In Appendix G, we provide generated samples from GMS.

4.2 Stroke-based image synthesis based on SDEdit [27]

Evaluation metrics. We evaluate the editing results based on realism and faithfulness similar
with Meng et al. [27]. To quantify the realism of sample images, we use FID between the generated
images and the target realistic image dataset. To quantify faithfulness, we report the Lo distance
summed over all pixels between the stroke images and the edited output images.

SDEdit [27] applies noise to the stroke image 29 at time step t using N'(z{, |a(t)29, 0*(t)I) and
discretize the reverse SDE in Eq. (4) for sampling. Fig. 9 demonstrates the significant impact of ¢y on
the realism of sampled images. As t( increases, the similarity to real images decreases. we choose
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Figure 3: Result among different solvers in SDEdit. ¢, denotes the time step of the start of
reverse. (a): The points on each line represent the same ¢y and the number of sampling steps. We
select tg = [300, 400, 500], number of steps = [50, 100]. (b): When ¢, = 300, the effect of DDIM
diminishes more prominently with the increase in the number of steps.

the range from tg = 0.37 to tg = 0.57" (I" = 1000 in our experiments) for our further experiments
since sampled images closely resemble the real images in this range.

Fig. 3(a) illustrates that when using the same ¢( and the same number of steps, edited output images
from GMS have lower faithfulness but with higher realism. This phenomenon is likely attributed
to the Gaussian noise introduced by the SDE-based solver during each sampling step. This noise
causes the sampling to deviate from the original image (resulting in low faithfulness) but enables
the solver to transition from the stroke domain to the real image domain. Fig. 3(b) to Fig. 3(d) further
demonstrates this phenomenon to a certain extent. The realism of the sampled images generated
by the SDE-based solver escalates with an increase in the number of sampling steps. Conversely,
the realism of the sampled images produced by the ODE-based solver diminishes due to the absence
of noise, which prevents the ODE-based solver from transitioning from the stroke domain to the
real image domain. Additionally, in the SDEdit task, GMS exhibits superior performance compared
to SN-DDPM [2] in terms of sample computation cost. Fig. 4 shows the samples using DDIM and
GMS when ¢y = 400 and the number of steps is 40.

5 Related work

Faster solvers. In addition to SDE-based solvers, there are works dedicated to improving the
efficiency of ODE-based solvers [25, 23, 8]. Some approaches use explicit reverse transition kernels,
such as those based on generative adversarial networks proposed by Xiao et al. [40] and Wang et al.
[39]. Gao et al. [9] employ an energy function to model the reverse transition kernel. Zhang and Chen
[44] use a flow model for the transition kernel.

Non-Gaussian diffusion. Apart from diffusion, some literature suggests using non-Gaussian forward
processes, which consequently involve non-Gaussian reverse processes. Bansal et al. [1] introduce a
generalized noise operator that incorporates noise. Nachmani et al. [29] incorporate Gaussian mixture
or Gamma noise into the forward process. While these works replace both the forward and reverse
processes with non-Gaussian distributions, our approach aims to identify a suitable combination
of non-Gaussian distributions to model the reverse process.

6 Conclusion

This paper presents a novel Gaussian mixture solver (GMS) for diffusion models. GMS relaxes
the Gaussian reverse kernel assumption to reduce discretization errors and improves the sample
quality under the same sampling steps. Experimental results show that GMS outperforms existing
SDE-based solvers, achieving a remarkable 4.44 improvement in FID compared to the state-of-the-art
SDE-based solver proposed by Bao et al. [2] given 10 steps. Furthermore, due to the presence
of noise, SDE-based solvers prove more suitable for stroke-based synthesis tasks and GMS still
outperforms state-of-the-art SDE-based solvers.
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Figure 4: SDEdit samples of GMS and DDIM. Due to the presence of noise, SDE-based solvers,
such as GMS OURS, generate images with more details.

Limitations and broader impacts. While GMS enhances sample quality and potentially accelerates
inference speed compared to existing SDE-based solvers, employing GMS still fall short of real-time
applicability. Like other generative models, diffusion models can generate problematic fake content,
and the use of GMS may amplify these undesirable effects.
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A Proof

A.1 Proof of Proposition 3.1

When ¢(z) is a mixture of Dirac distribution which means that q(zo) = S0 wid(z —

Zi), Ziwl w; = 1, which has total M components, and when the forward process g(z;|xo) is a
Gaussian distribution as Eq. (1), the reverse process q(xs|x;) would be:

q(xs|wy) Z/Q($s|$t,xo)Q($o|$t)d$o =/Q(l“s\%xo)Q(fUO)Q(l‘t|$0)/Q($t)d9€0
M

— 1/q(ar) / 4@l 20)a(@o) (w0 dzo = 1/a(e) 3 wig(ws e, 2)a(wld)

i=1

According to the definition of forward process, the distribution q(z¢|z) = N (x¢|/azd, (1 — a,)I).
Due to the Markov property of forward process, when ¢ > s, we have (x5, z¢|70)q(xs|20)q(zi]zs).
The term g(xs|x¢, xo) would be viewed as a Bayesian posterior resulting from a prior g(xs|xo),
updated with a likelihood term ¢(x;|z ;). And therefore

i at|50§ aso.tz\s 030152|5
q(x5|xt’$6) = N(xs|ﬂq($t,l'0), Eq(xtvxo)-[) - N(xs| 0_2 - T + 0_2 Zo, 0_2 I)
t t t

It is easy to prove that, the distribution g(xs|x;) is a mixture of Gaussian distribution:

M

g(@slre) o0 > wigwslar, wh)q(w|zh)
=1

wilN (@] Vagwg, (1 — @)1 = N (@] pq (21, 70), Bq (2, 70))

I
M=

When ¢ is large, s is small, afls would be large, meaning that the influence of x{ would be large.

Secondly, when ¢(zp) is a mixture of Gaussian distribution which means that ¢(xzg) =
Zij\il wiN (x| i, 30, Zf\il w; = 1. For simplicity of analysis, we assume that this distribu-
tion is a one-dimensional distribution or that the covariance matrix is a high-dimensional Gaussian
distribution with a diagonal matrix ¥; = diag;(c?). Similar to the situation above, for each dimension
in the reverse process:

a(wslee) = 1q(ar) / 4(@s|21, 20)a(0)q(we o) do

—sz/q J?t/ (wg|ze, 20)N (20| pis Xi)q(we|xo)dao

Il / _&5=rg) 1 _(zo=pi) 1 (zt—lmﬂd
= 2 :wl q(zt) a e % == ar 0
V2 O'q V2mo; V2my/1 — ay

(zf—pz)? e —(ms))2
—=0—fel (xs—p(zy¢))

1 _
=Zwi/q(xt)/Zi76 i e @) dxg
P V2o,

And g(x4|x) could be a Gaussian mixture which has M component.

A.2 Proof of Proposition 3.2

Recall that our objective function is to find optimal parameters:

0 = argmin[Q n, (0)] = argmin[gy, (Q)TWNCgNC (0)] (14)
0 ~—— 0 N N —
1x1 IXN NxN 1xN
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where g7 (6) is the moment conditions talked about in Sec. 3.2, W is the weighted Matrix, N, is the
sample size. When solving such problems using optimizers, which are equivalent to the one we used

when selecting 0/ such that W = 0, and its first derivative:

9Qn.(0)
IQn.0) _ [ ogr) | 9Qn.(0) _ 1 <= 0g(wi,0) p 1o
c = c < =2|— W ~ 79 9 15
09 oane) | 9m o E—; (RRNGON s ;g(m b
dx1 (9963 — NxN —
I1xN Nx1
its second derivative (the Hessian matrix):
QN (9)  9’Qn.(9) 92Qn, (0)
, 0 8%9191(9) 00102 90104
0°Qn, LEN(O)
R e (16)
dxd 9’Qn. (0)
56,5,
8°Qn.(0) :2[i§33g(xi,9)}TW a N. ag(m,e)]
00,6, M Z<" 90, NelN, £ 0,
i=1 =1
N, N
1 <= 9%g(z4,0) 1 &
2]— —_— — ; .
+ [Nc Zz:; aelej ]WNc[ . P g($“9)]

By Taylor’s expansion of the gradient around optimal parameters 6y, we have:

0Qn,Oann)  9Qn,(00) _ 0°Qn,(6o)
00 T~ agagr Gem —0) (an

32QNC(90))_13QNC(90)

0000T 00

Consider one element of the gradient vector anT?w”)

— (Oamnr — 0) =~ —(

N, N.

8QNC(90) . 1 ag(xivei)) T 1 )
) ﬁM;W} Wi 5 ;g(xzﬁo)} (18)

Zw
BE( 2oyt ,, LE[g(x,60)]=0

9Qn, (00)

Consider one element of the Hessian matrix 56.52T
i90;

02Qn.(00) . 1 <2 dg(wi,00) 1 1 <5 dg(xi, 60)
TN gy HRTL 0 WNC[fziaej ] (19)

) 1
T%]TWNF [ﬁc ; g(xi, 90)] 2) 2ngWFOJ

Therefore, it is easy to prove that Ogasns — 6o LN 0, and uses law of large numbers we could obtain,

8QT(90) 1 M 8g(xi,00) T 1 M d T
T———2 =2[— —_ — ; or o
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When the number of parameters d equals the number of moment conditions N, I'y becomes a
(nonsingular) square matrix, and therefore,

VT (O — 00) % N (O, (TTWTo) ' T W o WTo(TTWTy) ™) 22)
=N(©O, Iy ' W I T W e W Iy 'w= 1T ™)
= N(0,Tg '@ (Tg) ™),
which means that the foregoing observation suggests that the selection of Wy has no bearing on the
asymptotic variance of the GMM estimator. Consequently, it implies that regardless of the specific

method employed to determine Wy_, provided the moment estimates are asymptotically consistent,
W, serves as the optimal weight matrix, even when dealing with small samples.

The moments utilized for fitting via the generalized method of moments in each step are computed
based on the noise network’s first n-th order. To ensure adherence to the aforementioned proposition,
it is necessary to assume that the n-th order of the noise network converges with probability to
Eg(wo)z,) [diag(e @ €)], details in Appendix B. Consequently, the n-th order moments derived
from the noise networks converge with probability to the true moments. Therefore, any choice of
weight matrix is optimal.

A.3 Non-Gaussian distribution of transition kernel within large discretization steps

we can apply Bayes’ rule to the posterior distribution q(z¢|z;+a:) as follows:
q(zeradlz)q(a)
a(Tesat)

2
Teanr — T — fe(xe) AL
e p( || t+At 2;)52 tt( t) ||

q(z¢|Tipar) = = q(wiratlre) exp(log(g(w:)) — log(q(zeyac))) (23)

+ log p(x¢) — IOg(xt+At)> )

where At is the step size, g(x;) is the marginal distribution of z;. When x4 a; and x; are close
enough, using Taylor expansion for log p(z¢4a¢), we could obtain:

0
log p(zi4at) = log p(xy) + (21441 — 1) Vg, log p(zy) + At@ log p(z+), 24)
- — g2V, lo Atl]?
q(xt|l~t+At) & exp <_ HI’I‘,—‘,—A{: Tt [ft(x;‘)g2Agtt Tt gp(l’f)] || + O(At)) . (25)
t

By ignoring the higher order terms, the reverse transition kernel will be Gaussian distribution.
However, as At increases, the higher-order terms in the Taylor expansion cannot be disregarded,
which causes the reverse transition kernel to deviate from a Gaussian distribution.

Empirically, from Fig. 2 in our paper, we observe that as 7" decreases, the reverse transition kernel
increasingly deviates from a Gaussian distribution. For more details, please refer to Appendix D.2.

B Calculation of the first order moment and higher order moments

Suppose the forward process is a Gaussian distribution same with the Eq. (1) as g(z¢|zs) =
N(z¢la(t)zi—1,0(t)]).

Andlet 1 >t > s > 0 always satisfy, q(z¢|zs) = N(2t|ays2s, Byjsl), where ay s = a¢/as and

Bijs = 0F — af‘soz, os = /1 —a(s),0r = /1 —a(t). It’s easy to prove that the distribution
q(z¢|xo), q(xs|Tt, o) are also a Gaussian distribution [21]. Therefore, the mean of z; under the
measure ¢(z;|z;) would be

Ey(eolen@s] = Eqaolen) B lze,20) %] (26)
1 Bi|s
2 Gt)]

= E _ —
q(zol|xt) [at\s (mt o

1 ﬂt\s
= (xt _——
Qt|s Ot

EQ($0|901,) [ct])'
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And for the second order central moment Covq(ms [z0) [xs], we use the total variance theorem, refer to
[2], and similar with [2], we only consider the diagonal covariance.

CoVy(a, |z [%s] = Bq(aolen) COVa(a, |20,20) [Ts] T COVg(aglz) Ba(a, |20,m0) (73] 27)

= AT + CoVy(aga) il Tns Bg(ag)on) [T0])

asf;
= )\21 + s COVq(x0|mt)[x0]
t

S\Oﬁﬂs Ot
= \?] —C
it g ayo Va(eoleo €1
2 ﬁt2|9
= N1+ W(Eq(%ﬂt)[et © Gt] - ]Eq(-to\mt)[et] © EQ(%\%)[Q]%
i Ot|s

since the higher-order moments are diagonal matrix, we use diag(M) to represent the diagonal
elements that have the same dimensions as the first-order moments, such as diag(z; ® =) =

CovVy(, |z,)[7s] and diag(z, ® 2, ® x,) = M5 have the same dimensions as 7
Moreover, for the diagonal elements of the third-order moments, we have E,,, |0 [diag(zs ® x5 ®
zs)] = Eq(wolz)Eq(a.|ae,a0) [xs ©x5 © 5], we could use the fact that Eq(a.lze,z0) (s — plas, 20)) ©
(xs — p(xe,20)) © (s — (s, z0))] = 0, therefore,
My = Ey(a, |z [diag(zs @ 2, ® 25)] = Egaga) Eqlea . 20) [diag(zs © 5 © 2,)] (28)
= Eq(wo\mt)Eq(ws\wt,wo)[3diag($t ® ¢ @ p(we, T0))
—3diag(zt @ pu(s, xo) ® puae, x0)) + diag(pu(as, xo) @2 puwe, 20))]

o2
a S 5 sYs
=[(—= ts 7 )V3diag(r; ® x4 @ x4) + 3N Qtls7 x¢]
o} o}

Constant term

30‘? so—éag Oﬁfs . Qg Oﬁt s
g (ding( © 20)) + ) © By 0]

Linear term in xo

+3at|2 ( leﬂt\
0% Ut

)P Eg(ao]er) [diag(zo ® o ® 20)],

. Qs Oﬂt ERS:
) Ty © Eq(x0|xt)[dlag(x0 ® l’o)] + ( ‘0_2 l
t

Quadratic term in o Cubic term in xg

where the third equation is derived from the decomposition of higher-order moments of Gaussian
distribution, the fourth equation is obtained by splitting It is noted to highlight that in our study, we
only consider the diagonal higher-order moments in our method for computational efficiency since
estimating full higher-order moments results in escalated output dimensions (e.g., quadratic growth for
covariance and cubic for the third-order moments) and thus requires substantial computational demand
and therefore all outer products can be transformed into corresponding element multiplications and
we have:

1

Ey (o)) [diag(zo ®2 z0)] = %Emm) [diag((z¢ — o(t)e) @2 (zy — o(t)e))] (29)
— a;@)]Eq(wowt)[diag(zt ®2% 2 — 3o(t)(z @) V€
+30° ()1, @ (€@ €) — 0 (t)(e @% €))]
= a;(t) [Eq(rolzt) [z ©? ry] = 3o(t)(z: © 1) © Eq(zolxt) [e]+
2

+ 30 (t)fvtEq(molrf,) [6 © d - 03(t) [6 ©? 6}]7

Therefore, when we need to calculate the third-order moment, we only need to obtain
Eq(zolz) €8] Eq(aolan) [€r © €] and Egoja,)[€r © € © €]. Similarly, when we need to calculate
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Fhe n-ord;r moment, we williuse Eq(zolze) [€t]s o) Eg(zo‘zt) [er O ey Bao'et al. [2] put'forward.us-
ing a sharing network and using the MSE loss to estimate the network to obtain the above information
about different orders of noise.

The function h(f f f[g]) in Algo. 2 is defined as h(f[ ](xt,t),fé](xt,t),f[?é](xt,t)) =
Ml(f[]] (‘rtv ))5M2(f[ ]( )) M3(f[3] (xta )) where Ml(f[l] (xt,t)) = Eq(ms‘wt)[xs] in Eq (26)7

Mg(fé] (z4,t)) = CoVy(y,|ay)[2s] in Eq. (27) and M3(f[%] (z4,1)) = My = Eq(z. |z diag(zs ®
Zs ® x5)] in Eq. (28)

B.1 Objective function for Gaussian mixture transition kernel with two components

Recall that the general objective function to fit a Gaussian mixture transition kernel in each sampling
step via GMM is shown in Eq. (30).

. T
min Q(6, My, ..., My) = min| < Zga:“ WN Z (i, 0), (30)

where AT denotes the transpose matrix of matrix A. In our paper, we propose to use the first three

moments to fit a Gaussian mixture transition kernel p(zs|z;) = %N(,ugl), o?) + %N(MEQ), 0?) in
each sampling step from z; to 5. Therefore, the final objective function as follow:

M - (%u§1)+3u§2))
oy I M= Gl 4 oF Bl w0t ()T (31)
Aot gy = QP 30007 + 2 + 3o
My — (g,u](sl) + 3ME ))
[ My — (3[(19)? + o7) + 2[(1i?)? + 07))) ]
Ms — (4 (D) 4 36D 4 2[(u?)? + 3u” 07]),

where to simplify the analysis, we use the scalar form of parameters uil), uiz), o? as representation.

C Modeling reverse transition kernel via exponential family

Analysis in Sec. 3.1 figures out that modeling reverse transition kernel via Gaussian distribution
is no longer sufficient in fast sampling scenarios. In addition to directly proposing the use of a
Gaussian Mixture for modeling, we also analyze in principle whether there are potentially more
suitable distributions i.e., the feasibility of using them for modeling.

We would turn back to analyzing the original objective function of DPMs to find a suitable distribution.
The forward process q(x¢|zs) = N (2¢|ays2s, B¢sI), consistent with the definition in Appendix B.
DPMs’ goal is to optimize the modeled reverse process parameters to maximize the variational bound
L in Ho et al. [14]. And the ELBO in Ho et al. [14] can be re-written to the following formula:

L = Dxw(a(er)|lp(er)) + Eq[)_ Drela(as|ad)llp(zs|z)] + H(wo), (32)

t>1

where ¢; = g(x) is the true distribution and p; = p(x;) is the modeled distribution, and the minimum
problem could be transformed into a sub-problem, proved in Bao et al. [3]:

minL <& min D Ts|x g (@s|we)). (33)
o o KL(q(ws|ze)|pa,,, (7s]7t))

We have no additional information besides when the reverse transition kernel is not Gaussian.
But Lemma. C.3 proves that when the reverse transition kernel py,, (s|z¢) is exponential family

po, (xs|xe) = p(at,04):) = h(w¢) exp (95T|t (x¢) — a(95|t)), solving the sub-problem Eq. (33) equals

to solve the following equations, which is to match moments between the modeled distribution and
true distribution:

Eg(aolz) [E(2s)] = Ep(oy 0., [H(s)]- (34)
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When t(x) = (z,..,2™)T, solving Eq.(34) equals to match the moments of true distribution and
modeled distribution.

Meanwhile, Gaussian distribution belongs to the exponential family with ¢(z) = (z,22)T and

0; = (g—;, o L )T, details in Lemma. C.2. Therefore, when modeling the reverse transition kernel as
t t

Gaussian distribution, the optimal parameters are that make its first two moments equal to the true

first two moments of the real reverse transition kernel ¢(z5|x;), which is consistent with the results

in Bao et al. [3] and Bao et al. [2].

The aforementioned discussion serves as a motivation to acquire higher-order moments and identify a
corresponding exponential family, which surpasses the Gaussian distribution in terms of complexity.
However, proposition C.1 shows that finding such exponential family distribution with higher-order
moments is impossible.

Proposition C.1 (Infeasibility of exponential family with higher-order moments.). Given the first
n-th order moments. It’s non-trivial to find an exponential family distribution for min Dky,(q||p)
when n is odd. And it’s hard to solve min Dxy,(q||p) when n is even.

C.1 Proof of Proposition C.1

Lemma C.2. (Gaussian Distribution belongs to Exponential Family). Gaussian distribution p(x) =

\/2170 eXp(— (mgglé)Z) is exponential family with t(z) = (v,2%)T and 6 = (L, —525)T

o2 202

Proof. For simplicity, we only prove one-dimensional Gaussian distribution. We could obtain:

p(z) = L exp (—W> 35)

2o 202

1 1
= exp (%‘Q(x2 —2ux + /f))

where § = (4, =57 and t(z) = (z,22)7 O

02’ 20

Lemma C.3. (The Solution for Exponential Family in Minimizing the KL Divergence). Suppose
that p(z) belongs to exponential family p(z,0) = h(z) exp(07t(x) — a(8)), and the solution for
minimizing the E,[log p| is E,[t(x)] = Ep g0 [t(x)].

Proof. An exponential family p(z,n) = h(z) exp(nTt(z) — a(n)) x f(z,n) = h(z)exp(nTt(z))
with log-partition (7). And we could obtain its first order condition on E,[log p] as:

Vlog f(z,n) = Vy(log h(z) + n"t(x)) = (x) (36)

i o anf(xan)dx

Vne(n) = Vn 10g</f(95777)d95) = W

_ o) / Ha) f (2, m)da = / H(2)p(z, n)dx = Epga [t(2)

(37
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In order to minimize the Dxr,(¢||p) = [ qlog(q/p) = —E,[log p], we have:
Byllogs] = [ dylog(ha)) + [ da(n"t(a) - aln)
— By flogp] = [ ddl- (i — aln)] =0

— [ 4o~ By 12)) = Bylt(0)] ~ By )] =0
= Eq [t(‘r)] = Ep(rc,n) [t(fﬂ)]

For the second-order condition, we have the following:
;;a<n> - 8% [ vt ptta) (38)
- / a%h(x) exp(i"t(z) — a(n))t(x)dz
-/ h(w)t(x)(% exp (17 4(z) — a(n))dz
— [ h@)t(a) exp(nt(z) - alm)da(t(z) - Eylt(o))
. / p(z, n)da(#(z) — t(z)E,[t(x)])

= Ep(w,n) [t2<$)} - Ep(m,n) [t(x)]2 = Covp(z,n) [t(.’L’)] >0
Therefore, the second-order condition for the cross entropy would be:

D Ellog) = o))~ Bpa 1)) )

/a plamt

- —3n2a(17) —Covp(zp[t(x)] <0

When we assume that the reverse process is Gaussian, the solution to Eq. (33) equals to match the
moment of true distribution and modeled distribution u = E,[x], ¥ = Cov,[z]. O

Lemma Cd4. (Infeasibility of the exponential family with higher-order moments). Suppose given the
first N-th order moments M;,i = 1, .., N and modeled p as an exponential family. It is nontrivial to
solve the minimum problem E,[log p] when N is odd and it’s difficult to solve when N is even.

Proof. While given the mean, covariance, and skewness of the data distribution, assume that we
could find an exponential family that minimizes the KL divergence, so that the distribution would
satisfy the following form:

. . 9 . .
Lp3) = D lally) = 37([ = m) = 10,3 =tog 23+ 1=K =0  a0)

= p(x) = h(x) eXp(S\Tt - 1)
where, t(z) = (z,22,2%), p = h(x) exp(Ao + A1z + Aox? + A323) and [ dpz® = M3. However,

when Aj3 is not zero, f p = oo and density can’t be normalized. The situation would be the same
given an odd-order moment.

Similarly, given a more fourth-order moment, we could derive that A3 = 0 above, and we should solve
an equation [ dpz? = My and p = h(z) exp(Xo + A1z + A2z® + Agaz*). Consider such function:

Z(\) = /OO dzexp(—a® — Az?),A >0 41)

— 00
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When A — 0, we could obtain limy_,¢ Z(\) = /7 For other cases, the lambda can be expanded
and then integrated term by term, which gives Z(\) ~ > (ZL!) I'(2n 4 1/2), but this function
However, the radius of convergence of this level is 0, so when the A takes other values, we need to
propose a reasonable expression for the expansion after the analytic extension. Therefore, for solving
the equation f dpx* = My, there is no analytical solution first, and the numerical solution also brings

a large computational effort. O

D More information about Fig. 1 and Fig. 2

D.1 Experiment in Toy-data

To illustrate the effectiveness of our method, we first compare the results of different solvers on
one-dimensional data.

The distribution of our toy-data is g(xg) = 0.4N(—0.4,0.12%) + 0.6A(0.3,0.05%) and we define

our solvers in each step as p(xs|z;) = %N(,ugl), o?)+ %N(ugl), o) with vectors ,u,gl), u§2) and o2,

which can not overfit the ground truth.

‘We then train second and third-order noise networks on the one-dimensional Gaussian mixture whose
density is multi-modal. We use a simple MLP neural network with Swish activation [33].

Moreover, we experiment with our solvers in 8-Gaussian. The result is shown in Tab. 2. GMS
outperforms Extended AnalyticDPM (SN-DDPM) [2] as presented in Tab. 2, with a bandwidth of
1.050 L~%2%, where o is the standard deviation of data and L is the number of samples.

Table 2: Comparison with SN-DDPM w.r.t. Likelihood E,[log pg(x)] 1 on 8-Gaussian. GMS
outperforms SN-DDPM.

8-GAUSSIAN
#K 5 10 20 40
SN-DDPM -0.7885 0.0661 0.0258 0.1083
GMS -0.6304 0.0035 0.0624 0.1127

D.2 Experiment in Fig. 2
In this section, we will provide a comprehensive explanation of the procedures involved in computing
the discrepancy between two third-order moment calculation methods, as depicted in Fig. 2.

The essence of the calculation lies in the assumption that the reverse transition kernel follows a
Gaussian distribution. By employing the following equations (considering only the diagonal elements
of higher-order moments), we can compute the third-order moment using the first two-order moments:

Eq(l’ti,I |Iti)[q"ti—1 © Tt;_q © xt¢71]G = MG =pOpOp+ 3/'6 © Z, (42)

where p is the first-order moment and ¥ is the diagonal elements of second order moment, which can
be calculated by the Eq. (26) and Eq. (27). Meanwhile, we can calculate the estimated third-order

moment Mg, by Eq. (28).

We use the pre-trained noise network from Ho et al. [ 14] and the second-order noise network form Bao
et al. [2] and train the third-order noise network in CIFAR10 with the linear noise schedule.

Given that all higher-order moments possess the same dimension as the first-order moment j, we can
directly compare the disparity between different third-order moment calculation methods using the
Mean Squared Error (MSE).

Thus, to quantify the divergence between the reverse transition kernel ¢(z|z;) and the Gaussian
distribution, we can utilize the following equation:

~ N\ 2
Dyje =108 (Eq(a.fe [0 © 20 © 2.]6 = My ), 43)

where M is obtained via Eq. (28), and we can start at different time step ¢ and choose a corresponding
s to calculate the D,; and draw different time step and step size ¢ — s and we can derive Fig. 2.
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E Experimental details

E.1 More discussion on weight of Gaussian mixture

From Proposition 3.2, we know that when the number of parameters in the Gaussian mixture equals
the number of moment conditions, any choice of weight matrix is optimal. Therefore, we will discuss
the choice of parameters to optimize in this section. As we have opted for a Gaussian mixture

with two components ¢(zs|z;) = wiN (1 g‘lt , Eg‘lt) + waN (i i‘i , Ei‘t)) as our foundational solvers,
there exist five parameters (considered scalar, with the vector cases being analogous) available for

optimization.

Our primary focus is on optimizing the mean and variance of the two components, as optimizing
the weight term would require solving the equation multiple times. Additionally, we have a specific
requirement that our Gaussian mixture can converge to a Gaussian distribution at the conclusion of
optimization, particularly when the ground truth corresponds to a Gaussian distribution. In Tab. 3, we
show the result of different choices of parameters in the Gaussian mixture.

Table 3: Results among different parameters in CIFAR10 (LS), the number of steps is 50. The weight

of Gaussian mixture is wi = & and wy = 2

0 (2 (1) (1) y(2) (1) 5~(2)
'u’s|t’lus\t’25|t s\t’zs|t’25|t lu's‘t’zs\t’zs\t

CIFAR10 (LS) 4.17 10.12 4.22

When a parameter is not accompanied by a superscript, it implies that both components share the
same value for that parameter. On the other hand, if a parameter is associated with a superscript, and
only one moment contains that superscript, it signifies that the other moment directly adopts the true
value for that parameter.

It is evident that the optimization of the mean value holds greater significance. Therefore, our

subsequent choices for optimization are primarily based on the first set of parameters ui‘ t) ,ui‘ t) DINTS
Another crucial parameter to consider is the selection of weights w;. In Tab. 4, we show the result
while changing the weight of the Gaussian mixture and the set of weight w; = 1 wo = % performs

3
best among different weight.

Table 4: Results among different weight choices in CIFAR10 (LS), the number of steps is 50.

1 99
— 100

CIFAR10 (LS) 4.63 4.20 4.17 4.26

What’s more, we observe that such choice of weights (% 35 ) cons1stently yielded superlor performance
among different datasets. Identifying an optimal weight value remains a promising direction for
further enhancing the GMS.

E.2 Details of pre-trained noise networks

In Tab. 5, we list details of pre-trained noise prediction networks used in our experiments.
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Table 5: Details of noise prediction networks used in our experiments. LS means the linear schedule
of o(t) [14] in the forward process of discrete time step (see Eq. (1)). CS means the cosine schedule
of o(t) [30] in the forward process of discrete timesteps (see Eq. (1)).

# TIMESTEPS N NOISE SCHEDULE  OPTIMIZER FOR GMM

CIFAR10 (LS) 1000 LS ADAN
CIFAR10 (CS) 1000 CS ADAN
IMAGENET 64X64 4000 CS ADAN

E.3 Details of the structure of the extra head

In Tab. 6, we list structure details of NN;, NNy and NNj of prediction networks used in our
experiments.

Table 6: NN represents noise prediction networks and NNg, NN3 represent networks for estimating
the second- and the third-order of noise, which used in our experiments. Conv denotes the convolution
layer. Res denotes the residual block. None denotes using the original network without additional
parameters

NN; NN2 (NoO1SE) NNj3 (NOISE)

CIFAR10 (LS) NONE Conv REs+CONV
CIFAR10 (CS) NONE CoONV RES+CONV
IMAGENET 64X64 NONE REs+CoNV REs+CoONV

E.4 Training Details

We use a similar training setting to the noise prediction network in [30] and [2]. On all datasets, we
use the ADAN optimizer [4 1] with a learning rate of 10~%; we train 2M iterations in total for a higher
order of noise network; we use an exponential moving average (EMA) with a rate of 0.9999. We
use a batch size of 64 on ImageNet 64X64 and 128 on CIFAR10. We save a checkpoint every 50K
iterations and select the models with the best FID on 50k generated samples. Training one noise
network on CIFAR10 takes about 100 hours on one A100. Training on ImageNet 64x64 takes about
150 hours on one A100.

E.5 Details of Parameters of Optimizer in Sampling

In Tab. 7, we list details of the learning rate, learning rate schedule, and warm-up steps for different
experiments.

Table 7: Details of Parameters of Optimizer used in our experiments. Ir Schedule means the learning
rate schedule. min Ir means the minimum learning rate while using the learning rate schedule, ¢; is a
function with the second order growth function of sampling steps ¢.

LEARNING RATE LR SCHEDULE MIN LR WARM-UP STEPS
CIFAR10 MAX(0.16-1,%0.16,0.12) CcOS 0.1 18
IMAGENET 64 x 64 MAX(0.1-4:*0.1,0.06) COS 0.04 18
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where COS represents the cosine learning rate schedule [6]. We find that the cosine learning rate
schedule works best. The cos learning rate could be formulated as follows:
Ay if <1,

w

Qi1 = 44)

max((0.5 cos(}':?” 7r) + D)ay, amin)  else
where, a; is the learning rate after ¢ steps, I, is the warm-up steps, ai, is the minimum learning
rate, [ is the total steps.

E.6 Details of memory and time cost

In Tab. 8, we list the memory of models (with the corresponding methods) used in our experiments.
The extra memory cost higher-order noise prediction network is negligible.

Table 8: Model size (MB) for different models. The model of SNDDPM denotes the model that
would predict noise and the square of noise; The model of GMDDPM denotes the model that would
predict noise, the square of noise, and the third power of noise.

NOISE PREDICTION  NOISE & SN PREDICTION  NOISE & SN PREDICTION

NETWORK NETWORKS NETWORKS
(ALL BASELINES) SNDDPM (GMDDPM)
CIFAR10 (LS) 50.11 MB 50.11 MB 50.52 MB (+0.8%)
CIFAR10 (CS) 50.11 MB 50.11 MB 50.52 MB (+0.8%)
IMAGENET 64 x 64 115.46 115.87 MB 116.28 (+0.7%)

In Fig. 5, we present a comprehensive breakdown of the time of optimization process within GMS
at each sampling step. Subfigure (a) in Fig. 5 illustrates that when the batch size is set to 100, the
time of optimizing approximately 320 steps to fit a Gaussian mixture transition kernel at each step
is equivalent to the time needed for one network inference, which means that the additional time of
GMS for each sampling steps is about 10% when the number of optimizing steps is 30.

Meanwhile, Subfigure (a) in Fig. 5 elucidates the relation between sampling time and the number of
sampling steps for both GMS and SN-DDPM. It is noteworthy that the optimization steps employed
in GMS remain fixed at 25 per sampling step, consistent with our setting in experiments. Evidently, as
the number of sampling steps escalates, GMS demonstrates a proportional increase in computational
overhead, consistently maintaining this overhead within a 10% margin of the original computational
cost.

Optimizer Steps vs Time Sampling Steps vs Time

3.55{ —®— Batch=100
Batch=500

—e— SN-DDPM

1400 GMs

—&— Batch=1000

3.0 ~=- Nosie network inference time (Batch=100)
1200

1000

=
g
8

Time (seconds)
>
8

Time (in seconds)
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05 200
%
o
0.0

o 200 400 600 800 1000 10* 10?
Optimizer Steps Sampling Steps

(a) Optimizing time and steps (b) Sampling time and steps

Figure 5: Sampling/optimizing steps and time (in seconds). (a). The correlation between the
number of optimizing steps and the corresponding optimizing time for GMS. Notably, the optimizing.
(b). The correlation between the number of sampling steps and the corresponding sampling time for
a single batch is observed. Notably, the sampling time demonstrates nearly linear growth with the
increase in the number of sampling steps for both solvers.
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Since many parts in the GMS introduce additional computational effort, Fig. 6 provides detailed
information on the additional computational time of the GMS and SN-DDPM relative to the DDPM,
assuming that the inference time of the noise network is unit one.

Emphasizing that the extra time is primarily for reference, most pixels can work well with a Gaussian
distribution. By applying a threshold and optimizing only when the disparity between the reverse
transition kernel and Gaussian exceeds it, we can conserve about 4% of computational resources
without compromising result quality.

=1 // ~0.4% ~0.4%-0.8% ~9% //

Inference of noise network Inference of 2-nd noise network Inference of 3-rd noise network Solve the parameters for GM
(DDPM, DDIM, ADPMs) (SN-DDPM, NPR-DDPM) (GMS) using different order moments

Figure 6: Time cost distribution for GMS.

E.7 The reduction in the FID on CIFAR10 for GMS compared to SN-DDPM

To provide a more intuitive representation of the improvement of GMS compared to SN-DDPM
at different sampling steps, we have constructed Fig. 7 below. As observed from Fig. 7, GMS
exhibits a more pronounced improvement when the number of sampling steps is limited. However,
as the number of sampling steps increases, the improvement of GMS diminishes, aligning with the
hypothesis of our non-Gaussian reverse transition kernel as stated in the main text. However, we
respectively clarify that due to the nonlinear nature of the FID metric, the relative/absolute FID
improvements are not directly comparable across different numbers of steps

E.8 Additional results with latent diffusion

we conduct an experiment on ImageNet 256 x 256 with the backbone noise network as U-ViT-
Huge [4]. We train extra the second-order and the third-order noise prediction heads with two
transformer blocks with the frozen backbone. The training iterations for each head is 150K and other
training parameters are the same as the training of the backbone of U-ViT-Huge (details in [4]). We
will evaluate the sampling efficiency of GMS under conditional sampling (classifier-free guidance
scale is 0.4) and unconditional sampling in Tab. 9

GMS vs. SN-DDPM FID Reduction

Relative FID Reduction

Relative FID Reduction

25 50 7'5 1(30 1&5 1%0 1%5 260
Sampling Steps

Figure 7: The reduction in the FID on CIFAR10 for GMS compared to SN-DDPM. With a restricted
number of sampling steps, the improvement exhibited by GMS surpasses that achieved with an ample
number of sampling steps.
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Table 9: Comparison with DDPM and SN-DDPM w.r.t. FID score | on ImageNet 256 x 256 by
using latent diffusion. Uncond denotes the unconditional sampling, and Cond denotes sampling
combining 90% conditional sampling with classifier-free guidance equals 0.4 and 10% unconditional
sampling, consistent with Bao et al. [4].

CoND, CFG=0.4 UNCOND

# TIMESTEPS K 15 20 25 40 50 100 200 25 40 50 100

DDPM, 3, 6.48 530 4.86 4.42 4.27 3.93 3.32 8.62 6.47 5.97 5.04
SN-DDPM 4.40 3.36 3.10 2.99 2.97 2.93 2.82 8.19 5.73 5.32 4.60
GMS (OURS) 4.01 3.07 2.89 2.88 2.85 2.81 2.74 7.78 5.42 5.03 4.45

E.9 Additional results with same calculation cost

Since GMS will cost more computation in the process of fitting the Gaussian mixture, we use the
maximum amount of computation required (i.e., an additional 10% of computation is needed) for
comparison, and for a fair comparison, we let the other solvers take 10% more sampling steps. Our
GMS still outperforms existing SDE-based solvers with the same (maximum) computation cost in
Tab. 10.

Table 10: Fair comparison with competitive SDE-based solvers w.r.t. FID score | on CIFAR10.
SN-DDPM denotes Extended AnalyticDPM from [2]. The number of sampling steps for the GMS is
indicated within parentheses, while for other solvers, it is represented outside of parentheses.

CIFAR10 (LS)
# TIMESTEPS K 11(10) 22(20) 28(25) 44(40) 55(50) 110(100) 220(200) 1000(1000)

SN-DDPM* 17.56  7.74 6.76  4.81 4.23 3.60 3.20 3.65
GMS (OURS) 1743 7.18 596 4.52 4.16 3.26 3.01 2.76

In order to provide a more intuitive representation for comparing different methods under the same
sampling time, we have generated Fig. 8. Subfig. (a) of Fig. 8 illustrates that at each step, there is an
additional computational time cost incurred for GMS to fit the Gaussian mixture transition kernel.
This computational overhead exhibits a nearly linear growth pattern with the increase in the number
of sampling steps.

Subfig. (b) of Fig. 8 offers a valuable perspective on the connection between approximate sampling
time and sampling quality for two GMS and SN-DDPM. It becomes apparent that GMS consistently
exhibits superior performance when compared to SN-DDPM with identical computational resources.
Furthermore, the data reveals that the magnitude of improvement introduced by GMS is more
substantial when the number of sampling steps is limited, as opposed to scenarios with a higher
number of sampling steps.
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Sampling Steps vs Time

~e— SN-DDPM
1400 GMs

1200

1000

©
3
3

@

Time (in seconds)
P
8
FID

10t 102 103 4x10" 6x10% 102 2x10? 3x10?
Sampling Steps Time (seconds)

(a) Sampling steps and sampling time (b) sampling time and quality

Figure 8: (a). The correlation between the number of sampling steps and the corresponding sampling
time for a single batch is observed. Notably, the sampling time demonstrates nearly linear growth
with the increase in the number of sampling steps for both solvers.(b).The relation between the sample
quality (in FID) and the sampling time (in seconds) of GMS and SN-DDPM on CIFARI10.)

E.10 Compare with continuous time SDE-based solvers

For completeness, we compare the sampling speed of GMS and non-improved reverse transition
kernel in Tab. 11, and it can be seen that within 100 steps, our method outperforms other SDE-based
solvers. It is worth noting that the EDM-SDE [ 18] is based on the x( prediction network, while
SEED [10] and GMS are based on Ho et al. [14]’s pre-trained model which is a discrete-time noise
network.

Table 11: Comparison with SDE-based solvers [18, 10] w.r.t. FID score | on CIFAR10.

CIFAR10
# TIMESTEPS K 10 20 40 50 100

SEED-2 [10] 481.09 305.88 51.41 11.10 3.19
SEED-3 [10] 483.04 462.61 247.44 62.62 3.53
EDM-SDE [18] 35.07 14.04 9.56 5.12 2.99
GMS (OURS) 17.43 7.18 4.52 4.16 3.26

E.11 Codes and License

In Tab.12, we list the code we used and the license.

Table 12: codes and license.

URL CITATION LICENSE
HTTPS://GITHUB.COM/W86763777/PYTORCH-DDPM HO ET AL. [14] WTFPL
HTTPS://GITHUB.COM/OPENAI/IMPROVED-DIFFUSION  NICHOL AND DHARIWAL [30] MIT

F SDEdit

Fig. 9 illustrates one of the comprehensive procedures of SDEdit. Given a guided image, SDEdit
initially introduces noise at the level of oy, to the original image xy, where o denotes the noise
schedules of forward process in diffusion models. Subsequently, using this noisy image x, and then
discretizes it via the reverse SDE to generate the final image. Fig. 9 shows that the choice of ¢y will
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can greatly will greatly affect the realism of sample images. With the increase of ¢y, the similarity
between sample images and the real image is decreasing. Hence, apart from conducting quantitative
evaluations to assess the fidelity of the generated images, it is also crucial to undertake qualitative
evaluations to examine the outcomes associated with different levels of fidelity. Taking all factors into
comprehensive consideration, we have selected the range of ¢y from 0.3T to 0.5T in our experiments.

to—’

Stroke  to=100 ty=300 t,=500 t;=700 t, =900

! ! 1 1

Figure 9: t( denotes the timestep to noise the stroke

Besides experiments on LSUN 256 X256, we also carried out an experiment of SDEdit on ImageNet
64 x64. In Tab. 13, we show the FID score for different methods in different ¢y and different sample
steps. Our method outperforms other SDE-based solvers as well.

Table 13: Comparison with competitive methods in SDEdit w.r.t. FID score | on ImageNet
64 x64. ODE-based solver is worse than all SDE-based solvers. With nearly the same computation
cost, our GMS outperforms existing methods in most cases.

IMAGENET 64X64, to = 1200

#K 26(28) S5I1(55) 101(111) 201(221)
DDPM, 3, 21.37 19.15 18.85 18.15
DDIM 21.87  21.81 21.95 21.90
SN-DDPM  20.76  18.67 17.50 16.88
GMS 20.50 18.37 17.18 16.83

G Samples

From Fig. 10 to Fig. 12, we show generated samples of GMS under a different number of steps in
CIFAR10 and ImageNet 64 x64. Here we use K to denote the number of steps for sampling.
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(e) GMS (K = 50) () GMS (K = 100) (g) GMS (K = 200) (h) GMS (K = 1000)
Figure 10: Generated samples on CIFAR10 (LS)

(a) GMS (K = 25) (b) GMS (K = 50) (c) GMS (K = 100)
Figure 11: Generated samples on ImageNet 64 x 64.

(a) GMS (K = 200) (b) GMS (K = 400) (c) GMS (K = 4000)
Figure 12: Generated samples on ImageNet 64 x64.
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