
Towards a Universal Scaling Law of LLM Training
and Inference

Chuhan Wu
Huawei Noah’s Ark Lab
wuchuhan15@gmail.com

Ruiming Tang
Huawei Noah’s Ark Lab

tangruiming2015@163.com

Abstract

Guided by the prophecy of scaling law, large language models (LLMs) demonstrate
higher levels of intelligence with increased sizes and computational power. Mean-
while, the overall outcome of small LLMs seems to show a scaling trend when a
higher inference cost is paid in prompting and sampling. However, the inherent
relatedness between training and inference in the path of scaling up is less studied.
In this article, we present a universal theory on the joint computational scaling of
LLM training and inference, which characterizes the general behaviors of LLM
in various settings. Based on simple modeling of several key hyperparameters,
we give intuitive explanations for the effectiveness of various techniques at both
training and inference time. To explain the limitation of the current inference
paradigm, we further propose the concept of meta-scaling to address the problem
of error accumulation in the inference scaling process. We hope that this work can
provide insight into future LLM research, development, and applications.

1 Introduction

On the upscaling path of computation power given by the scaling law [9, 7], the general capabilities
of large language models (LLMs) have become more impressive and appealing [6]. Training larger
models on more tokens has allowed LLMs to develop abilities beyond mere data memorization,
such as solving math problems and demonstrating logical reasoning [1]. However, researchers face
significant challenges, including limitations in high-quality data, computational resources, and the
instability of training large models [15, 14, 20, 19]. These issues may restrict the upscaling potential
of ultra-large language models.

Faced with the difficulties in upscaling LLM training, an alternative way has emerged, i.e., investing
more in the inference stage. Techniques such as chain-of-thought (CoT) prompting [18] and its
successors [23, 3] using advanced search and prompting techniques have shown that LLMs can
perform better in real-world applications by optimizing inference strategies. Based on the successful
practice of existing works, an inference scaling law of LLMs is primarily formed, suggesting the
scaling potential at test time [5, 13]. In particular in domains such as mathematics and code, smaller
models can outperform larger ones given adequate trials [2, 4]. The release of GPT-o11 is also
a successful signal to create the second scaling curve at the test time. This shift highlights the
practicality of turning more computation into model inference under the stagnated growth of the
training cost budget. This naturally leads to an interesting question: is there a unified scaling law that
connects both training and inference?

Here, we provide an initial answer to this question with a qualitative theory that connects the joint
effects of training and inference. We propose a unified scaling formulation to describe the joint effects
of training and inference on the final outcome of LLMs in downstream tasks. We argue that both

1https://openai.com/index/introducing-openai-o1-preview/
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Figure 1: An illustrative example of the training loss and downstream performance of a base model
and an expanded version from the base model at the S-th step. Although the two models have the
same loss at step S′, the expanded model has slightly better performance in downstream tasks.

model size and model depth have major impacts on downstream performance, meanwhile, proper
sampling and prompting strategies are also important in achieving optimal results. Our qualitative
analysis can provide rational explanations for various techniques and phenomena in the practical use
and development of LLMs. It naturally leads to a new concept of meta-scaling that aims to build a
more ideal verification environment for LLMs to search and pick correct answers. It is expected to
offer new insights on optimizing the design of LLM architectures under limited training budgets to
boost the scaling effects at test time.

2 Universal Scaling Law

2.1 Preliminary: Is Model Expansion a “Free Lunch”?

We start our deduction from a practical problem in LLM development, i.e., model expansion. As
shown in Fig. 1, we expand a model from a basic model at step S through self-merging [22] techniques
by copying a certain number of layers. After training on a relatively small amount of data (1̃00B
tokens), the expanded model achieves a lower loss than the original model trained on the same data.
However, we observe that the performance of the expanded model in downstream tasks is slightly
better than that of the original model, although they have the same scale of loss at step S′. This
phenomenon is difficult to explain by the scaling law, as it seems almost like a free lunch of LLM
training. Therefore, a question arises: What factor leads to this surprising performance improvement?

In fact, the main difference between the two models at step S′ is that the expanded model pays more
cost at the inference stage, since it has more layers. Thus, we can assert that there exists a joint scaling
effect on downstream performance that depends on the settings of both training and inference. In this
unified scaling law, the depth of LLMs may generate a critical impact on the final performance.

2.2 Formulation of Universal Scaling Law

Motivated by the standard LLM training scaling law, we propose a unified scaling law that synthesizes
the effects of both training and inference techniques. The vanilla scaling law is mainly based on the
size of the training data and the size of the model, where the influence of the model shape is neglected.
In fact, previous studies [8, 21] have demonstrated the importance of model depth in performing
complex tasks. Thus, we reformulate the standard scaling law into a finer-grained one that considers
the number of layers N and the hidden dimension d. It predicts the loss function L as follows:

L =
x1

Nw1
+

x2

dw2
+

x3

Sw3
+ b, (1)

where w{1,2,3}, x{1,2,3} and b are parameters, and S reflects the training tokens. For mixture-of-
expert (MoE) models, inspired by [10] we further modify this loss prediction by introducing an
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additional coefficient that reflects the expansion of model parameters:

L = (
x1

Nw1
+

x2

dw2
)
x4

Ew4
+

x3

Sw3
+ b, (2)

where w4 and x4 are parameters, and E is the expansion factor that depends on the design of MoE
architecture (e.g., number of experts and expert granularity).

In downstream tasks, the probability p of generating correct responses is determined by the corre-
sponding loss, i.e., p = e−L (we assume that the final answer is a single token). Denote the logits of
the i-th token as µi (the correct token logits is µj), then the correct probability is computed below:

p =
exp(µj)∑V
i=1 exp(µi)

=
1

1 + exp(−µ)
, (3)

where V is the vocabulary size and we use a single term exp(−µ) to replace the accumulated term
for simplicity. Thus, the relatedness between loss and the equivalent “logits” of the correct token is:

µ = − log(eL − 1). (4)

In the non-CoT mode, the response accuracy I is given by p since it is already the expectation over
data distribution. However, for more complicated decoding and sampling scenarios, we assume that
the equivalent correct token logits are sampled from a Gaussian distribution y ∼ N (µ, σ2), where σ
depends on the data distribution and decoding strategies. Based on this assumption, we can model
the behaviors of LLMs in CoT prompting strategies. Since most tokens in the thinking steps are
less informative, we assume that the entire generation process has C ≥ 2 critical steps, and the final
response is corrected only when all critical steps are correct (here we ignore cases where wrong steps
lead to correct answers). In CoT generation, the depth of reasoning inherent in LLMs is determined
by the number of critical steps C and the model depth N . We use the following equation to adjust the
sampled equivalent logits y by introducing an additional term that characterizes the effects of CoT:

y′ = y + y0 · tanh(
C log(N)

C0
)

= y + y0 ·
N

2C
C0 − 1

N
2C
C0 + 1

(5)

where y0 and C0 are task-dependent constants, where a larger y0 value means the task can benefit
more from CoT prompting, while a larger C0 indicates more complex reasoning steps. In general,
more difficult tasks usually produce smaller coefficients y0 and larger C0. In addition, deeper models
and more CoT steps usually bring a higher increase in the probability of generating correct tokens,
whereas this benefit is not unlimited when we increase the reasoning step and model depth. The
overall accuracy expectation is computed as follows:

I = Ey′(
1

1 + e−y′ )
C . (6)

Repeated sampling without verification. Based on the above modeling, we further discuss scenarios
with repeated sampling in the inference phase. If the system only conducts repeated inference, its
main effect can be regarded as reducing the variance of equivalent logits across data distributions:

y ∼ N (µ,
σ2

f(R)
), (7)

where R is the number of trials, f(·) is usually a sublinear function since different trials may not be
independent. This formula implies that repeated sampling techniques such as self-consistency [16]
may improve the performance of LLMs to some extent under certain scenarios, but the improvement
is not unlimited and does not show a scaling effect.

Repeated sampling with perfect verification.

In some domains, such as mathematics and code, we have gold standards to verify the correctness of
generated responses. For example, on the HumanEval benchmark, we can run the generated code to
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Figure 2: The answer accuracy w.r.t. different task constants, model depths, and critical steps.

check whether it passes all the test cases. Repeated sampling may show a scaling effect under this
setting, where the final accuracy I ′ is formulated as follows:

I ′ = 1− (1− I)f(R). (8)

We see that all test cases can be correctly solved under sufficient trials regardless of their difficulties,
as shown by the infinite monkey theorem.

Repeated sampling with imperfect verification.

In most scenarios such as RLHF [11] and LLM-as-judge [25, 24], LLMs generate multiple responses
and evaluate them with an imperfect judger. We assume that the judge has an ϵ probability of
mistakenly rejecting a correct response. In this setting the final accuracy I ′ is computed as follows:

I ′ = (1− (1− I)f(R))(1− ϵ)f(R). (9)

This equation indicates that too many trials may be suboptimal for the final performance since the
judger system may mislead the model to pick the wrong results.

3 Analysis and Implications

Here we use our qualitative model to explain the phenomena in practical LLM usage.

3.1 Effects of CoT in Different Types of Tasks

We vary the value of the task-dependent constants y0 and C0 to see the accuracy change w.r.t. different
numbers of critical steps and model depths, as shown in Fig. 2 (we set µ = σ = 1 here). We have
several implications from the results:
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Figure 3: Influence of µ and σ on the effectiveness of CoT reasoning.

• Small y0, large C0 (upper right figure): tasks with high reasoning difficulty and large
exploration space in the reasoning step. MMLU is a representative benchmark of this type,
where the CoT mode may not be better than the non-CoT mode in a few-shot setting. Solving
these tasks usually requires sufficient knowledge storage, and step-by-step reasoning does
not help much. Model depth is quite important in solving MMLU-like problems [21].

• Large y0, large C0 (lower right figure): tasks with a complex combination of multiple easy
steps. GSM8K can be regarded as this type, where the performance can substantially benefit
from using more layers and finer-grained reasoning chains.

• Small y0, small C0 (upper left figure): tasks with high reasoning difficulties but limited
steps. Riddle solving is a task of this type, where step-by-step reasoning does not help, and
strong creative thinking ability is needed.

• Small y0, small C0 (lower left figure): easy tasks such as simple arithmetic. Only a few
steps are sufficient to give accurate results, while too long reasoning steps may be confusing.

Based on these discussions, we can see that our formulation can explain the behaviors of models in
various types of tasks.

3.2 Influence of Training Loss and Repeated Sampling

In our qualitative modeling, the equivalent correct token logits are determined by the training loss.
Thus, we can vary the value of µ and σ to simulate the performance of models with different training
losses and different inference trials (Fig. 3). Based on our modeling, LLMs may not benefit from
CoT reasoning if they have a high loss in a given task. We also observe this phenomenon in our
practice on very difficult benchmarks like MMLU-Pro [17] and GPQA [12]. Combining responses in
different trials fails to solve problems better than using fewer chances in this situation, which has
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Figure 4: Model performance with perfect verification under different µ and f(R).
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Figure 5: Influence of the verification error on the final performance.

been verified by existing work [5]. In contrast, voting strategies are more effective in tasks when
LLMs have a good mastery of task-related knowledge, which is consistent with our intuition.

3.3 Influence of Response Verification

Finally, we discuss the effectiveness of response verification in different settings. As shown in Fig. 4,
the performance is consistently better when f(R) is larger, which is intuitive because even monkeys
can almost surely type any text given an infinite time. A more practical simulation with imperfect
verification is shown in Fig. 5. When the judger is relatively reliable, using complicated sampling
techniques at the inference stage may achieve substantial performance gains, especially when the
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Figure 6: Influence of generation and verification losses on final accuracy.

model is weak on the given task. However, it is ineffective to scale up the inference cost if the judger
is inaccurate, which is consistent with our intuition that low-quality verification will mislead the
system to pick wrong or inaccurate results. This can explain why the new GPT-o1 system does not
improve impressively in subjective tasks.

4 Concept of Meta-scaling: Towards Perfect Verification

Based on the analysis in the previous sections, we find that the error ϵ of the verification environment
is the bottleneck of inference scaling. We use a virtual loss function Lg to indicate the accuracy of
generation by I = exp(−Lg) and a verification loss Lv that reflects the quality of the evaluation by
1− ϵ = exp(−Lv). Then the final accuracy I ′ of repeated sampling is reformulated as follows:

I ′ = (1− (1− e−Lg )f(R))e−Lvf(R). (10)

We show the relations between I ′ and these two losses in Fig. 6. We can see that performance can be
significantly improved by increasing inference cost if Lg >> Lv, while improvement is limited or
even negative when Lg is comparable to Lv. This result implies that inference scaling relies on an
accurate verification environment to achieve optimal performance. However, the accuracy of LLM
verification is usually limited, especially in complex scenarios. Does this mean that the upscaling
potential of LLM inference is unsustainable?

To answer this challenge, we propose the concept of “meta-scaling”. We use a meta-function g(x,R)
to represent the verification of the input x using R different trials. For example, in [25] the reward
system can be represented by this function g(x,R). In fact, we can further verify the verification of x
by using a nested meta-scaling function: g2(g1(x,R1), R2). Based on our previous analysis, if we
regard the verification task as another generation task, its performance can be improved when there is
a verification system. Motivated by this assumption, we propose the function of meta-scaling:

mK(x) = gK(...g2(g1(x,R1), R2), ..., RK), (11)
where K is the meta-scaling order. For example, we can first verify each LLM response using
10 different trials, then verify each judge result with another 10 trials, and finally generate 10
justifications for these meta-judgements. In this paradigm, the complexity of the computational cost
of inference scaling is O(e

∑K
i=1 Ri). This leads to a much faster growth of computational complexity

compared to the standard exponential increase. In this recursive evaluation of generated responses, the
overall evaluation error can be greatly eliminated, and correct answers can be searched and picked.

5 Conclusion

In this paper, we present a unified scaling law that connects the impact of model architecture, data
size, and inference strategies on the final model performance. We show that the depth of LLMs is a
critical factor in training and inference that generates substantial impacts on overall performance. By
setting different parameters in our qualitative model, we can explain various phenomena in practical
LLM development and applications and reveal the potential way of meta-scaling. We hope that our
modeling can offer useful insight to help optimize resource allocation and strategies in the unified
scaling path of LLM training and inference.
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