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Figure 1: The overview. Leveraging temporal multi-view images, the Large 4D Gaussian Recon-
struction Model (DrivingRecon) is capable of predicting 4D driving scenes. DrivingRecon serves as
a pre-trained model that effectively captures geometric and motion information, thereby enhancing
performance in perception, tracking, and planning tasks. Additionally, DrivingRecon can synthesize
novel views based on specific camera parameters, ensuring adaptability to various vehicle models.
Furthermore, DrivingRecon facilitates the editing of designated 4D scenes through the removal,
insertion, and manipulation of objects.

ABSTRACT

Photorealistic 4D reconstruction of street scenes is essential for developing real-
world simulators in autonomous driving. However, most existing methods per-
form this task offline and rely on time-consuming iterative processes, limiting
their practical applications. To this end, we introduce the Large 4D Gaussian Re-
construction Model (DrivingRecon), a generalizable driving scene reconstruction
model, which directly predicts 4D Gaussian from surround-view videos. To bet-
ter integrate the surround-view images, the Prune and Dilate Block (PD-Block) is
proposed to eliminate overlapping Gaussian points between adjacent views and re-
move redundant background points. To enhance cross-temporal information, dy-
namic and static decoupling is tailored to learn geometry and motion features bet-
ter. Experimental results demonstrate that DrivingRecon significantly improves
scene reconstruction quality and novel view synthesis compared to existing meth-
ods. Furthermore, we explore applications of DrivingRecon in model pre-training,
vehicle adaptation, and scene editing. Our code will be made publicly available.
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1 INTRODUCTION

Autonomous driving has made remarkable advancements in recent years, particularly in the areas of
perception (Li et al., 2022b; Zhang et al., 2022; Huang et al., 2023; Wei et al., 2023b), prediction (Hu
et al., 2021; Gu et al., 2022; Liang et al., 2020), and planning (Dauner et al., 2023; Cheng et al., 2022;
2023; Hu et al., 2023). With the emergence of end-to-end autonomous driving systems that directly
derive control signals from sensor data (Hu et al., 2022; 2023; Jiang et al., 2023), conventional
open-loop evaluations have become less effective (Zhai et al., 2023; Li et al., 2024). Real-world
closed-loop evaluations offer a promising solution, where the key lies in the development of high-
quality scene reconstruction (Turki et al., 2023; Xie et al., 2023).

Despite numerous advancements in the photo-realistic reconstruction of small-scale scenes (Milden-
hall et al., 2021; Müller et al., 2022; Chen et al., 2022; Kerbl et al., 2023; Wei et al., 2023a), modeling
large-scale and dynamic driving environments remains challenging. Most existing methods tackle
these challenges by using 3D bounding boxes to differentiate static from dynamic components (Yan
et al., 2024; Wu et al., 2023b; Turki et al., 2023). Subsequent methods learn the dynamics in a
self-supervised manner with a 4D NeRF field (Yang et al., 2023a) or 3D displacement field (Huang
et al., 2024). The aforementioned methods require numerous and time-consuming iterations for
reconstruction and cannot generalize to new scenes.

While some recent methods are able to reconstruct 3D objects (Hong et al., 2023; Zhang et al.,
2024; Tang et al., 2024) or 3D indoor scenes (Charatan et al., 2024; Chen et al., 2024; Szymanowicz
et al., 2024) with a single forward pass, these approaches are not directly applicable to dynamic
driving scenarios. Specifically, two core challenges arise in driving scenarios: (1) Models tend to
predict redundant Gaussian points across adjacent views, leading to model collapse. (2) At a given
moment, the scene is rendered with a very limited supervised view (sparse view supervision), and
the presence of numerous dynamic objects limits the direct use of images across time sequences.

To this end, we introduce a Large Spatial-Temporal Gaussian Reconstruction Model (DrivingRe-
con) for autonomous driving. Our method starts with a 2D encoder that extracts image features
from surround-view images. A DepthNet module estimates depth to derive world coordinates using
camera parameters. These coordinates, along with the image features, are fed into a temporal cross-
attention mechanism. Subsequently, a decoder integrates this information with additional Prune and
Dilate Blocks (PD-Blocks) to enhance multi-view integration. The PD-Block effectively prunes
overlapping Gaussian points between adjacent views and redundant background points. The pruned
Gaussian points can be replaced by dilated Gaussian points of complex object. Finally, a Gaussian
Adapter predicts Gaussian attributes, offsets, segmentation, and optical flow, enabling dynamic and
static object rendering. By leveraging cross-temporal supervision, we effectively address the sparse
view challenges. Our main contributions are as follows:

• To the best of our knowledge, we are the first to explore a feed-forward 4D reconstruction
model specifically designed for surround-view driving scenes.

• We propose the PD-Block, which learns to prune redundant Gaussian points from different
views and background regions. It also learns to dilate Gaussian points for complex objects,
enhancing the quality of reconstruction.

• We design rendering strategies for both static and dynamic components, allowing rendered
images to be efficiently supervised across temporal sequences.

• We validate the performance of our algorithm in reconstruction, novel view synthesis, and
cross-scene generalization.

• We explore the effectiveness of DrivingRecon in pre-training, vehicle adaptation, and scene
editing tasks.

2 RELATED WORK

2.1 DRIVING SCENE RECONSTRUCTION

Numerous efforts have been put into reconstructing scenes from autonomous driving data captured
in real scenes. Existing self-driving simulation engines such as CARLA (Dosovitskiy et al., 2017)
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or AirSim (Shah et al., 2017) suffer from costly manual effort to create virtual environments and
the lack of realism in the generated data. Many studies have investigated the application of these
methods for reconstructing street scenes. Block-NeRF (Tancik et al., 2022) and Mega-NeRF (Turki
et al., 2021) propose segmenting scenes into distinct blocks for individual modeling. Urban Radi-
ance Field (Rematas et al., 2021) enhances NeRF training with geometric information from LiDAR,
while DNMP (Lu et al., 2023) utilizes a pre-trained deformable mesh primitive to represent the
scene. Streetsurf (Guo et al., 2023) divides scenes into close-range, distant-view, and sky categories,
yielding superior reconstruction results for urban street surfaces. MARS (Wu et al., 2023b) employs
separate networks for modeling background and vehicles, establishing an instance-aware simulation
framework. With the introduction of 3DGS (Kerbl et al., 2023b), DrivingGaussian (Zhou et al.,
2023) introduces Composite Dynamic Gaussian Graphs and incremental static Gaussians, while
StreetGaussian (Yan et al., 2024) optimizes the tracked pose of dynamic Gaussians and introduces
4D spherical harmonics for varying vehicle appearances across frames. Omnire (Chen et al., 2024)
further focus on the modeling of non-rigid objects in driving scenarios. However, these reconstruc-
tion algorithms requires time-consuming iterations to build a new scene.

2.2 LARGE RECONSTRUCTION MODELS

Some works have proposed to greatly speed this up by training neural networks to directly learn
the full reconstruction task in a way that generalizes to novel scenes Yu et al. (2021); Wang et al.
(2021; 2022); Wu et al. (2023a). Recently, LRM (Hong et al., 2023) was among the first to utilize
large-scale multiview datasets including Objaverse (Deitke et al., 2023) to train a transformer-based
model for NeRF reconstruction. The resulting model exhibits better generalization and higher qual-
ity reconstruction of object-centric 3D shapes from sparse posed images in a single model forward
pass. Similar works have investigated changing the representation to Gaussian splatting (Tang et al.,
2024; Zhang et al., 2024), introducing architectural changes to support higher resolution (Xu et al.,
2024; Shen et al., 2024), and extending the approach to 3D scenes (Charatan et al., 2023; Chen et al.,
2024). Recently, L4GM utilize temporal cross attention to fuses multiple frame information to pre-
dict the Gaussian representation of a dynamic object (Ren et al., 2024). However, for autonomous
driving, there is no one to explore the special method to fuse surround-views. The naive model pre-
dicts repeated Gaussian points of adjacent views, significantly reducing reconstruction performance.
Besides, sparse view supervision and numerous dynamic objects further complicate the task.

3 METHOD

In this section, we present the Large 4D Reconstruction Model (DrivingRecon), which generates
4D scenes from surround-view video inputs in a single feed-forward pass. Section 3.1 details the
overview of DrivingRecon. In Section 3.2, we provide an in-depth examination of the Prune and
Dilate Block (PD-Block). Finally, Section 3.3 discusses our training strategy, which includes static
and dynamic decoupling, 3D-aware positional encoding, and segmentation techniques.

3.1 OVERALL FRAMEWORK

Symbol definition. DrivingRecon utilizes temporal multi-view images D to train a feedfor-
ward model G = f(D). This model predicts Gaussians G = {G ∈ Rd} in the structure of
(xyz ∈ R3, rgb ∈ R3,a ∈ R1, s ∈ R3, c ∈ R|C|, r ∈ R4,∆xyz ∈ R3,∆r ∈ R4). These el-
ements represent position, RGB color, scale, rotation vectors, semantic logits, position change and
rotation change, respectively. For the i-th sample, Di = {Xt, Rt, V t, Et | t = 1, . . . , T} includes
N multi-view images Xt = {I1, . . . , Ij , . . . , IN} at each timestep t, with corresponding intrinsic
parameters Et = {E1, . . . , Ej , . . . , EN}, extrinsic rotation Rt = {R1, . . . , Rj , . . . , RN}, and ex-
trinsic translation Vt = {V1, . . . , Vj , . . . , VN}. The extrinsic parameter is to project the camera
coordinate system directly into the world coordinate system. We take the video start frame as the
origin of the world coordinate system.

Pipeline. The temporal multi-view images D are processed through a shared image encoder Fimg

to extract image features eimg . A specialized 3D Position Encoding method leverages a Depth-
Net alongside camera intrinsic and extrinsic parameters to compute the world coordinates (x, y, z).
These coordinates are concatenated with the image features eimg to form geometry-aware features

3
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Figure 2: The overview of DrivingRecon. (a) Multi-view images are in turn sent to encoder, 3D-
aware positional encoding, temporal cross-attention, decoder, and Gaussian adaptor to directly pre-
dict 4D Gaussians. (b) The 3D-aware Positional Encoding (3D-PE) leverages DepthNet, alongside
camera parameters, to compute 3D world coordinates. These coordinates are integrated with the
image features to enhance geometry awareness. (c) The visual encoder comprises multiple 2D con-
volutional blocks, while the visual decoder includes both 2D convolutional blocks and PD-Blocks.
Details of the PD-Block are provided in Sec. 3.2. (d) For dynamic objects, we only use next time-
step images to supervise the current Gaussian parameters. For static scenes, rendering supervision
is used across timestamps. In addition, reconstruction loss is also applied.

egeo. Then, temporal cross-attention merge features from different timesteps. The decoder then
enhances the resolution of these image features. Finally, a Gaussian adapter transforms the decoded
features into Gaussian points and segmentation outputs. In the decoder, the Prune and Dilate block
(PD-Block) can integrate image features from various viewpoints. It is worth mentioning that we
used the UNet structure, which is not shown in the Figure

3D Position Encoding. To better integrate features across different views and time intervals, we im-
plement 3D position encoding. Our DepthNet predicts feature depth du,v at UV-coordinate positions
(u, v). This involves a straightforward operation: selecting the first channel of the image feature and
applying the Tanh activation function to predict depths. The predicted depths du,v is subsequently
converted into world coordinates [x, y, z] = R × E−1 × du,v × [u, v, 1] + V . These coordinates
are directly concatenated with the image features for input into the PD-Block, enabling multi-view
feature fusion.

Temporal Cross Attention. Due to the sparse nature of multi-view data with minimal overlap, neu-
ral networks face challenges in comprehending the geometric information of scenes and objects. By
fusing multiple timestamps, we effectively integrate more viewing angles, enhancing the modeling
of scene geometry and understanding of both static and dynamic objects. Temporal self-attention is
employed to merge temporal features by considering both temporal and spatial dimensions simulta-
neously, as detailed in (Ren et al., 2024).

Gaussian Adapter. The Gaussian adapter employs two convolutional blocks to convert features
into segmentation c ∈ RC , depth categories dc ∈ RL, depth regression refinement dr ∈ R1, RGB
color rgb ∈ R3, alpha a ∈ R1, scale r ∈ R3, rotation r ∈ R3, UV-coordinate shifts [∆u,∆v],
and optical flow [∆x,∆y,∆z]. The activation functions for RGB color, alpha, scale, and rotation
are consistent with those in (Tang et al., 2024). The final depth per pixel is computed as df =∑L

l=1 l × softmax(dc) + dr. The UV-coordinate shifts [∆u,∆v] indicate that our approach is not
strictly pixel-aligned for Gaussian prediction, as elaborated in Sec. 3.2.
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Figure 3: The motivation and details of Prune and Dilate Block (PD-Block). (a) Different views
predict repeated Gaussian points, causing the model collapse. (b) Simple backgrounds (blue dots)
do not need a large number of Gaussian dots to be represented, while complex objects (red dots)
need more Gaussian dots to be represented. (c) PD-Block fuse the multi-view image features into a
range view form. Then PD-Block prune and dilate the Gaussian points according to the complexity
of the scene.

3.2 LEARN TO PRUNE AND DILATE

There are two core problems with surround-view driving scene reconstruction: (1) Overlapping parts
of different view angles will predict repeated Gaussian points, and these repeated Gaussian points
will cause the collapsion as shown in Fig 3 (a). (2) The edge of an object that is too complex often
requires more Gaussian points to describe it, while the sky and the road are very similar and do not
need too many Gaussian points as shown in Fig 3 (b).

Prune and Dilate Block. To this end, we propose a Prune and Dilate Block (PD-Block), which
can dilate the guassian point of complex instances and prune the gaussian of similar backgrounds
or different-views as shown in Figure 2 (c). (1) First, we directly concatenate the adjacent image
features in the form of a range view (Kong et al., 2023), in other words, to make the overlapping
parts of the 3D position easier to merge. (2) Then we cut the range view feature into multiple region,
which can greatly reduce the memory usage. (3) Following (Achanta et al., 2012; Ma et al., 2023),
we evenly propose K centers in space, and the center feature is computed by averaging its Z nearest
points. (4) We then calculate the pair-wise cosine similarity matrix S between the region feature and
the center points. (5) We set a threshold τ to generate a mask M that is considered 0 if it is below
this threshold and 1 if it is above this threshold. In addition, the point most similar to the center has
always been retained. (6) Based on mask, we can aggregate the long-term features elt and the local
features elc, e = M ∗ elt + (1 −M) ∗ elc. Here, the long-term features elt is extracted by a large
kernal convolution, and the local features elc is the original range view features.

Unaligned Gaussian Points. PD-Blocks effectively manage spatial computational redundancy by
reallocating resources from simple scenes to more complex objects, allowing for Gaussian points
that are not strictly pixel-aligned.For this reason, our Guassian Adapter also predicts the offset of
the uv coordinate [∆u,∆v] as described in Sec. 3.1. The world coordinate [x, y, z] = RE−1df ∗
[u+∆u, v +∆v, 1] + V . The above operations are universal for any time and view, so we did not
label the time and views for simplicity. Gaussian points of different viewing angles are all fused to
render. In addition, we can use the world coordinates at time t and the predicted optical flow to get
the world coordinates at time t+1, [xt+1, yt+1, zt+1] = [xt +∆xt, yt +∆yt, zt +∆zt]. Rotational
changes in an object are interpreted as positional changes.

3.3 TRAINING OBJECTIVE

To learn geometry and motion information, DrivingRecon carefully designed a series of regulations,
including segmentation regulation, dynamic and static rendering regulation, and 3D-aware coding
regulation.

Static and Dynamic Decoupling. The views of the driving scene are very sparse, meaning that only
a limited number of cameras capture the same scene simultaneously. Hence, cross-temporal view
supervision is essential. For dynamic objects, our algorithm predicts not only the current Gaussian
of dynamic objects at time t but also predicts the flow of each Gaussian point. Therefore, we will
also use the next frame to supervise the predicted Gaussian points, i.e., Ldr. For static objects, we
can render the scene with camera parameters of adjacent timestamps and supervise only the static
part, i.e., Lsr. Most algorithms only use static object scenes to better build 3D Gauss, neglecting the
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supervision of multiple views of dynamic objects. It is important to note that when supervising the
rendering across the time sequence, we will not supervise the rendered image where the threshold
value is less than α, as these pixels often do not overlap across the time sequence. Additionally, we
have the L1 reconstruction constraint Lre, which involves rendering the image as the same as the
input.

3D-aware Position Encoding Regulation. Accurate 3D position encoding allows for better fusion
of multiple views (Shu et al., 2023). In Section 3.1, we introduced 3D position encoding. Here, we
explicitly supervise the depth du,v with regulation loss LPE = Md|dgtu,v − du,v|. Here, dgtu,v repre-
sents the depth of the 3D point cloud projected onto the UV plane, and Md is the mask indicating
the presence of a LiDAR point.

Segmentation. Segmentation supervision can help the network better understand the semantics of
the scene and can also decompose static objects for cross-temporal view supervision. We utilize the
DeepLabv3plus to produce three kinds of masks: dynamic objects (various vehicles and people),
static objects, and the sky 1. Additionally, we project a 3D box onto a 2D plane as a prompt to
use SAM to generate more accurate dynamic object masks. The masks of two dynamic objects are
fused using "or" logic to ensure that all dynamic objects are masked. Cross-entropy loss is used
to constrain the segmentation results predicted by Gaussian Adapter, i.e., Lseg . We also employ
cross-entropy loss Lc for the depth categories c predicted by the Gaussian Adapter and L1 loss Lr

for the refined depth r. In summary, the overall constraints for training DrivingRecon are:

Ltotal = λreLre + λcLc + λrLr + λPELPE + λdrLdr + λsrLsr + λsegLseg

where each λ term balances the contribution of the respective loss component. Lsr and Lseg used
segmentation labels, which is not used for pre-training experiment. Other loss are considered unsu-
pervised, which also allows DrivingRecon to achieve good performance. These collective regula-
tions and constraints enable DrivingRecon to effectively integrate geometry and motion information,
enhancing its capacity for accurate scene reconstruction across time and perspectives.

4 EXPERIMENT

In this section, we evaluate the performance of DrivingRecon in terms of reconstruction and novel
view synthesis, as well as explore its potential applications. We also provide detailed information
on the dataset setup, baseline methods, and implementation details.

Datasets. The NOTR dataset is a subset of the Waymo Open dataset (Sun et al., 2020) curated
by (Yang et al., 2023a).The Diverse-56 dataset comprises various challenging driving scenarios, in-
cluding ego-static, dusk/dawn, gloomy, exposure mismatch, nighttime, rainy, and high-speed, which
will be used to evaluate the algorithm’s performance across different scenarios. To create a balanced
and diverse standard dataset, we combine the NOTR’s dynamic32 (D32) and static32 (S32) datasets
to form NOTA-DS64. Additionally, the nuScenes (Caesar et al., 2020) dataset is utilized to test the
algorithm’s adaptability to downstream tasks.

Training Details. The model is trained on 24 NVIDIA A100 (80G) GPUs for 50000 iterations. A
batch size of 2 for each GPU is used under bfloat16 precision, resulting in an effective batch size of
48. The input resolution of DrivingRecon is 256 × 512. We trained the model using multiple views
of three consecutive moments. The AdamW optimizer is employed with a learning rate of 4 ∗ 10−4

and a weight decay of 0.05. λre, λc, λr, λPE , λdr, λsr, λseg are set as 1.0, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1,
respectively. These balance parameters are based on our experience.

4.1 IN-SCENE EVALUATION

We conduct in-scene evaluations on Waymo-DS64. We select the state-of-the-art methods
LGM (Tang et al., 2024), pixelSplat (Charatan et al., 2023), MVSPlat (Chen et al., 2024), and
L4GM (Ren et al., 2024) as Baseline. All the algorithms incorporate depth supervision. Following
the approach of (Yang et al., 2023a; Huang et al., 2024), we assess the quality of both reconstruction
and novel view synthesis. We sample at intervals of 10 as labels for novel view synthesis, and these

1https://github.com/VainF/DeepLabV3Plus-Pytorch
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(a) GTs    

(b) LGM

(c) L4GM     

(d) pixelSplat     

(e) MVSPlat      

(f) Ours  

Figure 4: The qualitative comparison of reconstruction performance. The blue box indicates that
there will be a large number of empty areas without Gaussian points. The red areas indicate areas
where our approach is clear across perspectives.

Method PSNR SSIM LPIPS PSNR (Static) SSIM (Static) PSNR (Dynamic) SSIM (Dynamic)

LGM 19.52 0.52 0.32 19.60 0.50 17.71 0.41
pixelSplat 20.54 0.58 0.28 20.76 0.57 18.11 0.49
MVSplat 21.33 0.64 0.24 21.64 0.61 19.80 0.53
L4GM 20.01 0.54 0.30 20.69 0.54 17.35 0.44
Ours 23.70 0.68 0.17 24.09 0.69 21.50 0.56

Table 1: Reconstruction performance on Waymo NOTA-DS64.

samples are not used for training. During testing, we do not have access to these data, but use the
Gaussian predicted by the adjacent image to render these novel views.

As indicated in Table 1 and Table 2, our algorithm demonstrates significant improvements in both
reconstruction and novel view synthesis. Moreover, there is a notable enhancement in the recon-
struction of both static and dynamic objects, particularly dynamic objects, as we leverage timing
information to predict the movement of objects.

Furthermore, we provide a visualization of the reconstruction to further illustrate the validity of our
approach. As depicted in Fig 4, there are some missing areas in the reconstructions from LGM and
L4GM, attributed to the challenge of directly predicting xyz relative to predicting depth. In areas
with overlapping views, our algorithm displays a substantial improvement compared to any other
algorithm, indicating that our PD-Block effectively integrates information from multiple view angles
and eliminates redundant Gaussian points. Additionally, we visualize the ability of our method to
render new views, as shown in Figure 5.
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Figure 5: Novel view rendering. Based on the predicted Gaussians, we render different views at
different times. The novel views are of very high quality and very high spatio-temporal consistency
(zoom in for the best view.)

Method PSNR SSIM LPIPS PSNR (Static) SSIM (Static) PSNR (Dynamic) SSIM (Dynamic)

LGM 17.49 0.47 0.33 17.79 0.49 15.37 0.39
pixelSplat 18.24 0.56 0.30 18.63 0.58 16.96 0.44
MVSplat 19.00 0.57 0.28 19.29 0.58 17.35 0.47
L4GM 17.63 0.54 0.31 18.58 0.56 16.78 0.43
Ours 20.63 0.61 0.21 20.97 0.62 19.70 0.51

Table 2: Novel view synthesis evaluation on Waymo NOTA-DS64.
4.2 CROSS-SCENE EVALUATION

Our algorithm demonstrates strong generalization performance, as it can directly model new scenes
in 4D. To validate the effectiveness of our algorithm, we utilized the model trained on NOTA-DS64
to perform reconstruction and novel view evaluation on Diverse-56 , as presented in Tab 3. The
results indicate that our algorithm performs well in more challenging and even unseen scenarios.
Specifically, compared with Tab 1 and Table 2, the performance of reconstruction and novel view
synthesis is not significantly reduced, further emphasizing the generalization capability of our algo-
rithm.

4.3 ABLATION STUDY

To assess the effectiveness of our proposed algorithm, we conducted a series of ablation experiments.
The key components under evaluation include the PD-Block, Dynamic and Static Rendering (DS-
R), 3D-Aware Position Encoding (3D-PE), and Temporal Cross Attention (TCA). Each of these
components plays a critical role in the overall performance of the model.

As shown in Table 4a, each module contributes significant performance improvements. Notably, the
PD-Block achieves the highest enhancement. This improvement stems from two primary factors:
(1) an optimized distribution of computational resources based on spatial complexity, where more
Gaussian points are allocated to complex regions while simpler backgrounds receive fewer points;
(2) enhanced multi-perspective integration within a broad field of view. The DS-R mechanism also
led to marked improvements, largely attributed to the use of cross-temporal supervision for better
dynamic and static object differentiation. The 3D-Aware Position Encoding (3D-PE) facilitates the
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Reconstruction Novel View

Method PSNR SSIM LPIPS PSNR SSIM LPIPS

LGM 16.80 0.44 0.39 17.94 0.43 0.42
pixelSplat 19.26 0.51 0.35 18.53 0.48 0.39
MVSplat 20.53 0.54 0.34 19.63 0.52 0.36
L4GM 19.69 0.51 0.35 18.92 0.49 0.38
Ours 22.73 0.65 0.21 21.41 0.57 0.26

Table 3: The performance of reconstruction and novel view synthesis generalization ability in new
scenes (tested on Diversity-54).

PSNR SSIM LPIPS

all 22.73 0.65 0.21

w/o PD-Block 19.27 0.50 0.36
w/o DS-R 21.44 0.59 0.27
w/o 3D-PE 21.65 0.60 0.25
w/o TCA 20.10 0.55 0.31

(a) Ablation of DrivingRecon.

Training Num. PSNR SSIM LPIPS

32 21.47 0.54 0.31
64 22.85 0.63 0.21
128 23.97 0.67 0.18
256 24.10 0.69 0.17
512 24.25 0.71 0.16

(b) Scaling up ability of DrivingRecon.
Table 4: Ablation study and scaling up experiments (tested on Diversity-54).

Waymo→ nuScenes Target Domain (nuScenes)

Method mAP↑ mATE↓ mASE↓ mAOE↓ NDS* ↑
Oracle 0.475 0.577 0.177 0.147 0.587

DG-BEV 0.303 0.689 0.218 0.171 0.472
PD-BEV 0.311 0.686 0.216 0.170 0.478

Ours* 0.305 0.690 0.219 0.167 0.471
Ours*+ 0.323 0.675 0.212 0.166 0.490

Table 5: Comparison of different approaches on domain generalization protocols, where * stands for
using aligned intrinsic parameters, + stands for randomly augmenting camera extrinsic parameters.

network’s ability to learn geometric information in advance, thereby improving the effectiveness of
subsequent multi-view fusion. Temporal Cross Attention (TCA) further strengthens the model by
efficiently incorporating temporal information, which enhances the learning of both geometric and
motion-related features.

In addition to these core components, scalability was also a focus of our study. We investigated
the impact of varying the number of training samples, excluding the Diverse-56 dataset, by ran-
domly sampling from Waymo’s dataset with sizes ranging from 32 to 512 samples. As shown in
the Table 4b, performance gradually improves as the number of training samples increases. It is
noteworthy that even with a small number of samples, our algorithm shows strong generalization.

4.4 POTENTIAL APPLICATION

Vehicle adaptation. The introduction of a new car model may result in changes in camera param-
eters, such as camera type (intrinsic parameters) and camera placement (extrinsic parameters). The
4D reconstruction model is capable of rendering images with different camera parameters to miti-
gate the potential overfitting of these parameters. To achieve this, we rendered images on Waymo
with random intrinsic parameters and performed random rendering of novel views as a form of
data augmentation. It is important to note that our rendered images also undergo an augmentation
pipeline as part of the detection algorithm, including resizing and cropping. Subsequently, we used
this jointly rendered and original data to train the BEVDepth on Waymo, following the approach
of (Wang et al., 2023; Lu et al., 2023).

As demonstrated in Table 5, when we employ both camera intrinsic and extrinsic parameter aug-
mentation, we observe a significant improvement in performance. However, the use of only camera
intrinsic parameter augmentation did not yield good results, due to the superior ability of virtual
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Method Detection Tracking Future Occupancy Prediction
NDS ↑ mAP ↑ AMOTA↑ AMOTP↓ IDS↓ IoU-n.↑ IoU-f.↑ VPQ-n.↑ VPQ-f.↑

UniAD 49.36 37.96 38.3 1.32 1054 62.8 40.1 54.6 33.9
ViDAR 52.57 42.33 42.0 1.25 991 65.4 42.1 57.3 36.4
Ours+ 53.21 43.21 42.9 1.18 948 66.5 43.3 58.2 37.3

Method Mapping Motion Forecasting Planning
IoU-lane↑ IoU-road↑ minADE↓ minFDE↓ MR↓ avg.L2↓ avg.Col.↓

UniAD 31.3 69.1 0.75 1.08 0.158 1.12 0.27
ViDAR 33.2 71.4 0.67 0.99 0.149 0.91 0.23
Ours+ 33.9 72.1 0.60 0.89 0.138 0.84 0.19

Table 6: Performance gain of our method for joint perception, prediction, and planning.

（a）

（b）

Figure 6: Scene editing. We can insert the new object in the scene, and ensure time consistency.

depth in addressing the issue of camera intrinsic parameters. The utilization of multiple extrinsic
parameters helps the algorithm learn the stereo relationship between cameras more effectively.

Pre-training model. The 4D reconstruction network is capable of understanding the geometric
information of the scene, the motion trajectory of dynamic objects, and the semantic information.
To leverage these capabilities for pre-training, we replaced our encoder with the ResNet-50, which
is a commonly used base network for many algorithms. We then retrained the 4D reconstruction
network on nuScenes dataset, without using any segmentation annotations(without Lsr and Lseg).
Subsequently, we replaced the encoder of UniAD (Hu et al., 2023) with our pre-trained model and
fine-tuned it on the nuScenes dataset. This pre-training processing is fully compliant with VIDAR’s
protocol, so we copied VIDAR’s original results directly. The results, as presented in Table 6,
demonstrate that our pre-trained model achieved better performance compared to ViDAR (Yang
et al., 2024), highlighting the ability of our algorithm to leverage large-scale unsupervised data for
pre-training and improving multiple downstream tasks.

Scene editing. The 4D scene reconstruction model enables us to obtain comprehensive 4D geometry
information of a scene, which allows for the removal, insertion, and control of objects within the
scene. As shown in Figure 6, we added billboards (3D Guassian presentation) to fixed positions in
the scene, representing a corner case where cars come to a stop. It is worth mentioning that we can
use the existing 3D generation model Tang et al. (2024) to generate any object insertion scene. As
can be seen from the figure, the scenario we created exhibits a high level of temporal consistency.

5 CONCLUSION

The paper introduces DrivingRecon, a novel 4D Gaussian Reconstruction Model for fast 4D recon-
struction of driving scenes using surround-view video inputs. A key innovation is the Prune and
Dilate Block (PD-Block), which prunes redundant Gaussian points from adjacent views and dilates
points around complex edges, enhancing the reconstruction of dynamic and static objects. Addition-
ally, a dynamic-static rendering approach using optical flow prediction allows for better supervision
of moving objects across time sequences. DrivingRecon shows superior performance in scene re-
construction and novel view synthesis compared to existing methods. It is particularly effective for
tasks such as model pre-training, vehicle adaptation, and scene editing.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

REFERENCES

Kara-Ali Aliev, Dmitry Ulyanov, and Victor S. Lempitsky. Neural point-based graphics. ArXiv,
abs/1906.08240, 2019.

Shir Amir, Yossi Gandelsman, Shai Bagon, and Tali Dekel. Deep vit features as dense visual de-
scriptors. arXiv preprint arXiv:2112.05814, 2(3):4, 2021.

Wenjing Bian, Zirui Wang, Kejie Li, Jiawang Bian, and Victor Adrian Prisacariu. Nope-nerf: Opti-
mising neural radiance field with no pose prior. 2023 IEEE/CVF Conference on Computer Vision
and Pattern Recognition (CVPR), pages 4160–4169, 2022.

Holger Caesar, Varun Bankiti, Alex H. Lang, Sourabh Vora, Venice Erin Liong, Qiang Xu, Anush
Krishnan, Yu Pan, Giancarlo Baldan, and Oscar Beijbom. nuscenes: A multimodal dataset for
autonomous driving. In 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), 2020.

Holger Caesar, Juraj Kabzan, KokSeang Tan, FongWhye Kit, EricM. Wolff, AlexH. Lang, Luke
Fletcher, Oscar Beijbom, and Sammy Omari. nuplan: A closed-loop ml-based planning bench-
mark for autonomous vehicles. arXiv: Computer Vision and Pattern Recognition,arXiv: Com-
puter Vision and Pattern Recognition, 2021.

Ang Cao and Justin Johnson. Hexplane: A fast representation for dynamic scenes. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 130–141, 2023.

Anpei Chen, Zexiang Xu, Andreas Geiger, Jingyi Yu, and Hao Su. Tensorf: Tensorial radiance
fields. In European Conference on Computer Vision, pages 333–350. Springer, 2022.

Yurui Chen, Chun Gu, Junzhe Jiang, Xiatian Zhu, and Li Zhang. Periodic vibration gaussian:
Dynamic urban scene reconstruction and real-time rendering. ArXiv, abs/2311.18561, 2023.

Jie Cheng, Yingbing Chen, Qingwen Zhang, Lu Gan, Chengju Liu, and Ming Liu. Real-time tra-
jectory planning for autonomous driving with gaussian process and incremental refinement. In
ICRA, pages 8999–9005, 2022.

Jie Cheng, Xiaodong Mei, and Ming Liu. Forecast-MAE: Self-supervised pre-training for motion
forecasting with masked autoencoders. ICCV, 2023.

Daniel Dauner, Marcel Hallgarten, Andreas Geiger, and Kashyap Chitta. Parting with misconcep-
tions about learning-based vehicle motion planning. In CoRL, 2023.

Alexey Dosovitskiy, Germán Ros, Felipe Codevilla, Antonio M. López, and Vladlen Koltun. Carla:
An open urban driving simulator. In Conference on Robot Learning, 2017.

Jiemin Fang, Taoran Yi, Xinggang Wang, Lingxi Xie, Xiaopeng Zhang, Wenyu Liu, Matthias
Nießner, and Qi Tian. Fast dynamic radiance fields with time-aware neural voxels. In SIGGRAPH
Asia 2022 Conference Papers, pages 1–9, 2022.

Sara Fridovich-Keil, Giacomo Meanti, Frederik Rahbæk Warburg, Benjamin Recht, and Angjoo
Kanazawa. K-planes: Explicit radiance fields in space, time, and appearance. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 12479–12488,
2023.

Nan Huang, Xiaobao Wei, Wenzhao Zheng, Pengju An, Ming Lu, Wei Zhan, Masayoshi Tomizuka,
Kurt Keutzer, and Shanghang Zhang. S3 Gaussian: Self-Supervised Street Gaussians for Au-
tonomous Driving. arXiv preprint arXiv:2405.20323, 2024.

Yicong Hong, Kai Zhang, Jiuxiang Gu, Sai Bi, Yang Zhou, Difan Liu, Feng Liu, Kalyan Sunkavalli,
Trung Bui, and Hao Tan. Lrm: Large reconstruction model for single image to 3d. arXiv preprint
arXiv:2311.04400, 2023.

Kai Zhang, Sai Bi, Hao Tan, Yuanbo Xiangli, Nanxuan Zhao, Kalyan Sunkavalli, and Zexi-
ang Xu. GS-LRM: Large Reconstruction Model for 3D Gaussian Splatting. arXiv preprint
arXiv:2404.19702, 2024.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Hao Lu, Yunpeng Zhang, Qing Lian, Dalong Du, Yingcong Chen. Towards generalizable multi-
camera 3D object detection via perspective debiasing. arXiv preprint arXiv:2310.11346, 2023.

Chenjie Cao, Yunuo Cai, Qiaole Dong, Yikai Wang, Yanwei Fu. LeftRefill: Filling Right Canvas
based on Left Reference through Generalized Text-to-Image Diffusion Model. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2024.

Jingwei Xu, Yikai Wang, Yiqun Zhao, Yanwei Fu, Shenghua Gao. 3D StreetUnveiler with Semantic-
Aware 2DGS. arXiv preprint arXiv:2405.18416, 2024.

Shuo Wang, Xinhai Zhao, Hai-Ming Xu, Zehui Chen, Dameng Yu, Jiahao Chang, Zhen Yang, Feng
Zhao. Towards domain generalization for multi-view 3D object detection in bird-eye-view. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages
13333-13342, 2023.

Jiawei Ren, Kevin Xie, Ashkan Mirzaei, Hanxue Liang, Xiaohui Zeng, Karsten Kreis, Ziwei Liu,
Antonio Torralba, Sanja Fidler, Seung Wook Kim, et al. L4GM: Large 4D Gaussian Reconstruc-
tion Model. arXiv preprint arXiv:2406.10324, 2024.

David Charatan, Sizhe Lester Li, Andrea Tagliasacchi, and Vincent Sitzmann. pixelsplat: 3D Gaus-
sian splats from image pairs for scalable generalizable 3D reconstruction. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 19457–19467, 2024.

Stanislaw Szymanowicz, Eldar Insafutdinov, Chuanxia Zheng, Dylan Campbell, João F. Henriques,
Christian Rupprecht, and Andrea Vedaldi. Flash3D: Feed-Forward Generalisable 3D Scene Re-
construction from a Single Image. arXiv preprint arXiv:2406.04343, 2024.

Stephan J. Garbin, Marek Kowalski, Matthew Johnson, Jamie Shotton, and Julien P. C. Valentin.
Fastnerf: High-fidelity neural rendering at 200fps. 2021 IEEE/CVF International Conference on
Computer Vision (ICCV), pages 14326–14335, 2021.

Junru Gu, Chenxu Hu, Tianyuan Zhang, Xuanyao Chen, Yilun Wang, Yue Wang, and Hang
Zhao. Vip3d: End-to-end visual trajectory prediction via 3d agent queries. arXiv preprint
arXiv:2208.01582, 2022.

Jianfei Guo, Nianchen Deng, Xinyang Li, Yeqi Bai, Botian Shi, Chiyu Wang, Chenjing Ding,
Dongliang Wang, and Yikang Li. Streetsurf: Extending multi-view implicit surface reconstruction
to street views. ArXiv, abs/2306.04988, 2023.

Anthony Hu, Zak Murez, Nikhil Mohan, Sofía Dudas, Jeffrey Hawke, Vijay Badrinarayanan,
Roberto Cipolla, and Alex Kendall. Fiery: Future instance prediction in bird’s-eye view from
surround monocular cameras. In ICCV, 2021.

Shengchao Hu, Li Chen, Penghao Wu, Hongyang Li, Junchi Yan, and Dacheng Tao. St-p3: End-to-
end vision-based autonomous driving via spatial-temporal feature learning. In ECCV, 2022.

Zetong Yang, Li Chen, Yanan Sun, and Hongyang Li. Visual Point Cloud Forecasting enables
Scalable Autonomous Driving. In Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, 2024.

Yihan Hu, Jiazhi Yang, Li Chen, Keyu Li, Chonghao Sima, Xizhou Zhu, Siqi Chai, Senyao Du,
Tianwei Lin, Wenhai Wang, et al. Planning-oriented autonomous driving. In CVPR, pages 17853–
17862, 2023.

Nan Huang, Ting Zhang, Yuhui Yuan, Dong Chen, and Shanghang Zhang. Customize-it-3d: High-
quality 3d creation from a single image using subject-specific knowledge prior, 2024.

Xin Huang, Qi Zhang, Feng Ying, Hongdong Li, Xuan Wang, and Qing Wang. Hdr-nerf: High dy-
namic range neural radiance fields. 2022 IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), pages 18377–18387, 2021.

Yuanhui Huang, Wenzhao Zheng, Yunpeng Zhang, Jie Zhou, and Jiwen Lu. Tri-perspective view
for vision-based 3d semantic occupancy prediction. In CVPR, pages 9223–9232, 2023.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Bo Jiang, Shaoyu Chen, Qing Xu, Bencheng Liao, Jiajie Chen, Helong Zhou, Qian Zhang, Wenyu
Liu, Chang Huang, and Xinggang Wang. Vad: Vectorized scene representation for efficient au-
tonomous driving. arXiv preprint arXiv:2303.12077, 2023.

Bernhard Kerbl, Georgios Kopanas, Thomas Leimkühler, and George Drettakis. 3d gaussian splat-
ting for real-time radiance field rendering. ACM Transactions on Graphics, 42(4), 2023b.

Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization, 2017.

Yuan Li, Zhi Lin, David W. Forsyth, Jia-Bin Huang, and Shenlong Wang. Climatenerf: Extreme
weather synthesis in neural radiance field. 2023 IEEE/CVF International Conference on Com-
puter Vision (ICCV), pages 3204–3215, 2022a.

Zhiqi Li, Wenhai Wang, Hongyang Li, Enze Xie, Chonghao Sima, Tong Lu, Qiao Yu, and Jifeng
Dai. Bevformer: Learning bird’s-eye-view representation from multi-camera images via spa-
tiotemporal transformers. In ECCV, 2022b.

Zhiqi Li, Zhiding Yu, Shiyi Lan, Jiahan Li, Jan Kautz, Tong Lu, and Jose M Alvarez. Is ego status
all you need for open-loop end-to-end autonomous driving? In CVPR, 2024.

Ming Liang, Bin Yang, Wenyuan Zeng, Yun Chen, Rui Hu, Sergio Casas, and Raquel Urtasun.
Pnpnet: End-to-end perception and prediction with tracking in the loop. In CVPR, 2020.

Chen-Hsuan Lin, Wei-Chiu Ma, Antonio Torralba, and Simon Lucey. Barf: Bundle-adjusting neural
radiance fields. 2021 IEEE/CVF International Conference on Computer Vision (ICCV), pages
5721–5731, 2021.

Jeffrey Yunfan Liu, Yun Chen, Ze Yang, Jingkang Wang, Sivabalan Manivasagam, and Raquel Ur-
tasun. Real-time neural rasterization for large scenes. 2023 IEEE/CVF International Conference
on Computer Vision (ICCV), pages 8382–8393, 2023.

Fan Lu, Yan Xu, Guang-Sheng Chen, Hongsheng Li, Kwan-Yee Lin, and Changjun Jiang. Urban
radiance field representation with deformable neural mesh primitives. 2023 IEEE/CVF Interna-
tional Conference on Computer Vision (ICCV), pages 465–476, 2023.

Ben Mildenhall, Pratul P Srinivasan, Matthew Tancik, Jonathan T Barron, Ravi Ramamoorthi, and
Ren Ng. Nerf: Representing scenes as neural radiance fields for view synthesis. Communications
of the ACM, 65(1):99–106, 2021.

Thomas Müller, Alex Evans, Christoph Schied, and Alexander Keller. Instant neural graphics prim-
itives with a multiresolution hash encoding. ACM transactions on graphics (TOG), 41(4):1–15,
2022.

Ziyu Chen, Jiawei Yang, Jiahui Huang, Riccardo de Lutio, Janick Martinez Esturo, Boris Ivanovic,
Or Litany, Zan Gojcic, Sanja Fidler, Marco Pavone, and others. OmniRe: Omni Urban Scene
Reconstruction. arXiv preprint arXiv:2408.16760, 2024.

Thomas Müller, Alex Evans, Christoph Schied, and Alexander Keller. Instant neural graphics prim-
itives with a multiresolution hash encoding. ACM Transactions on Graphics, page 1–15, 2022.

Maxime Oquab, Timothée Darcet, Théo Moutakanni, Huy Vo, Marc Szafraniec, Vasil Khalidov,
Pierre Fernandez, Daniel Haziza, Francisco Massa, Alaaeldin El-Nouby, et al. Dinov2: Learning
robust visual features without supervision. arXiv preprint arXiv:2304.07193, 2023.

Julian Ost, Fahim Mannan, Nils Thuerey, Julian Knodt, and Felix Heide. Neural scene graphs
for dynamic scenes. 2021 IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), pages 2855–2864, 2020.

Julian Ost, Fahim Mannan, Nils Thuerey, Julian Knodt, and Felix Heide. Neural scene graphs for
dynamic scenes. In 2021 IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), 2021.

Albert Pumarola, Enric Corona, Gerard Pons-Moll, and Francesc Moreno-Noguer. D-nerf: Neural
radiance fields for dynamic scenes. 2021 IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), pages 10313–10322, 2020.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

Konstantinos Rematas, An Liu, Pratul P. Srinivasan, Jonathan T. Barron, Andrea Tagliasacchi,
Thomas A. Funkhouser, and Vittorio Ferrari. Urban radiance fields. 2022 IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition (CVPR), pages 12922–12932, 2021.

Viktor Rudnev, Mohamed A. Elgharib, William H. B. Smith, Lingjie Liu, Vladislav Golyanik, and
Christian Theobalt. Nerf for outdoor scene relighting. In European Conference on Computer
Vision, 2021.

Johannes L. Schonberger and Jan-Michael Frahm. Structure-from-motion revisited. In 2016 IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), 2016.

S. Shah, Debadeepta Dey, Chris Lovett, and Ashish Kapoor. Airsim: High-fidelity visual and
physical simulation for autonomous vehicles. In International Symposium on Field and Service
Robotics, 2017.

Ruizhi Shao, Zerong Zheng, Hanzhang Tu, Boning Liu, Hongwen Zhang, and Yebin Liu. Tensor4d:
Efficient neural 4d decomposition for high-fidelity dynamic reconstruction and rendering. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages
16632–16642, 2023.

Cheng Sun, Min Sun, and Hwann-Tzong Chen. Direct voxel grid optimization: Super-fast conver-
gence for radiance fields reconstruction. In 2022 IEEE/CVF Conference on Computer Vision and
Pattern Recognition (CVPR), 2022.

Pei Sun, Henrik Kretzschmar, Xerxes Dotiwalla, Aurelien Chouard, Vijaysai Patnaik, Paul Tsui,
James Guo, Yin Zhou, Yuning Chai, Benjamin Caine, Vijay Vasudevan, Wei Han, Jiquan Ngiam,
Hang Zhao, Aleksei Timofeev, Scott Ettinger, Maxim Krivokon, Amy Gao, Aditya Joshi, Sheng
Zhao, Shuyang Cheng, Yu Zhang, Jonathon Shlens, Zhifeng Chen, and Dragomir Anguelov. Scal-
ability in perception for autonomous driving: Waymo open dataset, 2020.

Matthew Tancik, Vincent Casser, Xinchen Yan, Sabeek Pradhan, Ben Mildenhall, Pratul P. Srini-
vasan, Jonathan T. Barron, and Henrik Kretzschmar. Block-nerf: Scalable large scene neural view
synthesis. 2022 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR),
pages 8238–8248, 2022.

Matthew Tancik, Ethan Weber, Evonne Ng, Ruilong Li, Brent Yi, Terrance Wang, Alexander
Kristoffersen, Jake Austin, Kamyar Salahi, Abhik Ahuja, David Mcallister, Justin Kerr, and
Angjoo Kanazawa. Nerfstudio: A modular framework for neural radiance field development.
In Special Interest Group on Computer Graphics and Interactive Techniques Conference Confer-
ence Proceedings. ACM, 2023.

Adam Tonderski, Carl Lindstrom, Georg Hess, William Ljungbergh, Lennart Svensson, and
Christoffer Petersson. Neurad: Neural rendering for autonomous driving. ArXiv, abs/2311.15260,
2023.

Haithem Turki, Deva Ramanan, and Mahadev Satyanarayanan. Mega-nerf: Scalable construction of
large-scale nerfs for virtual fly- throughs. 2022 IEEE/CVF Conference on Computer Vision and
Pattern Recognition (CVPR), pages 12912–12921, 2021.

Haithem Turki, Jason Y Zhang, Francesco Ferroni, and Deva Ramanan. Suds: Scalable urban
dynamic scenes. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 12375–12385, 2023.

Zirui Wang, Shangzhe Wu, Weidi Xie, Min Chen, and Victor Adrian Prisacariu. Nerf-: Neural
radiance fields without known camera parameters. ArXiv, abs/2102.07064, 2021.

Xiaobao Wei, Renrui Zhang, Jiarui Wu, Jiaming Liu, Ming Lu, Yandong Guo, and Shanghang
Zhang. Noc: High-quality neural object cloning with 3d lifting of segment anything. arXiv
preprint arXiv:2309.12790, 2023a.

Yi Wei, Linqing Zhao, Wenzhao Zheng, Zheng Zhu, Jie Zhou, and Jiwen Lu. Surroundocc: Multi-
camera 3d occupancy prediction for autonomous driving. In ICCV, pages 21729–21740, 2023b.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2025

Guanjun Wu, Taoran Yi, Jiemin Fang, Lingxi Xie, Xiaopeng Zhang, Wei Wei, Wenyu Liu, Qi
Tian, and Xinggang Wang. 4d gaussian splatting for real-time dynamic scene rendering. ArXiv,
abs/2310.08528, 2023a.

Zirui Wu, Tianyu Liu, Liyi Luo, Zhide Zhong, Jianteng Chen, Hongmin Xiao, Chao Hou, Haozhe
Lou, Yuantao Chen, Runyi Yang, Yuxin Huang, Xiaoyu Ye, Zike Yan, Yongliang Shi, Yiyi Liao,
and Hao Zhao. Mars: An instance-aware, modular and realistic simulator for autonomous driving.
CICAI, 2023b.

Ziyang Xie, Junge Zhang, Wenye Li, Feihu Zhang, and Li Zhang. S-nerf: Neural radiance fields for
street views. arXiv preprint arXiv:2303.00749, 2023.

Yunzhi Yan, Haotong Lin, Chenxu Zhou, Weijie Wang, Haiyang Sun, Kun Zhan, Xianpeng Lang,
Xiaowei Zhou, and Sida Peng. Street gaussians for modeling dynamic urban scenes. ArXiv,
abs/2401.01339, 2024.

Jiawei Yang, Boris Ivanovic, Or Litany, Xinshuo Weng, Seung Wook Kim, Boyi Li, Tong Che,
Danfei Xu, Sanja Fidler, Marco Pavone, and Yue Wang. Emernerf: Emergent spatial-temporal
scene decomposition via self-supervision, 2023a.

Ze Yang, Yun Chen, Jingkang Wang, Sivabalan Manivasagam, Wei-Chiu Ma, Anqi Joyce Yang, and
Raquel Urtasun. Unisim: A neural closed-loop sensor simulator. 2023 IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), pages 1389–1399, 2023b.

Ziyi Yang, Xinyu Gao, Wenming Zhou, Shaohui Jiao, Yuqing Zhang, and Xiaogang Jin. Deformable
3d gaussians for high-fidelity monocular dynamic scene reconstruction. ArXiv, abs/2309.13101,
2023c.

Wang Yifan, Felice Serena, Shihao Wu, Cengiz Öztireli, and Olga Sorkine-Hornung. Differentiable
surface splatting for point-based geometry processing. ACM Transactions on Graphics, 38(6):
1–14, 2019.

Jiang-Tian Zhai, Ze Feng, Jinhao Du, Yongqiang Mao, Jiang-Jiang Liu, Zichang Tan, Yifu Zhang,
Xiaoqing Ye, and Jingdong Wang. Rethinking the open-loop evaluation of end-to-end autonomous
driving in nuscenes. arXiv preprint arXiv:2305.10430, 2023.

Richard Zhang, Phillip Isola, Alexei A. Efros, Eli Shechtman, and Oliver Wang. The unreasonable
effectiveness of deep features as a perceptual metric. In 2018 IEEE/CVF Conference on Computer
Vision and Pattern Recognition, 2018.

Yunpeng Zhang, Zheng Zhu, Wenzhao Zheng, Junjie Huang, Guan Huang, Jie Zhou, and Jiwen
Lu. Beverse: Unified perception and prediction in birds-eye-view for vision-centric autonomous
driving. arXiv preprint arXiv:2205.09743, 2022.

Xiaoyu Zhou, Zhiwei Lin, Xiaojun Shan, Yongtao Wang, Deqing Sun, and Ming-Hsuan Yang. Driv-
inggaussian: Composite gaussian splatting for surrounding dynamic autonomous driving scenes.
ArXiv, abs/2312.07920, 2023.

Matthias Zwicker, Hanspeter Pfister, Jeroen Van Baar, and Markus Gross. Surface splatting. In
Proceedings of the 28th annual conference on Computer graphics and interactive techniques,
pages 371–378, 2001.

Matthias Zwicker, Hanspeter Pfister, Jeroen van Baar, and Markus H. Gross. Ewa splatting. IEEE
Trans. Vis. Comput. Graph., 8:223–238, 2002.

S. Bahmani, I. Skorokhodov, V. Rong, G. Wetzstein, L. Guibas, P. Wonka, S. Tulyakov, J. J. Park,
A. Tagliasacchi, and D. B. Lindell. 4d-fy: Text-to-4d generation using hybrid score distillation
sampling. arXiv preprint arXiv:2311.17984, 2023.

A. Blattmann, T. Dockhorn, S. Kulal, D. Mendelevitch, M. Kilian, D. Lorenz, Y. Levi, Z. English,
V. Voleti, A. Letts, et al. Stable video diffusion: Scaling latent video diffusion models to large
datasets. arXiv preprint arXiv:2311.15127, 2023a.

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2025

A. Blattmann, R. Rombach, H. Ling, T. Dockhorn, S. W. Kim, S. Fidler, and K. Kreis. Align your
latents: High-resolution video synthesis with latent diffusion models. In IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), 2023b.

M. Büsching, J. Bengtson, D. Nilsson, and M. Björkman. Flowibr: Leveraging pre-training for
efficient neural image-based rendering of dynamic scenes. arXiv preprint arXiv:2309.05418,
2023.

A. Cao and J. Johnson. Hexplane: A fast representation for dynamic scenes. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 130–141, 2023.

D. Charatan, S. Li, A. Tagliasacchi, and V. Sitzmann. pixelsplat: 3d gaussian splats from image
pairs for scalable generalizable 3d reconstruction. arXiv preprint arXiv:2312.12337, 2023.

Y. Chen, H. Xu, C. Zheng, B. Zhuang, M. Pollefeys, A. Geiger, T.-J. Cham, and J. Cai. Mvsplat:
Efficient 3d gaussian splatting from sparse multi-view images. arXiv preprint arXiv:2403.14627,
2024.

Y. Cheng, L. Li, Y. Xu, X. Li, Z. Yang, W. Wang, and Y. Yang. Segment and track anything. arXiv
preprint arXiv:2305.06558, 2023.

B. O. Community. Blender - a 3D modelling and rendering package. Blender Foundation, Stichting
Blender Foundation, Amsterdam, 2018. URL http://www.blender.org.

G. Deepmind. Veo: our most capable generative video model. 2024. URL https://deepmind.
google/technologies/veo.

M. Deitke, D. Schwenk, J. Salvador, L. Weihs, O. Michel, E. VanderBilt, L. Schmidt, K. Ehsani,
A. Kembhavi, and A. Farhadi. Objaverse: A universe of annotated 3d objects. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 13142–13153,
2023.

B. G. Fabian Caba Heilbron, Victor Escorcia and J. C. Niebles. Activitynet: A large-scale video
benchmark for human activity understanding. In Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 961–970, 2015.

S. Fridovich-Keil, G. Meanti, F. R. Warburg, B. Recht, and A. Kanazawa. K-planes: Explicit ra-
diance fields in space, time, and appearance. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 12479–12488, 2023.

C. Gao, A. Saraf, J. Kopf, and J.-B. Huang. Dynamic view synthesis from dynamic monocular
video. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages
5712–5721, 2021.

Q. Gao, Q. Xu, Z. Cao, B. Mildenhall, W. Ma, L. Chen, D. Tang, and U. Neumann. Gaussianflow:
Splatting gaussian dynamics for 4d content creation. arXiv preprint arXiv:2403.12365, 2024.

R. Girdhar, M. Singh, A. Brown, Q. Duval, S. Azadi, S. S. Rambhatla, A. Shah, X. Yin, D. Parikh,
and I. Misra. Emu video: Factorizing text-to-video generation by explicit image conditioning.
arXiv preprint arXiv:2311.10709, 2023.

K. Grauman, A. Westbury, E. Byrne, Z. Chavis, A. Furnari, R. Girdhar, J. Hamburger, H. Jiang,
M. Liu, X. Liu, et al. Ego4d: Around the world in 3,000 hours of egocentric video. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 18995–19012,
2022.

K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. In Proceedings
of the IEEE conference on computer vision and pattern recognition, pages 770–778, 2016.

Z. He and T. Wang. Openlrm: Open-source large reconstruction models. https://github.
com/3DTopia/OpenLRM, 2023.

Y. Jiang, L. Zhang, J. Gao, W. Hu, and Y. Yao. Consistent4d: Consistent 360 {\deg} dynamic object
generation from monocular video. arXiv preprint arXiv:2311.02848, 2023.

16

http://www.blender.org
https://deepmind.google/technologies/veo
https://deepmind.google/technologies/veo
https://github.com/3DTopia/OpenLRM
https://github.com/3DTopia/OpenLRM


864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
907
908
909
910
911
912
913
914
915
916
917

Under review as a conference paper at ICLR 2025

B. Kerbl, G. Kopanas, T. Leimkühler, and G. Drettakis. 3d gaussian splatting for real-time radiance
field rendering. ACM Transactions on Graphics, 42(4):1–14, 2023.

C. Li, J. Lin, and G. H. Lee. Ghunerf: Generalizable human nerf from a monocular video. arXiv
preprint arXiv:2308.16576, 2023a.

S. Li, C. Li, W. Zhu, B. Yu, Y. Zhao, C. Wan, H. You, H. Shi, and Y. Lin. Instant-3d: Instant
neural radiance field training towards on-device ar/vr 3d reconstruction. In Proceedings of the
50th Annual International Symposium on Computer Architecture, pages 1–13, 2023b.

C.-H. Lin, J. Gao, L. Tang, T. Takikawa, X. Zeng, X. Huang, K. Kreis, S. Fidler, M.-Y. Liu, and T.-Y.
Lin. Magic3D: High-Resolution Text-to-3D Content Creation. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), 2023.

H. Ling, S. W. Kim, A. Torralba, S. Fidler, and K. Kreis. Align your gaussians: Text-to-4d with
dynamic 3d gaussians and composed diffusion models. arXiv preprint arXiv:2312.13763, 2023.

R. Liu, R. Wu, B. Van Hoorick, P. Tokmakov, S. Zakharov, and C. Vondrick. Zero-1-to-3: Zero-shot
one image to 3d object. In Proceedings of the IEEE/CVF International Conference on Computer
Vision (ICCV), pages 9298–9309, October 2023.

S. Lombardi, T. Simon, J. Saragih, G. Schwartz, A. Lehrmann, and Y. Sheikh. Neural volumes:
Learning dynamic renderable volumes from images. arXiv preprint arXiv:1906.07751, 2019.

J. Luiten, G. Kopanas, B. Leibe, and D. Ramanan. Dynamic 3d gaussians: Tracking by persistent
dynamic view synthesis. arXiv preprint arXiv:2308.09713, 2023.

Z. Luo, D. Chen, Y. Zhang, Y. Huang, L. Wang, Y. Shen, D. Zhao, J. Zhou, and T. Tan. Videofusion:
Decomposed diffusion models for high-quality video generation. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), 2023.

M. Masuda, J. Park, S. Iwase, R. Khirodkar, and K. Kitani. Generalizable neural human renderer.
arXiv preprint arXiv:2404.14199, 2024.

L. Melas-Kyriazi, I. Laina, C. Rupprecht, N. Neverova, A. Vedaldi, O. Gafni, and F. Kokkinos. Im-
3d: Iterative multiview diffusion and reconstruction for high-quality 3d generation. arXiv preprint
arXiv:2402.08682, 2024.

Z. Pan, Z. Yang, X. Zhu, and L. Zhang. Fast dynamic 3d object generation from a single-view video,
2024.

B. Peebles, T. Brooks, C. Brooks, C. Ng, D. Schnurr, E. Luhman, J. Taylor, L. Jing, N. Summers,
R. Wang, and et al. Creating video from text. 2024. URL https://openai.com/sora.

B. Poole, A. Jain, J. T. Barron, and B. Mildenhall. DreamFusion: Text-to-3D using 2D Diffusion.
In The Eleventh International Conference on Learning Representations (ICLR), 2023.

A. Pumarola, E. Corona, G. Pons-Moll, and F. Moreno-Noguer. D-nerf: Neural radiance fields for
dynamic scenes. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 10318–10327, 2021.

L. Qiu, G. Chen, X. Gu, Q. zuo, M. Xu, Y. Wu, W. Yuan, Z. Dong, L. Bo, and X. Han. Richdreamer:
A generalizable normal-depth diffusion model for detail richness in text-to-3d. arXiv preprint
arXiv:2311.16918, 2023.

A. Radford, J. W. Kim, C. Hallacy, A. Ramesh, G. Goh, S. Agarwal, G. Sastry, A. Askell, P. Mishkin,
J. Clark, et al. Learning transferable visual models from natural language supervision. In Inter-
national conference on machine learning, pages 8748–8763. PMLR, 2021.

J. Ren, L. Pan, J. Tang, C. Zhang, A. Cao, G. Zeng, and Z. Liu. Dreamgaussian4d: Generative 4d
gaussian splatting, 2023.

A. Rogozhnikov. Einops: Clear and reliable tensor manipulations with einstein-like notation. In
International Conference on Learning Representations, 2021.

17

https://openai.com/sora


918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2025

R. Rombach, A. Blattmann, D. Lorenz, P. Esser, and B. Ommer. High-Resolution Image Synthesis
with Latent Diffusion Models. In Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition (CVPR), 2022.

O. Ronneberger, P. Fischer, and T. Brox. U-net: Convolutional networks for biomedical image
segmentation. In Medical image computing and computer-assisted intervention–MICCAI 2015:
18th international conference, Munich, Germany, October 5-9, 2015, proceedings, part III 18,
pages 234–241. Springer, 2015.

M. Seitzer, S. van Steenkiste, T. Kipf, K. Greff, and M. S. Sajjadi. Dyst: Towards dynamic neural
scene representations on real-world videos. arXiv preprint arXiv:2310.06020, 2023.

Q. Shen, X. Yi, Z. Wu, P. Zhou, H. Zhang, S. Yan, and X. Wang. Gamba: Marry gaussian splatting
with mamba for single view 3d reconstruction. arXiv preprint arXiv:2403.18795, 2024.

Y. Shi, P. Wang, J. Ye, L. Mai, K. Li, and X. Yang. Mvdream: Multi-view diffusion for 3d generation.
arXiv preprint arXiv:2308.16512, 2023.

U. Singer, A. Polyak, T. Hayes, X. Yin, J. An, S. Zhang, Q. Hu, H. Yang, O. Ashual, O. Gafni,
D. Parikh, S. Gupta, and Y. Taigman. Make-A-Video: Text-to-Video Generation without Text-
Video Data. In The Eleventh International Conference on Learning Representations (ICLR),
2023a.

Changyong Shu, Jiajun Deng, Fisher Yu, Yifan Liu. 3dppe: 3D Point Positional Encoding for
Transformer-based Multi-Camera 3D Object Detection. In Proceedings of the IEEE/CVF Inter-
national Conference on Computer Vision, pages 3580–3589, 2023.

Radhakrishna Achanta, Appu Shaji, Kevin Smith, Aurelien Lucchi, Pascal Fua, Sabine S"usstrunk.
SLIC superpixels compared to state-of-the-art superpixel methods. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 34(11), 2274-2282, 2012.

Xu Ma, Yuqian Zhou, Huan Wang, Can Qin, Bin Sun, Chang Liu, Yun Fu. Image as Set of Points.
In The Eleventh International Conference on Learning Representations (ICLR), 2023a.

U. Singer, S. Sheynin, A. Polyak, O. Ashual, I. Makarov, F. Kokkinos, N. Goyal, A. Vedaldi,
D. Parikh, J. Johnson, et al. Text-to-4d dynamic scene generation. arXiv preprint
arXiv:2301.11280, 2023b.

V. Sitzmann, S. Rezchikov, B. Freeman, J. Tenenbaum, and F. Durand. Light field networks: Neural
scene representations with single-evaluation rendering. Advances in Neural Information Process-
ing Systems, 34:19313–19325, 2021.

J. Tang, Z. Chen, X. Chen, T. Wang, G. Zeng, and Z. Liu. Lgm: Large multi-view gaussian model
for high-resolution 3d content creation. arXiv preprint arXiv:2402.05054, 2024.

Lingdong Kong, Youquan Liu, Runnan Chen, Yuexin Ma, Xinge Zhu, Yikang Li, Yuenan Hou, Yu
Qiao, and Ziwei Liu. Rethinking range view representation for lidar segmentation. In Proceedings
of the IEEE/CVF International Conference on Computer Vision, pages 228–240, 2023.

F. Tian, S. Du, and Y. Duan. Mononerf: Learning a generalizable dynamic radiance field from
monocular videos. In Proceedings of the IEEE/CVF International Conference on Computer Vi-
sion, pages 17903–17913, 2023.

T. Unterthiner, S. Van Steenkiste, K. Kurach, R. Marinier, M. Michalski, and S. Gelly. Towards ac-
curate generative models of video: A new metric & challenges. arXiv preprint arXiv:1812.01717,
2018.

A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, Ł. Kaiser, and I. Polo-
sukhin. Attention is all you need. Advances in neural information processing systems, 30, 2017.

P. Wang and Y. Shi. Imagedream: Image-prompt multi-view diffusion for 3d generation. arXiv
preprint arXiv:2312.02201, 2023.

18



972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025

Under review as a conference paper at ICLR 2025

P. Wang, X. Chen, T. Chen, S. Venugopalan, Z. Wang, et al. Is attention all that nerf needs? arXiv
preprint arXiv:2207.13298, 2022.

Q. Wang, Z. Wang, K. Genova, P. P. Srinivasan, H. Zhou, J. T. Barron, R. Martin-Brualla, N. Snavely,
and T. Funkhouser. Ibrnet: Learning multi-view image-based rendering. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 4690–4699, 2021.

Z. Wang, C. Lu, Y. Wang, F. Bao, C. Li, H. Su, and J. Zhu. ProlificDreamer: High-Fidelity and
Diverse Text-to-3D Generation with Variational Score Distillation. In Thirty-seventh Conference
on Neural Information Processing Systems (NeurIPS), 2023.

C.-Y. Wu, J. Johnson, J. Malik, C. Feichtenhofer, and G. Gkioxari. Multiview compressive coding
for 3d reconstruction. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 9065–9075, 2023a.

G. Wu, T. Yi, J. Fang, L. Xie, X. Zhang, W. Wei, W. Liu, Q. Tian, and X. Wang. 4d gaussian
splatting for real-time dynamic scene rendering. arXiv preprint arXiv:2310.08528, 2023b.

J. Z. Wu, Y. Ge, X. Wang, S. W. Lei, Y. Gu, Y. Shi, W. Hsu, Y. Shan, X. Qie, and M. Z. Shou. Tune-
a-video: One-shot tuning of image diffusion models for text-to-video generation. In Proceedings
of the IEEE/CVF International Conference on Computer Vision, pages 7623–7633, 2023c.

W. Xian, J.-B. Huang, J. Kopf, and C. Kim. Space-time neural irradiance fields for free-viewpoint
video. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
pages 9421–9431, 2021.

Y. Xu, Z. Shi, W. Yifan, H. Chen, C. Yang, S. Peng, Y. Shen, and G. Wetzstein. Grm: Large
gaussian reconstruction model for efficient 3d reconstruction and generation. arXiv preprint
arXiv:2403.14621, 2024.

G. Yang, D. Sun, V. Jampani, D. Vlasic, F. Cole, H. Chang, D. Ramanan, W. T. Freeman, and C. Liu.
Lasr: Learning articulated shape reconstruction from a monocular video. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 15980–15989, 2021.

Z. Yang, Z. Pan, C. Gu, and L. Zhang. Diffusion2: Dynamic 3d content generation via score com-
position of orthogonal diffusion models. arXiv preprint arXiv:2404.02148, 2024.

Y. Yin, D. Xu, Z. Wang, Y. Zhao, and Y. Wei. 4dgen: Grounded 4d content generation with spatial-
temporal consistency. arXiv preprint arXiv:2312.17225, 2023.

A. Yu, V. Ye, M. Tancik, and A. Kanazawa. pixelnerf: Neural radiance fields from one or few images.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages
4578–4587, 2021.

X. Yu, Y.-C. Guo, Y. Li, D. Liang, S.-H. Zhang, and X. Qi. Text-to-3D with Classifier Score
Distillation. arXiv preprint arXiv:2310.19415, 2023.

Y. Zeng, Y. Jiang, S. Zhu, Y. Lu, Y. Lin, H. Zhu, W. Hu, X. Cao, and Y. Yao. Stag4d: Spatial-
temporal anchored generative 4d gaussians. arXiv preprint arXiv:2403.14939, 2024.

K. Zhang, S. Bi, H. Tan, Y. Xiangli, N. Zhao, K. Sunkavalli, and Z. Xu. Gs-lrm: Large reconstruction
model for 3d gaussian splatting. arXiv preprint arXiv:2404.19702, 2024.

R. Zhang, P. Isola, A. A. Efros, E. Shechtman, and O. Wang. The unreasonable effectiveness of
deep features as a perceptual metric. In Proceedings of the IEEE conference on computer vision
and pattern recognition, pages 586–595, 2018.

X. Zhao, A. Colburn, F. Ma, M. A. Bautista, J. M. Susskind, and A. G. Schwing. Pseudo-generalized
dynamic view synthesis from a video, 2024.

Y. Zhao, Z. Yan, E. Xie, L. Hong, Z. Li, and G. H. Lee. Animate124: Animating one image to 4d
dynamic scene. arXiv preprint arXiv:2311.14603, 2023.

Y. Zheng, X. Li, K. Nagano, S. Liu, K. Kreis, O. Hilliges, and S. D. Mello. A unified approach for
text-and image-guided 4d scene generation. arXiv preprint arXiv:2311.16854, 2023.

19



1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047
1048
1049
1050
1051
1052
1053
1054
1055
1056
1057
1058
1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
1072
1073
1074
1075
1076
1077
1078
1079

Under review as a conference paper at ICLR 2025

A MODEL DETAILS

A.1 PRUNE AND DILATE BLOCK

Below is the PyTorch pseudo-code for the Prune and Dilate Block (PD-Block) presented 1. The
pseudo-code outlines the key steps of the PD-Block, including feature concatenation, region parti-
tioning, center proposal, similarity computation, mask generation, and feature aggregation.

The Prune and Dilate Block (PD-Block) begins by computing a value feature and a range view
feature from the input feature map. These features are reshaped to accommodate multiple attention
heads. If folding is enabled (i.e., fold_w > 1 and fold_h > 1), the feature maps are partitioned into
smaller regions to reduce computational overhead.

Next, the block proposes a set of center points evenly distributed in space and computes their cor-
responding features by averaging the nearest points. A pair-wise cosine similarity matrix between
the region features and the center points is calculated and passed through a sigmoid activation af-
ter scaling and shifting. A mask is generated based on a threshold to retain significant similarities,
ensuring that the most similar points to each center are preserved.

The features are then aggregated by combining the long-term and local features weighted by the
mask. Depending on the configuration, the aggregated features can either be returned as center
features or dispatched back to each point in the cluster. If regions were previously split, they are
merged back into the full feature map. Finally, the output is reshaped to restore the multi-head
configuration and projected to produce the final feature map.

A.2 TEMPORAL CROSS ATTENTION

Due to the inherently sparse nature of multi-view data with minimal overlap, neural networks strug-
gle to accurately capture the geometric information of scenes and objects. To address this limitation,
we employ temporal self-attention to integrate temporal features by simultaneously considering both
temporal and spatial dimensions (Ren et al., 2024). It is worth emphasizing that we have not made
any contribution here, but just copied paper (Ren et al., 2024). These temporal self-attention layers
treat the view axis (V) as a separate batch of independent video sequences by transferring the view
axis into the batch dimension. After processing, the data is reshaped back to its original configura-
tion, this process looks as:

x = rearrange(x,(B T V) H W C −→ (B V) (T H W) C) (1)
x = x+TempSelfAttn(x) (2)
x = rearrange(x,(B V) (T H W) C −→ (B T V) H W C) (3)

where x is the feature, B H W C are batch size, height, width, and the number of channels. By
simultaneously considering temporal and spatial dimensions, temporal self-attention enables neural
networks to better capture and interpret the geometric information of scenes and objects, overcom-
ing the limitations caused by sparse view overlaps. Incorporating temporal dynamics enriches the
feature maps with contextual information over time, leading to more robust and comprehensive rep-
resentations of complex scenes.

B VISUALIZATION

Reconstructions, Depth Maps, and Segmentation Maps. To demonstrate the effectiveness of
our algorithm, we randomly selected several examples of scene reconstructions, depth predictions,
and segmentation results, as illustrated in Figures 8 and 9. These images reveal that our model
consistently achieves high-quality reconstructions across diverse environments, including urban and
suburban settings, as well as varying lighting conditions such as day and night. Notably, our method
accurately distinguishes between static and moving objects, underscoring its robustness and preci-
sion in complex scenes.

Additional Cases of Novel View Synthesis. Novel view synthesis is a fundamental capability in
scene reconstruction, playing a crucial role in enhancing the generalization performance of down-
stream tasks. To further validate the effectiveness of our approach, we present additional examples
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Algorithm 1 Prune and Dilate Block (PD-Block)

Require: Input feature map x ∈ RB×C×W×H

Ensure: Output feature map out ∈ RB×C′×W×H

1: Compute value features: value← self.v(x)
2: Compute range view features: x← self.f(x)
3: Rearrange features for multi-head processing:
4: x← rearrange(x, "b (e c) w h→ (b e) c w h, e = heads)
5: value← rearrange(value, "b (e c) w h→ (b e) c w h, e = heads)
6: if fold_w > 1 and fold_h > 1 then
7: Get current shape: (b0, c0, w0, h0)← x.shape
8: Assert feature map is foldable:
9: assert w0 mod fold_w = 0 and h0 mod fold_h = 0

10: Fold feature maps:
11: x← rearrange(x, "b c (f1 w) (f2 h)→ (b f1 f2) c w h,
12: f1 = fold_w, f2 = fold_h)
13: value← rearrange(value, "b c (f1 w) (f2 h)→ (b f1 f2) c w h,
14: f1 = fold_w, f2 = fold_h)
15: end if
16: Propose centers: centers← self.centers_proposal(x)
17: Compute center features:
18: value_centers← rearrange(self.centers_proposal(value),
19: "b c w h→ b (w h) c")
20: Compute pair-wise cosine similarity:
21: sim← σ (self.sim_beta + self.sim_alpha · pairwise_cos_sim(
22: centers.reshape(b, c,−1).permute(0, 2, 1),
23: x.reshape(b, c,−1).permute(0, 2, 1)) )
24: Generate mask:
25: (sim_max, sim_max_idx)← sim.max(dim = 1, keepdim = True)
26: mask← zeros_like(sim)
27: mask.scatter_(1, sim_max_idx, 1.)
28: sim← sim×mask
29: Rearrange value for aggregation: value2← rearrange(value, "b c w h→ b (w h) c")
30: Aggregate features:
31: out← (value2.unsqueeze(1)×sim.unsqueeze(−1)).sum(dim=2)+value_centers

sim.sum(dim=−1,keepdim=True)+1.0

32: if self.return_center then
33: Rearrange output to center format:
34: out← rearrange(out, "b (w h) c→ b c w h, w = ww)
35: else
36: Dispatch features to each point:
37: out← (out.unsqueeze(2)× sim.unsqueeze(−1)).sum(dim = 1)
38: out← rearrange(out, "b (w h) c→ b c w h, w = w)
39: end if
40: if fold_w > 1 and fold_h > 1 then
41: Merge folded regions back:
42: out← rearrange(out, "(b f1 f2) c w h→ b c (f1 w) (f2 h),
43: f1 = fold_w, f2 = fold_h)
44: end if
45: Rearrange back to multi-head format:
46: out← rearrange(out, "(b e) c w h→ b (e c) w h, e = heads)
47: Project output: out← self.proj(out)
48: return out
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of novel view renderings in Figures 10 and 11. The high quality of these synthesized views demon-
strates the efficacy of our method in generating realistic and coherent scene perspectives from new
viewpoints.

C ABLATION EXPERIMENT

Our framework incorporates several critical hyperparameters that are pivotal to the model’s per-
formance. Specifically, depth supervision (λc), 3D positional encoding regularization (λPE), and
segmentation loss weighting (λseg) are identified as the three most influential hyperparameters in
this study. To evaluate their effects, we conducted extensive ablation experiments, the results of
which are presented in Figure 7.

The results reveals that all forms of regular supervision contribute positively to the model’s perfor-
mance. In particular, depth supervision (λc) significantly enhances reconstruction quality compared
to scenarios without additional supervision. Conversely, increasing the weight of segmentation su-
pervision (λseg) leads to a decrease in reconstruction performance. This adverse effect is attributed
to the introduction of noise during the segmentation supervision phase, which degrades the model’s
performance.

Based on the evaluation protocol outlined in Table 1, we compared the speed and PSNR of our
method against traditional optimization methods as shown in Tab. 7:

Method PSNR SSIM LPIPS Time Cost
3D-GS 24.91 0.71 0.16 5.5h

DrivingGaussian 26.12 0.74 0.13 6.2h
Ours 23.70 0.68 0.17 1.21s

Table 7: Comparison of our method with traditional optimization methods.

As indicated in the table, our algorithm performs comparably to traditional optimization methods
in terms of PSNR while significantly reducing time costs. This efficiency makes our method more
suitable for data-driven applications, such as driving simulators.

In addition to optimization-based methods, we further evaluated the efficiency of other SOTA for-
ward generalizable models.

Method PSNR SSIM LPIPS Time Cost Memory
LGM 19.52 0.52 0.32 1.82s 21.42G
pixelSplat 20.54 0.58 0.28 2.44s 19.65G
MVSplat 21.33 0.64 0.24 1.64s 15.47G
L4GM 20.01 0.54 0.30 1.98s 23.74G
Ours 23.70 0.68 0.17 1.21s 11.08G

Table 8: The efficiency comparison of SOTA methods.

As shown in the table, our method is significantly optimal in reasoning speed and memory usage.
For the automatic driving scene, the efficiency of our method is due to: (1) Multi-view fusion better
integrates multiple views with small overlap through the form of range view. (2) Timing fusion is the
fusion of highly compressed implicit features, which greatly reduces memory and inference delay.
(3) Image encoder and decoder are shared for different perspectives and can be inferred in parallel.

Disadvantages of other methods: (1) For the input of multiple graphs, MVSplat (Chen et al., 2024)
needs to calculate the cost volume between any two images, which greatly increases the computa-
tional memory and inference delay. (2) LGM (Tang et al., 2024) and L4GM (Ren et al., 2024) cat
all the images into a multi-view attention fusion network. The uncompressed image sent to the view
fusion network consumes memory and increases inference delay. In addition, the small overlap of
different perspectives in the driving scene does not require such redundant attention mechanisms.
(3) pixelSplat (Charatan et al., 2023) uses the polar coordinate attention fusion mechanism to inte-
grate different perspectives. The small overlap of different perspectives in the driving scene does
not require such redundant attention mechanisms. Specifically, a large number of queries are empty.
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Figure 7: Ablation study of hyperparameters. λc, λPE , λc is the supervision weight of the depth
supervision, 3D-PE regular and segmentation.
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Figure 8: Reconstructed visualization: (a) ground truth, (b) Reconstructed rgb images, (c) Depth
maps, (d) dynamic object reconstruction, and (e) static object reconstruction (zoom in for the best
view.)
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Figure 9: Reconstructed visualization: (a) ground truth, (b) Reconstructed rgb images, (c) Depth
maps, (d) dynamic object reconstruction, and (e) static object reconstruction (zoom in for the best
view.)

23



1242
1243
1244
1245
1246
1247
1248
1249
1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295

Under review as a conference paper at ICLR 2025

Different rendering views
D

iff
er

en
t t

im
e 

st
am

ps

Figure 10: Novel view rendering. Based on the predicted Gaussians, we render different views at
different times. The novel views are of very high quality and very high spatio-temporal consistency
(zoom in for the best view.)
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Figure 11: Novel view rendering. Based on the predicted Gaussians, we render different views at
different times. The novel views are of very high quality and very high spatio-temporal consistency
(zoom in for the best view.)
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