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Abstract
Negotiation is a crucial ability in human com-001
munication. Recently, there has been a resur-002
gent research interest in negotiation dialogue003
systems, whose goal is to create intelligent004
agents that can assist people in resolving con-005
flicts or reaching agreements. Although there006
have been many explorations into negotiation007
dialogue systems, a systematic review of this008
task has not been performed to date. We aim009
to fill this gap by investigating recent stud-010
ies in the field of negotiation dialogue sys-011
tems, and covering benchmarks, evaluations012
and methodologies within the literature. We013
also discuss potential future directions, includ-014
ing multi-modal, multi-party and cross-cultural015
negotiation scenarios. Our goal is to provide016
the community with a systematic overview of017
negotiation dialogue systems and to inspire fu-018
ture research.019

1 Introduction020

Negotiation involves two or more individuals dis-021

cussing goals and tactics to resolve conflicts,022

achieve mutual benefit, or find mutually accept-023

able solutions (Fershtman, 1990; Bazerman and024

Neale, 1993; Lewicki et al., 2011). It is commonly025

used to manage conflict and is the primary give-026

and-take process by which people try to reach an027

agreement (Fisher et al., 2011; Lewicki et al., 2011).028

Negotiations can be cooperative or competitive and029

are used in various social settings such as informal,030

peer to peer, organizational, and diplomatic coun-031

try to country settings (Cano-Basave and He, 2016)032

and thus the implications for enhancing outcomes033

are vast. However, humans are naturally subject to034

various biases and can be swayed by emotion dur-035

ing negotiations, making them inclined to overlook036

useful implicit information from other participants037

in the negotiation process and hindering optimal038

outcomes. Negotiators also often lack the neces-039

sary skills, training and knowledge to achieve their040

desired goals (Walton and McKersie, 1991).041

Dialogue Agent Human

Negotiation Cycle

Deal Accepted

Not Accepted

Information Exchange

Figure 1: A typical negotiation dialogue involves a
multi-turn interaction between agent and human. They
exchange information about their deals and end up with
accepting or declining deals.

To facilitate human negotiation processes, previ- 042

ous researchers (Lewandowska, 1982; Lambert and 043

Carberry, 1992; Chawla et al., 2021b) have aimed 044

to build intelligent negotiation agents that can aid 045

humans or even directly negotiate with humans in 046

multi-turn interactions (Figure 1). Effective agents 047

could yield significant benefits in many real-world 048

scenarios, ranging from bargaining prices in every- 049

day life (He et al., 2018) to higher-stakes political 050

or legal situations (Cano-Basave and He, 2016). 051

Research on negotiation has been conducted for 052

almost 60 years in the field of psychology, political 053

science, and communication. It has evolved over 054

the past decades from exploring game theory (Wal- 055

ton and McKersie, 1991), behavior decisions driven 056

by the cognitive revolution in psychology (Bazer- 057

man and Neale, 1993), to cultural differences in 058

the 2000s (Bazerman et al., 2000). Negotiation 059

research, however, is now forced to confront the 060

implications of human/AI collaborations given re- 061

cent advancements in machine learning (Bazerman 062

et al., 2000; Ouali et al., 2017). Research has fo- 063

cused on establishing new benchmarks and testing 064

environments for various negotiation dialogue sce- 065

narios, including product price bargaining (Lewis 066

et al., 2017; Heddaya et al., 2023), multiple player 067

strategic games (Asher et al., 2016) and job inter- 068

views (Zhou et al., 2019). Other research has at- 069
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tempted to propose new methodologies and frame-070

works to model the negotiation process, including071

various negotiation policy learning, negotiator men-072

tal status modeling and negotiation decision mak-073

ing. Converging efforts from social scientists and074

data scientists which incorporate insights from both075

fields will thus be fruitful in maximizing processes076

and outcomes in negotiations.077

Despite the significant amount of research that078

has been conducted, we are not aware of a system-079

atic review on the topic. In this work, we aim to080

fill this gap by reviewing contemporary research081

efforts in the field of negotiation dialogue systems082

from the dimensions of datasets, evaluation metrics083

and modeling approaches. We first briefly explore084

human negotiations and corresponding limitations,085

and propose how dialogue agents may supplement086

human negotiation processes. We then discuss the087

popular negotiation dialogue modeling methods,088

including Strategy modeling, Negotiator modeling089

and Action modeling. We further introduce exist-090

ing datasets according to their negotiation scenar-091

ios. Finally, we give an overview for three major092

types of evaluation metrics, i.e., goal-based met-093

rics, game-based metrics and human evaluation,094

used in negotiation dialogue systems.095

In summary, our contributions are three-fold: (i)096

we point out human limitations in negotiation and097

systematically summarize the existing AI solutions098

aiming to address those limitations; (ii) we sys-099

tematically categorize current negotiation dialogue100

benchmarks from a distributive and integrative per-101

spective, and provide an overview of evaluation102

methods; (iii) we point out current limitations and103

promising future research directions.104

2 Negotiations from a Social Science105

Perspective106

In this section, we will first introduce a framework107

for human negotiation from social sciences, then108

discuss human limitations in negotiation, which109

motivates NLP researchers/practitioners to develop110

strong negotiation dialogue systems.111

2.1 Understanding of Human Negotiations112

Brett and Thompson (2016) propose a comprehen-113

sive framework for a two-party negotiation process,114

as shown in Figure 2. Preferences and strategies of115

the negotiators determine the potential outcomes116

and the interaction of the negotiation process. The117

preferences of both negotiators create the poten-118

Figure 2: Negotiation Framework for two negotiator
scenario from Brett and Thompson (2016).

tial outcome that may be reached by them. The 119

negotiators’ strategies, defined as the goal-directed 120

behaviors that are used in order to reach an agree- 121

ment (Weingart et al., 1990), affect the interaction, 122

ultimately determining how much of that potential 123

outcome created by the negotiators’ preferences is 124

obtained. 125

2.2 Human limitations in Negotiation 126

Although negotiations are commonly found in daily 127

life (e.g., price bargaining), it is still a challenging 128

task. Without professional training, people often 129

lack the negotiation skills to achieve their desirable 130

goals. They may not know what strategies to be 131

used and how to implement these strategies. It is 132

also challenging to identify and process implicit 133

information about other negotiators’ interests and 134

preferences in the negotiation. Often times, people 135

view negotiation as a competition and may not even 136

be motivated to seek or express this information 137

(Brett and Thompson, 2016). Finally, human cogni- 138

tive heuristics, biases and emotionality may prove 139

a hindrance in negotiation scenarios. For example, 140

people view themselves, the world and the future as 141

being more positive than in reality (Taylor, 1989), 142

which may lead to overestimation and optimism 143

in negotiations (Crocker, 1982). The negotiation 144

could also lead participants to be emotionally en- 145

gaged and make it more difficult to process infor- 146

mation rationally (Pinkley and Northcraft, 1994). 147

Thus, developing effective negotiation conversa- 148

tional dialogue agents can be beneficial for under- 149

standing and controlling for these various factors, 150

and optimizing the negotiation. 151

3 Methodology Overviews 152

In negotiation dialogues, negotiators interact with 153

each other in a strategic discussion to reach a final 154

goal. As discussed above, strategies and prefer- 155

ences significantly affect the negotiation outcomes. 156
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Figure 3: An overview architecture of method section.
The strategy and negotiator modules collect information
from the negotiation dialogue, and the action learning
module conditions on the information and produce re-
sponses to push the negotiation forward.

To effectively assist people in this process, as157

shown in Figure 3, existing research on negotiation158

dialogues can be categorized into a) Negotiator159

Modeling; b) Strategy Modeling; c) Action Learn-160

ing. Herein, Negotiator Modeling aims to infer the161

explicit information from other negotiators based162

on a dialogue context. Strategy Modeling learns to163

select strategies to use given the current dialogue164

context. Finally, the Action Learning incorporates165

the above negotiation information to map strategies166

into observable actions or responses, e.g. utter-167

ances, by developing dialogue models within the168

existing machine learning frameworks.169

3.1 Problem Formulation170

Formally, a negotiation dialogue process can be171

formally characterized as a tuple (n,K,S,U , π, g).172

Herein, n refers to the number of negotiation party173

(n ≥ 2), K refers to the background information174

for a negotiation dialogue, such as negotiator’s pref-175

erences and demands towards items. This informa-176

tion may not be transparent to others in a dialogue.177

S denotes a strategy trajectory {s1, s2, ...} used178

during the negotiation process. U = {u1, u2, ...}179

is a sequence of dialogue utterances or actions in180

a negotiation process. A policy πθ(K,S,U) is a181

distribution of actions or a mapping to determine182

which actions or utterances to produce in order to183

reach the final negotiation goal g.184

3.2 Strategy Modeling185

In negotiations, people use a wide range of tactics186

and approaches to achieve their goals. Many pre-187

vious research efforts have focused on modeling188

these strategies. They can be categorized into three189

aspects: integrative (win-win), such as maximizing190

unilateral interests (Bazerman and Neale, 1993), 191

and distributive (win-lost), such as bargaining (Fer- 192

shtman, 1990), and multi-party (Li et al., 2021). 193

3.2.1 Integrative Strategy 194

Integrative strategy (known as win-win) modeling 195

aims to achieve mutual gains among participants. 196

For instance, Zhao et al. (2019) propose to model 197

the discourse-level strategy using a latent action 198

reinforcement learning (LaRL) framework. LaRL 199

can model strategy transition within a latent space. 200

However, due to the lack of explicit strategy labels, 201

LaRL can only analyze strategies in implicit space. 202

To resolve this problem, Chawla et al. (2021b) de- 203

fine a series of explicit strategies such as Elicit- 204

Preference, Coordination and Empathy. While 205

Elicit-Preference is a strategy attempting to dis- 206

cover the preference of an opponent, Coordination 207

promotes mutual benefits through an explicit offer 208

or implicit suggestion. In order to capture user’s 209

preference, Chawla et al. (2022) utilize those strate- 210

gies using a hierarchical neural model. Yamaguchi 211

et al. (2021) also present another collaborative strat- 212

egy set to negotiate workload and salaries during 213

the interview, whose goal is to reach an agreement 214

between an employer and employee, recommend- 215

ing, for example, to communicate politely, address 216

concerns, and provide side offers. 217

3.2.2 Distributive Strategy 218

Distributive strategy (known as win-loss) modeling 219

focuses on achieving one’s own goals and maximiz- 220

ing unilateral interests over mutual benefits. Dis- 221

tributive strategy is used when one insists on their 222

own position or resists the opponent’s deal (Zhou 223

et al., 2019). For example, to persuade others to 224

donate to a charity, Wang et al. (2019) propose a 225

set of persuasion strategies containing 10 differ- 226

ent strategies, including logical appeal, emotional 227

appeal, source-related inquiry and others. Further 228

exploration on the role of structure (e.g., facing 229

act, emotion) (Li et al., 2020a; Dutt et al., 2020) 230

helps utilize strategy modeling between asymmet- 231

rical roles. Another line of research focuses on the 232

adversarial attack strategy. Dutt et al. (2021a) inves- 233

tigate four resisting categories, namely contesting, 234

empowerment, biased processing, and avoidance 235

(Fransen et al., 2015). Each individual category 236

contains fine-grained strategic behaviors. For ex- 237

ample, contesting refers to attacking the message 238

source, and empowerment implies reinforcing per- 239

sonal preference to contradict a claim (Attitude 240
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Bolstering) or attempting to arouse guilt in the op-241

ponent (Self Pity).242

3.2.3 Multi-party Strategy243

While the previously mentioned work on integra-244

tive and distributive strategy modeling mainly re-245

lates to two-party negotiations, multi-party strat-246

egy modeling is slightly different. In multi-party247

situations, strategy modeling needs to consider dif-248

ferent attitudes and complex relationships among249

individual participants, whole groups, and sub-250

groups (Traum et al., 2008). Georgila et al. (2014)251

attempt to model multi-party negotiation using a252

multi-agent RL framework. Furthermore, Shi and253

Huang (2019) propose to construct a discourse254

dependency tree to predict relation dependency255

among multi-parties. Li et al. (2021) disclose re-256

lations between multi-parties using a graph neu-257

ral network. However, research in multi-party258

strategies is currently hindered by limited relevant259

datasets and benchmarks.260

3.3 Negotiator Modeling261

Negotiation dialogues are affected by various fea-262

tures of negotiators. There is psychological ev-263

idence showing that, for example, a negotiation264

process is affected by personality (Sharma et al.,265

2013), relationships (Olekalns and Smith, 2003),266

social status (Blader and Chen, 2012) and cultural267

background (Leung and Cohen, 2011). We thus268

summarize the existing works on modeling negotia-269

tors from following three perspectives: Preference,270

Emotion, and Opponent Behavior.271

3.3.1 Preference Modeling272

Preference estimation helps an agent infer the in-273

tention of their opponents and guess how their own274

utterances would affect the opponents’ preference.275

Nazari et al. (2015) propose a simple heuristic276

frequency-based method to estimate the negotia-277

tor’s preference. However, a critical challenge for278

preference modeling in negotiation is that it usu-279

ally requires complete dialogues, so it is difficult to280

predict those preferences precisely from a partial281

dialogue. Therefore, Langlet and Clavel (2018)282

consider a rule-based system to carefully analyze283

linguistic features from partial dialogue to identify284

user’s preference. In further, to enhance prefer-285

ence modeling in those partial dialogues, which286

widely exist in real-world applications, Chawla287

et al. (2022) formulate preference estimation as288

a ranking task and propose a transformer-based289

model that can be trained directly on partial dia- 290

logues. 291

3.3.2 Emotion Modeling 292

Emotion modeling refers to recognizing emotions 293

or emotional changes of negotiators. Explicit mod- 294

eling of emotions throughout a conversation is cru- 295

cial to capture and estimate reactions from oppo- 296

nents. To study emotional feelings and expressions 297

in negotiation dialogues, Chawla et al. (2021a) ex- 298

plore the prediction of two important subjective 299

goals, including outcome satisfaction and partner 300

perception. Liu et al. (2021) provide explicit model- 301

ing on emotion transition engaged using pre-trained 302

language models (e.g., DialoGPT), to support pa- 303

tients. Further, Dutt et al. (2020) propose a novel 304

set of dialogue acts modeling face, which refers 305

to the public self-image of an individual, in per- 306

suasive discussion scenarios. Mishra et al. (2022) 307

utilize a reinforcement learning framework to elicit 308

emotions in persuasive messages. 309

3.3.3 Opponent Behavior Modeling 310

Opponent behavior modeling refers to detecting 311

and predicting opponents’ behaviors during a nego- 312

tiation process. For example, fine-grained dialogue 313

act labels are provided in the Craigslist dataset (He 314

et al., 2018), to help track the behaviors of buy- 315

ers and sellers. Based on this information, Zhang 316

et al. (2020) propose an opposite behavior model- 317

ing framework to estimate opposite action using 318

DQN-based policy learning. Tran et al. (2022) 319

leverage dialogue acts to identify optimal strate- 320

gies for persuading people to donate. He et al. 321

(2018) firstly propose a framework to decouple the 322

opponent behavior modeling with utterance gen- 323

eration, which allows negotiation systems to man- 324

age opponent modeling in a precise manner. Yang 325

et al. (2021) further improve the negotiation sys- 326

tem with a first-order model based on the theory of 327

Mind (Frith and Frith, 2005), which allows agents 328

to compute an expected value for each mental state. 329

They provided two variants of ToM-based dialogue 330

agents: explicit and implicit, which can fit both 331

pipeline and end-to-end systems. 332

3.4 Action Learning 333

Action learning empowers negotiation dialogue 334

systems to properly incorporate previous strate- 335

gies and other negotiator information to generate 336

high-quality responses. Existing research on policy 337

learning can be broadly categorized into reinforce- 338
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ment learning, supervised learning and in-context339

learning.340

3.4.1 Reinforcement Learning341

English and Heeman (2005) pioneer applying rein-342

forcement learning (RL) techniques to negotiation343

dialogue systems. They propose a single-agent344

RL framework that learns the policy of two par-345

ticipants individually. However, the single-agent346

framework is not feasible for situations where two347

agents interact frequently in a continuously chang-348

ing environment. Georgila et al. (2014) further349

propose to use multi-agent RL techniques and pro-350

vide a way to deal with multi-issue negotiation351

scenarios. Furthermore, Keizer et al. (2017) pro-352

pose to learn about the actions of negotiators with353

a Q-learning reward function. They use a Random354

Forest model trained on a large human negotiation355

corpus from (Afantenos et al., 2012).356

Most recent works have tried to build negotiation357

dialogue models using RL techniques with deep358

learning. Zhang et al. (2020) propose OPPA, which359

utilizes the system actions to estimate how a target360

agent behaves. The system actions are predicted361

based on the target agent’s actions. The reward362

of the executed actions is obtained by predicting363

a structured output given a whole dialogue. Addi-364

tionally, Shi et al. (2021) use a modular framework365

containing a language model to generate responses.366

A response detector would automatically annotate367

the response with a negotiation strategy and an RL-368

based reward function to assign a score to the strat-369

egy. However, this modular framework separates370

policy learning from response generation. Gao et al.371

(2021) propose an integrated framework with deep372

Q-learning, which includes multiple channel nego-373

tiation skills. It allows agents to leverage parame-374

terized DQN to learn a comprehensive negotiation375

strategy that integrates linguistic communication376

skills and bidding strategies.377

3.4.2 Supervised Learning378

Supervised learning (SL) is another popular379

paradigm for policy learning. Lewis et al. (2017)380

adopt a Seq2Seq model to learn what action should381

be taken by maximizing the likelihood of the train-382

ing data. However, supervised learning only aims383

to mimic the average human behavior, so He et al.384

(2018) propose to apply a supervised model to di-385

rectly optimize a particular dialogue reward func-386

tion, which is characterized by i) the utility function387

of the final price for the buyer and seller ii) the dif-388

ferences between two agents’ utilities iii) the num- 389

ber of utterances in the dialogue. Zhou et al. (2020) 390

first train a strategy predictor to predict whether 391

a certain negotiation strategy occurred in the next 392

utterance using supervised training. Then, the re- 393

sponse generation conditions on the predicted ne- 394

gotiation strategy, as well as user utterance and dia- 395

logue context. In addition, Joshi et al. (2021) incor- 396

porate a pragmatic strategies graph network with 397

the seq2seq model to create an interpretable policy 398

learning paradigm. Recently, Dutt et al. (2021b) 399

propose a generalized framework for identifying 400

resisting strategies in persuasive negotiations using 401

a pre-trained BERT model (Devlin et al., 2019). In 402

addition, there are also research attempts to jointly 403

train several sub-tasks simultaneously. Li et al. 404

(2020b) propose an end-to-end framework that in- 405

tegrates several sub-tasks, including intent and se- 406

mantic slot classification, response generation and 407

filtering tasks in a Transformer-based pre-trained 408

model. Zhou et al. (2020) propose jointly mod- 409

elling semantic and strategy history using finite 410

state transducers (FSTs) with hierarchical neural 411

models. Chawla et al. (2022) integrate a preference- 412

guided response generation model with a ranking 413

module to identify opponents’ priority. 414

3.4.3 In-context Learning 415

With the recent emergence of large language mod- 416

els (LLMs) such as GPT-3.5 and GPT-4, there have 417

been a few studies that apply zero-shot and few- 418

shot in-context learning. These techniques leverage 419

the inherent knowledge of LLMs to predict agent 420

behaviors more accurately. Fu et al. (2023) uti- 421

lize LLMs in the context of bargaining, while Xu 422

et al. (2023) employe them for the popular game 423

"Werewolf." In both tasks, the LLMs were tasked 424

with negotiating with other LLMs under specific 425

scenarios. 426

4 Negotiation Datasets 427

In this section, we summarize the existing nego- 428

tiation datasets and resources. Table 1 shows all 429

of the 14 collected benchmarks, along with their 430

negotiation types, scenarios, data scale and modal- 431

ity. We categorize these benchmarks based on their 432

negotiation types, namely, integrative negotiation 433

and distributive negotiation. 434

4.1 Integrative Negotiation Datasets 435

In integrative negotiations, there is normally more 436

than one issue being negotiated. To achieve optimal 437
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DataSet Negotiation Type Scenario # Dialogue # Avg. Turns # Party # Modality

InitiativeTaking (Nouri and Traum (2014)) Integrative Fruit Assignment 41 - Multi -
STAC (Asher et al. (2016)) Integrative Strategy Games 1081 8.5 Two -
DealorNoDeal (Lewis et al. (2017)) Integrative Item Assignment 5808 6.6 Two -
Craigslist (He et al. (2018)) Distributive Price Bargain 6682 9.2 Two -
M3 (Kontogiorgos et al. (2018)) Integrative Object Moving 15 - Multi MultiModal
Niki & Julie (Artstein et al. (2018)) Integrative Item Ranking 600 - Two MultiModal
NegoCoach (Zhou et al. (2019)) Distributive Price Bargain 300 - Two -
PersuasionforGood (Wang et al. (2019)) Distributive Donation 1017 10.43 Two -
FaceAct (Dutt et al. (2020)) Distributive Donation 299 35.8 Two -
AntiScam (Li et al. (2020b)) Distributive Privacy Protection 220 12.45 Two -
CaSiNo (Chawla et al. (2021b)) Integrative Item Assignment 1030 11.6 Two -
JobInterview (Yamaguchi et al. (2021)) Integrative Job Interview 2639 12.7 Two -
DeliData (Karadzhov et al. (2021)) Integrative Puzzle Game 500 28 Multi -
DinG (Boritchev and Amblard (2022)) Integrative Strategy Game 10 2357.5 Multi -
NegoBar (Heddaya et al. (2023)) Distributive Price Bargain 408 35.85 Two -

Table 1: Negotiation dialogues benchmarks are sorted by their publication time. For each dataset, we present the
negotiation type, scenario, the number of dialogues and corresponding average turns, and party attributes.

negotiation goals, the involved players should make438

trade-offs for these multiple issues.439

Multi-player Strategy Games Strategy video440

games provide ideal platforms for people to ver-441

bally communicate with other players to accom-442

plish their missions and goals. Asher et al. (2016)443

propose the STAC benchmark, which is based on444

the game of Catan. In this game, players need to445

gather resources, including wood, wheat, sheep,446

and more, with each other to purchase settlements,447

roads and cities. As each player only has access448

to their own resources, they have to communicate449

with each other. To investigate the linguistic strate-450

gies used in this situation, STAC also includes an451

SDRT-styled discourse structure. Boritchev and452

Amblard (2022) also collect a DinG dataset from453

French-speaking players in this game. The partic-454

ipants are instructed to focus on the game, rather455

than talk about themselves. As a result, the col-456

lected dialogues can better reflect the negotiation457

strategy used in the game process.458

Negotiation for Item Assignment Item assign-459

ment scenarios involve a fixed set of items as well460

as a predefined priority for each player in the dia-461

logue. As the players only have access to their462

own priority, they need to negotiate with each463

other to exchange the items they prefer. Nouri464

and Traum (2014) propose InitiativeTalking, occur-465

ring between the owners of two restaurants. They466

discuss how to distribute the fruits (i.e., apples, ba-467

nanas, and strawberries) and try to reach an agree-468

ment. Lewis et al. (2017) propose DealorNoDeal, a469

similar two-party negotiation dialogue benchmark470

where both participants are only shown their own471

sets of items with a value for each and both of them472

are asked to maximize their total score after nego-473

tiation. Chawla et al. (2021b) propose CaSiNo, a474

dataset on campsite scenarios involving campsite 475

neighbors negotiating for additional food, water, 476

and firewood packages. Both parties have different 477

priorities over different items. 478

Negotiation for Job Interview Another com- 479

monly encountered negotiation scenario is job offer 480

negotiation with recruiters. Yamaguchi et al. (2021) 481

fill this gap and propose the JobInterview dataset. 482

JobInterview includes recruiter-applicant interac- 483

tions over salary, day off, position, and workplace. 484

Participants are informed with opposite’s prefer- 485

ences and the corresponding issues. Feedback from 486

the opposites will be forwarded to participants dur- 487

ing the negotiation process. 488

4.2 Distributive Negotiation Datasets 489

Distributive negotiation is a discussion over a fixed 490

amount of value (i.e., slicing up the pie). In such ne- 491

gotiation, the involved people normally talk about 492

a single issue (e.g., item price) and therefore, there 493

are hardly trade-offs between multiple issues in 494

such a negotiation. 495

Persuasion For Donation Persuasion, convinc- 496

ing others to take specific actions, is a necessary re- 497

quired skill for negotiation dialogue (Sycara, 1990; 498

Sierra et al., 1997). Wang et al. (2019) focus on per- 499

suasion and propose PersuasionforGood, two-party 500

persuasion conversations about charity donations. 501

In the data annotation process, the persuaders are 502

provided some persuasion tips and example sen- 503

tences, while the persuaders are only told that this 504

conversation is about charity. The annotators are 505

required to complete at least ten utterances in a 506

dialogue and are encouraged to reach an agreement 507

at the end of the conversations. Dutt et al. (2020) 508

further extend PersuasionforGood by adding the 509

utterance-level annotations that change the positive 510
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and/or the negative face acts of the participants in511

a conversation. A face act can either raise or attack512

the positive or negative face of opponents in the513

conversation.514

Negotiation For Product Price Negotiations515

over product prices can be observed on a daily516

basis. He et al. (2018) propose CraigslistBargain,517

a negotiation benchmark based on a realistic item518

price bargaining scenario. In CraigslistBargain,519

two agents, a buyer and a seller, are required to ne-520

gotiate the price of a given item. The listing price is521

available to both sides, but the buyer has a private522

price. Two agents chat freely to decide on a final523

price. The conversation is completed when both524

agents agree on a price or one of the agents quits.525

Zhou et al. (2019) propose NegoCoach benchmark526

on similar scenarios, but with an additional nego-527

tiation coach who monitors messages between the528

two annotators and recommends tactics in real-time529

to the seller to get a better deal.530

User Privacy Protection Privacy protection of531

negotiators has become more and more vital. Partic-532

ipant (e.g., attackers and defenders) goals are also533

conflicting. Li et al. (2020b) propose Anti-Scam534

benchmark which focuses on online customer ser-535

vice. In Anti-Scam, users try to defend themselves536

by identifying whether their components are attack-537

ers who try to steal sensitive personal information.538

Anti-Scam provides an opportunity to study human539

elicitation strategies in this scenario.540

5 Evaluation541

We categorize the methods for evaluating the ne-542

gotiation dialogue systems into three types: goal-543

oriented evaluation, game-based evaluation and544

human evaluation. Table 2 summarizes the evalua-545

tion metrics that are introduced in our survey.546

5.1 Goal-based Metrics547

Goal-oriented metrics mainly refer to the quan-548

tifiable measures on evaluating agent’s proxim-549

ity to the negotiation goals from the perspective550

of strategy modeling, task fulfillment, and sen-551

tence realization. Success Rate (SR) (Zhao et al.,552

2019) is the most widely used metric to measure553

how frequently an agent completes the task within554

their goals. Meanwhile, Prediction Accuracy (PA)555

and macro/average F1 score are also employed to556

evaluate the accuracy of agent’s strategy predic-557

tions (Nouri and Traum, 2014; Wang et al., 2019;558

Goal-based
Metrics

SR (2019); PA (2014; 2019; 2020); Average F1 score (2021b);
Macro F1 score (2019; 2020); ROC-AUC, CM, AP (2021); IRT (2022);

Naturalness (2015); PPL, BLEU-2, ROUGE-L, Extrema (2017)

Game-based
Metrics

WinRate, AvgVPs (2017); Utility, Fairness, Length (2018);
Avg. Sale-to-list Ratio, Task Completion Rate (2019); Robustness (2019)

Human
Evaluation

Customer satisfaction, Purchase decision, Correct response rate (2015);
Achieved agreement rate, Pareto optimality rate (2017); Likert score (2018)

Table 2: Various Metrics used in the existing negotiation
dialogues benchmarks.

Dutt et al., 2020; Chawla et al., 2021b). Specifi- 559

cally, Yamaguchi et al. (2021) present a task where 560

the model is required to label the human-human 561

negotiation outcomes as either a success or a break- 562

down, and use following metrics: area under the 563

curve (ROC-AUC), confusion matrix (CM), and av- 564

erage precision (AP) to evaluate the model. More- 565

over, Kornilova et al. (2022) introduce Item Re- 566

sponse Theory (IRT) to analyze the effectiveness 567

of persuasion on the audience. 568

In terms of language realization for negotia- 569

tion dialogue, Hiraoka et al. (2015) employ a pre- 570

defined naturalness metric (i.g., a bi-gram overlap 571

between the prediction and ground-truth) as part of 572

the reward to evaluate policies in negotiation dia- 573

logues. Other classical metrics for evaluating the 574

quality of response are also used, i.e., perplexity 575

(PPL), BLEU-2, ROUGE-L, and BOW Embedding- 576

based Extrema matching score (Lewis et al., 2017). 577

5.2 Game-based Metrics 578

Different from the goal-oriented metrics that focus 579

on measuring how successful an agent achieves 580

the negotiation goals, game-based evaluation pro- 581

vides a user-centric perspective to evaluate systems. 582

Keizer et al. (2017) measure agent’s ability on ne- 583

gotiation strategy prediction within the online game 584

“Settlers of Catan”. They propose the metrics Win- 585

Rate and AvgVPs to evaluate the success of human 586

and agent seperately. He et al. (2018) present a task 587

where two agents bargain to get the best deal using 588

natural language. They use task-specific scores to 589

test the performance of the agents, including: util- 590

ity, fairness, and length. Zhou et al. (2019) design 591

a task where a seller and a buyer try to achieve 592

a mutually acceptable price through a natural lan- 593

guage negotiation. They adopt average sale-to-list 594

ratio and task completion rate to evaluate agent 595

performance. Besides, Cheng et al. (2019) propose 596

an adversarial attacking evaluation approach to test 597

the robustness of negotiation systems. 598
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5.3 Human Evaluation599

To evaluate the users’ satisfaction with the dialogue600

systems, human judgment is employed as a sub-601

jective evaluation of agent performance. Hiraoka602

et al. (2015) use a user simulator as the salesper-603

son to bargain with customers in real and have604

the users annotate subjective customer satisfaction605

(a five-level score), the final decision of making606

a purchase (a binary number indicating whether607

persuasion is successful), and the correct response608

rate in the dialogues. Lewis et al. (2017) employ609

crowd-sourcing workers to highlight that essential610

information when bargaining with negotiation sys-611

tems, covering the percentage of dialogues where612

both interlocutors finally achieve an agreement, and613

Pareto optimality, i.e., the percentage of the Pareto614

optimal solutions in all the agreed deals. He et al.615

(2018) propose human likeness as a metric in eval-616

uating how well the dialogue system is doing in617

a bargain. They ask workers to manually score618

the dialogue agent using a Likert metric to judge619

whether the agent acts like a real human or not.620

6 New Frontiers and Challenges621

The previous sections summarize the prominent622

achievements of previous work in negotiation dia-623

logue, including benchmarks, evaluation metrics,624

and methodology. In this section, we will discuss625

some new frontiers that allow negotiation dialogue626

systems to be fit to actual application needs and to627

be applied in real-world scenarios.628

Multi-modal Negotiation Dialogue Existing re-629

search works in negotiation dialogue rarely con-630

sider multi-modality. However, humans tend to631

perceive the world in multi-modal patterns, not lim-632

ited to text but also including audio and visual in-633

formation. For example, the facial expressions and634

emotions of participants in a negotiation dialogue635

could be important cues for making negotiation636

decisions. Further work can consider adding this637

non-text-based information into the negotiation.638

Multi-Party Negotiation Dialogue Although639

some work sheds light on multi-party negotiation,640

most current negotiation dialogue benchmarks and641

methods predominantly focus on two-party settings.642

Therefore, multi-party negotiation dialogues are un-643

derexplored. Future work can consider collecting644

dialogues in multi-party negotiation scenarios, in-645

cluding General multi-party negotiation and Team646

negotiation. Specifically, General multi-party ne-647

gotiation is a type of bargaining where more than 648

two parties negotiate toward an agreement. For 649

example, next-year budget discussion with multi- 650

ple department leaders in a large company. Team 651

negotiation is a team of people with different rela- 652

tionships and roles. It is normally associated with 653

large business deals and highlights the significance 654

of relationships between multi-parties. There could 655

be several roles, including leader, recorder, and 656

examiner, in a negotiation team (Halevy, 2008). 657

Cross-Culture & Multi-lingual Negotiation Dia- 658

logue Existing negotiation dialogue benchmarks 659

overwhelmingly focus on English while leaving 660

other languages and cultures underexplored. With 661

the acceleration of globalization, a dialogue in- 662

volving individuals from different cultural back- 663

grounds becomes increasingly important and nec- 664

essary. There is an urgent need to provide people 665

with a negotiation dialogue system that is multicul- 666

tural and multi-lingual. Further works can consider 667

incorporating multi-lingual utterances and social 668

norms among different countries into negotiation 669

dialogue benchmarks. 670

Negotiation Dialogue in Real-world Scenarios 671

As discussed in Section 4, previous works have 672

already proposed many negotiation dialogue bench- 673

marks in various scenarios. However, we notice 674

that most of these benchmarks are created through 675

human crowd-sourcing. Participants are often in- 676

vited to play specific roles in the negotiation dia- 677

logue. The resulting dialogues may not perfectly 678

reflect the negotiations in real-world scenarios (e.g., 679

politics, business). Therefore, it could be a promis- 680

ing research direction to collect real-world nego- 681

tiation dialogues. For example, one could collect 682

recorded business meetings or phone calls. 683

7 Conclusion 684

This paper presents the first systematic review on 685

the progress of negotiation dialogue systems. We 686

firstly provide an understanding of negotiation be- 687

tween humans from a social science perspective. 688

Then we thoroughly summarize the existing works, 689

which covers various domains and highlight their 690

challenges, respectively. We additionally sum- 691

marize currently available methodologies, bench- 692

marks, and evaluation methods. We also shed light 693

on some new trends in this research field. We hope 694

this survey inspires and facilitates future research 695

on negotiation dialogue systems. 696
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Limitations697

This survey briefly introduced the motivation and698

limitation of human negotiation from social sci-699

ence perspectives, and summarized methodology,700

dataset and evaluation methods in the field of com-701

putational linguistics. The limitation relays on that702

we only have brief investigation on the human nego-703

tiation. Further, we will conduct a comprehensive704

investigation from the social science perspectives705

and then motivate our future work in the dialogue706

research. In further, we will summarize the details707

of each paper and illustrate the difference between708

these papers. Nevertheless, we hope that our survey709

will inspire and facilitate future research as a good710

foundation.711
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