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Abstract

Evaluating the ability of large language mod-
els (LLMs) to process lengthy contexts is criti-
cal, especially for retrieving query-relevant in-
formation embedded within them. We intro-
duce Sequential-NIAH, a benchmark specif-
ically designed to evaluate the capability of
LLMs to extract sequential information items
(known as needles) from long contexts. The
benchmark includes three needle generation
pipelines: synthetic-temporal, real-temporal,
and real-logical orders, with context lengths
ranging from 8K to 128K, which comprises
14,000 samples (2,000 for testing). To facilitate
the evaluation of this benchmark, we trained an
evaluation model that assesses the correctness
of LLM responses by comparing their com-
pleteness and sequential consistency against
the ground truth, which provides a more reli-
able evaluation metric than GPT-4 or Claude.
We conducted experiments on six well-known
LLMs, revealing that even the best-performing
model achieved a maximum accuracy of only
63.15% on test set of this benchmark. Fur-
ther analysis highlights the growing challenges
posed by increasing the context length or the
number of needles, underscoring substantial
room for improvement of LLMs. Additionally,
noise analysis validates the reliability and chal-
lenge of the benchmark, making Sequential-
NIAH an important reference for advancing
research on long text information extraction
capabilities of LLMs.

1 Introduction

Enhancing LLMs’ long-context understanding has
been a key focus in Natural Language Processing
(NLP). Recent models like Gemini-1.5 (Georgiev
et al., 2024), GPT-4 (Achiam et al., 2024), Claude-
3.5 (Anthropic, 2024), Qwen-2.5 (Team, 2024),
GLM-4 (Zeng et al., 2024), Kimi (Moonshot), and
DeepSeek-V2 (Liu et al., 2024a) have extended
context lengths to millions of tokens while main-
taining reasoning and comprehension capabilities.

Meanwhile, several benchmarks have been exposed
for long context understanding, including coBench
(Zhang et al., 2024b), L-Eval (An et al., 2023),
LongBench (Bai et al., 2024), LongEval (Krishna
et al., 2023), LooGLE (Li et al., 2024a), Zero-
SCROLLS (Shaham et al., 2023) and FactGuard
(Zhang et al., 2025). However, these benchmarks
typically focus more on the model’s global com-
prehension of long texts or the retrieval of specific
information at certain locations. In reality, chal-
lenging problems often involve retrieving and inte-
grating detailed information from multiple parts of
a document to produce the optimal answer, which
can generally be defined as Needle-in-a-Haystack
(NIAH) tasks (gkamradt, 2023; Hsieh et al., 2024;
Song et al., 2024; Li et al., 2024b).

Although existing NIAH benchmarks provide
challenging needle-retrieval tasks within long con-
texts, they still fail to account for the sequential
characteristic of needles—such as temporal or logi-
cal order. This oversight is particularly significant
in real-world scenarios, where explicit demands
exist, such as:

* List all events involving suspect Tom in March
2024 in temporal order, based on a legal doc-
ument.

* List all Microsoft equity transactions in tem-
poral order, based on a financial report.

* Qutline the detailed steps to obtain a senior
building engineer certification in sequential
order; as per a guideline.

Figure 1 provides a simple example illustrating the
sequential relationships among needles, simulating
a more realistic and challenging NIAH task. For
LLMs, it is essential to not only retrieve query-
relevant items but also comprehend their sequential
relationships and present them in the correct order.

To supplement existing long context informa-
tion retrieval evaluation methods, We introduce



Sequential-NIAH Example
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Figure 1: Sequential-NIAH example of a long text with shuffled needles with temporal order.

the Sequential-NIAH benchmark, which shuffles
needles with temporal or logical order and inserts
them into long contexts of varying lengths. Con-
sidering the completeness of the benchmark, we
propose three different types of needles generation
pipelines, including synthetic-temporal order, real-
temporal order and real-logical order. Synthetic-
temporal order needles are generated by fake enti-
ties, timestamps, and events. Real-temporal order
needles are generated from the Temporal Knowl-
edge Graph (TKG(Garcia-Durén et al., 2018; Jin
et al., 2020; liuhuanyong, 2022)), which can be
used to build sequential temporal items based on
the relationship of two entities overtime. Real-
logical order needles are generated from a private
open-domain QA resource. The first two types
are mainly aimed at retrieving temporal sequence
items, while the last type is mainly aimed at retriev-
ing logical sequence items.

On the other hand, accurately evaluating the
correctness of enumerated answer items is chal-
lenging to achieve. The common practice relies
on assessment by powerful LLMs, such as GPT-
40, which increases evaluation costs and hinders
researchers from conducting efficient benchmark-
ing. Thus, we employed synthetic data to train an
evaluation model. The synthetic dataset encom-
passes as diverse a range of incorrect answer types
as possible (e.g., missing items, redundancies, er-
rors, disordered items, etc.). These will be paired
with reference answers as training data to teach the
evaluation model to accurately identify incorrect
responses. The validation results indicate that the
evaluation model achieved an accuracy of 99.49%
(much higher than GPT-40 and Claude) on the syn-

thetic test set, which is a reliable evaluation tool
for our benchmark.

Powered by the evaluation model, we evalu-
ated the accuracy of several well-known LLMs
on our benchmark. The experimental results indi-
cate that this task is highly challenging, while even
the best-performing model achieved an accuracy
of only 63.15%. Moreover, the increasing of con-
text lengths and the number of needles will further
enhance the challenge of the task. We also veri-
fied the reliability and challenge of the benchmark
through noise robustness analysis. We highlight
our contributions as follows:

* Sequential-NIAH benchmark: A bench-
mark for evaluating LLMs’ ability to retrieve
sequential information from long contexts. It
comprises three types of needles generation
pipelines, covering both temporal-ordered and
logical-ordered needles retrieval tasks, to sim-
ulate real-world application scenarios.

* Evaluation model: A model trained on syn-
thetic data to facilitate the evaluation of LLMs’
performance on our benchmark. An accuracy
rate of 99.49% demonstrates the model’s high
reliability as an evaluation tool, which is more
accurate, efficient and cheaper than GPT-40
and Claude.

* LLLMs’ Limitations on Sequential-NIAH:
Experimental results indicate that all current
LLMs have significant room for improvement
on this task, struggling with the complexity of
sequential information retrieval within long
contexts.



2 Related work
2.1 Long Context Language Models

Many techniques have been used to improve the
context length that LLMs can handle. For instance,
certain novel position embedding methods, such as
ALiBi (Press et al., 2022), Position Interpolation
(Chen et al., 2023), RoPE (Su et al., 2024) and its
variants (Xiong et al., 2023; Liu et al., 2024b; Peng
et al., 2023b). And some research aims to reduce
context length by memory replay back-propagation
(Wu et al., 2022), recurrent memory augmenta-
tion (Bulatov et al., 2024), and activation beacon
(Zhang et al., 2024a). In addition, there are several
methods to extend the context length by modify-
ing the model architecture, such as Mamba (Gu
and Dao, 2024), FLASHBUTTERFLY (Fu et al.,
2023a), and RWKYV (Peng et al., 2023a). Specif-
ically, Gemini-1.5 supports a context length of 1
million tokens, and Kimi supports a context length
of 2 million words. Most leading LLLMs support
a context length of at least 128k tokens, such as
GPT-40, Claude-3.5, Qwen-2.5, and LLaMA-3.3.
In this work, we will evaluate these LLMs with
long-context analysis capabilities to assess their
performance on our benchmark.

2.2 NIAH Benchmarks and Tasks

NIAH essentially represents a category of long-text
information retrieval tasks, primarily assessing the
capability of LLMs to retrieve multiple pieces of
query-relevant information from long texts. The
RULER (Hsieh et al., 2024) and Counting Starts
(Song et al., 2024) benchmarks are designed with
retrieval tasks at the word or character level (pass-
words or %), where the problems involved are rel-
atively clear and singular. NeedleBench (Li et al.,
2024b) takes this one step further by designing
more complex information on logical reasoning,
such as descriptions of relationships between enti-
ties or kinship relationships, and inserting them into
a long context. In Sequential-NIAH, we designed
a challenging long-context information extraction
task by needles with sequential characteristics, to
better reflect real-world use cases.

2.3 Evaluation Model

The evaluation of natural language generation
(NLGQG) is a vital but challenging problem in ar-
tificial intelligence (Gao et al., 2024). Its primary
methods include the following four types: LLM
derived metrics (Fu et al., 2023b; Jia et al., 2023),

prompt-based LLMs (Ouyang et al., 2022; Luo
et al., 2023; Gao et al., 2023; Liusie et al., 2024),
fine-tuning LLMs (Xu et al., 2023; Ke et al., 2024;
Zhu et al., 2023), and collaborative human-LLM
evaluation (Zhang et al., 2021; Li et al., 2023).
Commonly, simply designing prompts often fails
to achieve optimal accuracy in evaluation, and fine-
tuning on open-source models can enhance the
accuracy of the evaluation model effectively. If
manpower is sufficient, the combination of human
effort with LLMs can further improve the reliability
of the evaluation. To facilitate a reliable automatic
evaluation of Sequential-NIAH tasks, we trained an
evaluation model based on Qwen2.5-Instruct-32B,
which provides a convenient and reliable evaluation
tool for this benchmark.

3 The Sequential-NIAH Benchmark

The goal of Sequential-NIAH is to retrieve sequen-
tial needles from long contexts. Therefore, both the
needles and the long contexts need to be prepared
in advance. See the link! for details of the dataset.

3.1 QA source

We propose three sequential needles generation
pipelines, as shown in Figure 2, which are used
to build the question with sequential answer items,
including synthetic-temporal order needles, real-
temporal order needles and real-logical order nee-
dles. All are ultimately presented in the form of
a question with multiple answer items (needles)
inserted into a long text with length from 8K to
128K. Table 1 provides detailed information of the
number and proportion of QA pairs constructed by
different pipelines, collectively referred to as QA
source. We adjusted the proportion of Chinese and
English QA pairs to maintain each around 50%.

3.1.1 Synthetic-temporal order needles

Synthetic-temporal order needles refers to the syn-
thesis of question-answer pairs using specific gener-
ation templates by combining subjects, event times,
and event content. The question is usually posed
about events that occur within a certain time pe-
riod for a predefined fake subject, and the answer
items are the synthetic events related to the fake
subject listed in temporal order. In theory, this
method can generate an unlimited number of quali-
fied chronological question-answer pairs. We en-
sure the complexity of the task by designing various

1https://anonymous.4open.science/r/
Sequential-NIAH-Benchmark-88B7
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QA source Long context source
Pipeline English  Chinese Total Proportion | Length English  Chinese Total Proportion
Synthetic-temporal 3,000 3,000 6,000 42.86% | 8k-16k 1,000 750 1,750 12.50%
Real-temporal 3,003 2,011 5,014 35.81% | 16k-32k 2,000 1,750 3,750 26.79%
Real-logical 1,497 1,480 2,986 21.33% | 32k-64k 2,000 1,750 3,750 26.79%
Total 7,500 6,500 14,000 64k-128k 2,500 2,250 4,750 33.93%
Proportion 46.43% 53.57% Total 7,500 6,500 14,000

Table 1: Information of QA source from three sequential needles synthetic pipelines (left) and long context source

extracted from LongData-Corpus (right).
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Figure 2: Three pipelines for sequential needles construction. Synthetic temporal order needles are generated by
fake subjects, time stamps, and events (left). Real temporal orders are generated from the TKG (middle). Real

logical order needles are generated from a private open-domain QA resource (right).

question templates and needle templates. The num-
ber of needles corresponding to a question can be
set manually, and we randomly select the number
of needles from 3 to 15.

3.1.2 Real-temporal order needles

From open source TKG datasets (ICEWS and
FEG), we can extract real relationships between
two different real entities change over time, which
can be used to generate real-temporal order needles.
In our pipeline, the relationships are rewritten (by
GPT-40) into question-answer pairs with temporal
order answer items. The question is usually posed
about the changes in relationships between two spe-
cific entities over a period of time. The amount of
data that can be generated by this pipeline is lim-
ited by the size of the Graph, and the number of
needles corresponding to a question depends on the
number of relationships between two entities (from
3 to 10 in this pipeline).

3.1.3 Real-logical order needles

In addition to items in temporal order, there are
also cases where answers follow a precise logical
order. To incorporate these into the benchmark,
we filtered out question-answer pairs that meet

the requirements from a private open-domain QA
database with the help of GPT-40. A total of 2,986
QA pairs are collected, whose answer items strictly
adhere to a logical order. Considering that directly
inserting the answer items into the long context
might seem abrupt (making it difficult to establish
a direct connection between the question and the
needles), we also use GPT-40 to rewrite the answer
items to generate more naturally phrased needles.
This ensures that when needles are inserted into the
long context, they can still make connections to the
question, maintaining the rationality of the task.

3.2 Long Context Source

To enhance the authenticity of the task, we use
LongData-Corpus (yuyijiong, 2023), a real long
text corpus, to construct the long context source.
The corpus contains more than 100k pieces of Chi-
nese and English long texts with lengths exceed-
ing 8k characters, with the longest text exceeding
256k characters. The text content covers a wide
range of materials such as academic papers, nov-
els, legal documents, news, patents, government
work reports, etc. This provides ample long context
data for the construction of the benchmark. When



Algorithm 1: Data construction pipeline

Data: long text C, question (), answer A,
needles N = [ng,na,...,ng.

Result: Query and Answer.

1 [C1,Cy,...,Cky1] < Segment(C, k + 1);

2 N < Shuffle(V);

3 Long text with needles: C« Cy;

4 fori < 1tokdo

5 ‘ éeé+ni+C’i+1;

¢ end

7 Query Prompt(é’, Q);

8 Answer <+ A;

9 return Query and Answer;

preparing the long context source, to keep the lan-
guage and quantity of long texts consistent with the
QA source, we randomly sample long texts within
different length ranges for each language (Chinese
and English), as shown in Table 1. This forms
a long context source that covers a wide enough
range of topics, has a reasonable distribution of
article lengths, and can match each QA pair in the
QA source one-to-one.

3.3 Sequential-NIAH Sample Constructing

For a given long text and a QA pair, a specific
Sequential-NIAH sample is constructed by ran-
domly shuffling the order of needles in the answer
of QA and inserting them into random positions
within the long text. Subsequently, the sample is
formatted into Query (inserted long text and ques-
tion) and Answer (reference answer) forms using
a designed prompt template, as shown in Figure 1.
The detailed procedure is described in Algorithm 1.
Ultimately, the dataset is partitioned into three sub-
sets: training set, development set, and test set.
Each subset contains data from diverse languages,
varying text lengths, and distinct needles synthetic
pipelines, embodying a Sequential-NIAH bench-
mark, as shown in Table 2.

English  Chinese Total
Train 5,400 4,600 10,000
Development 1,015 985 2,000
Test 1085 915 2,000
Total 7,500 6,500 14,000

Table 2: Dataset information of Sequential-NIAH
Benchmark

4 Evaluation Model

Due to the complexity of benchmark evaluation, we
hope to automate the evaluation of this task by train-
ing an evaluation model fy. For each question @),
the ground truth answer A; and an corresponding
answer B; to be evaluated are provided to constitute
an input X; = Teval(Qia Ay, Bz)’ where Teval(') is
a prompt template for answer evaluation. For each
X, the label Y; = Te5(y;, R;) is constructed by
the result (y; € {wrong, correct}) and the reason
R;, where T).¢s(+) is the prompt template for result
analysis. To train the evaluation model, our ob-
jective is to learn the probability distribution of Y;
conditioned on X, i.e., P(Y;|X;;6). And the loss
function can be defined as:

N
L(0) = arg m;mxz log P(Y;|X;;0) (1)
i=1

To obtain the training data, four types of poten-
tial wrong answers are synthesized by changing
GT answer items, including shuffled answer items
(shuffled GT answer items), missing answer items
(GT answer items with random missing items),
redundant answer items (GT answer items and
random redundant items), and incorrect answer
items (random missing items and random redun-
dant items coexist). For the last three groups of
answers, we uniformly consider them as wrong
answers. For the first group of answer with only
shuffled items, if the question does not require the
answer items to be output in specific order, it will
be treated as correct answers; otherwise, it will be
treated as an wrong answers.

Figure 3 provides an example of how to gener-
ate training data for evaluation model training. At
first, four kinds of wrong answer are generated ac-
cording to the ground truth (GT) answer. For each
question (); we can get an answer pair by com-
bining the GT answer A; and the answer B; to be
evaluated. Then, ();, A;, B; and the known result
y; are organized into the reason analysis prompt
template to get the reason by GPT-40. Finally, the

English Chinese Total
Train 3,000 3,000 6,000
Test 984 967 1,960
Total 3,984 3,967 7,960

Table 3: Dataset information for evaluation model train-
ing and test.
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Figure 3: Synthetic different wrong answers for generating diversified training data for evaluation model training.

obtained reason R; and y; can be combined as the
output Y;, and @Q);, A; and B; will be organized as
the input X; for evaluation model training.

As shown in Table 3, a total of 6,000 samples
are constructed to train the evaluation model, and
1,960 samples are used to evaluate its performance.
The data used to train and test the evaluation model
are randomly sampled from the QA source. We
used Qwen2.5-Instruct-32B as the foundation for
our evaluation model and performed full-parameter
SFT training on it. We utilized the AdamW opti-
mizer, setting the learning rate to 8 x 1076 with
4 epoch. We set the warm-up ratio to 0.1 and the
weight decay to 0.1.

5 Experiments & Results

5.1 Evaluation Model Performance

To demonstrate the need to train the evaluation
model, we compared the performance of Claude-
3.5, GPT-40, and our evaluation model on 1,960
test samples using the same prompt templates
(Tepq and Ties). The experimental results are
shown in Table 4, and the results are divided into
two groups (needles with temporal and logical or-
der) for analysis. More detailed grouped results are
presented in Table 6.

According to analysis, the evaluation model we
trained achieved a total accuracy rate of 99.49% in
two groups of test data, which is much higher than
GPT-40 and Claude-3.5. Our evaluation model
achieved an accuracy of 100% in 7 answer groups.
And the only 0.51% misjudgment of our evalua-
tion model came from the model’s slight confusion
about whether the question requires listing answer
items in temporal order (only occurring in shuffied
GT answer items). This sufficiently demonstrates
that using the model for automated evaluation of

Needle Answer No. Claude- GPT-40  Ours
types groups 3.5 (%) (%) (%)
GT 241 85.06 90.87 95.85
Temporal Missing 235  93.62 97.45 100
order  Redundant 265 77.74 85.28 100
Incorrect 229  95.20 97.38 100
GT 229  86.03 99.13 100
Logical Missing 249  93.17 100 100
order  Redundant 266 85.34 99.25 100
Incorrect 246  82.11 100 100
Total/Avg. 1960  87.09 96.07 99.49

Table 4: Evaluation model performance on synthetic
test data with various needle types and answer groups.

the benchmark is entirely feasible.

5.2 Benchmark Results of LLMs

To evaluate the performance of different LLMs
on this benchmark, we conducted inference on
2,000 test samples using four closed-source mod-
els, including Claude-3.5 (Claude-3.5-sonnet-
20241022), GPT-40 (GPT-40-20240806), GPT-
40-mini, Gemini-1.5 (Gemini-1.5-pro), and two
open-source models, including Qwen-2.5 (Qwen-
2.5-72B-Instruct), and LLaMA-3.3 (LLaMA-3.3-
70B-Instruct).

Overview of results: Figure 4 illustrates the
overall performance of six LLMs on this bench-
mark. Gemini-1.5 exhibits the best performance,
achieving an accuracy of 63.15%. Qwen-2.5 fol-
lows closely behind with an accuracy of 51.10%,
while LLaMA-3.3 and Claude-3.5 demonstrate
comparable levels of performance. In contrast,
GPT-40-mini and GPT-40 perform poorly on this
task.

Results across length groups: Figure a shows
that the accuracy of most LLMs decreases as the
text length increases. However, Gemini-1.5 and
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Figure 4: Results comparison of LLMs on all test data
of Sequential-NIAH benchmark.

Qwen-2.5 maintain better and more stable perfor-
mance. LLaMA-3.3 and GPT-4o decrease signifi-
cantly with longer text.

Results across the number of needles groups:
Intuitively, more needles will significantly increase
the difficulty of this task. Figure b shows that all
LLMs effects deteriorate as the number of needles
increases. Surprisingly, Gemini-1.5 still maintains
more stable accuracy compared with others.

Results across needles generation pipeline
groups: Figure c presents that most LLMs perform
better on test data composed of real-logical order
needles. It may be attributed to the fact that the
questions in this group include some general knowl-
edge, allowing LLMs to provide answers close to
the GT based on their inherent capabilities, rather
than retrieving from long texts. It also indicates
that retrieving and listing information in temporal
order from long texts is more challenging.

Results across language groups: Figure d de-
picts that the performance of the same model on
test samples in different languages is generally con-
sistent, indicating that language is not a key factor
affecting the difficulty of the task.

5.3 Noise Analysis of the Benchmark

In our investigation of this benchmark’s character-
istics, we selected 200 samples from the test set to
conduct a noise analysis. Noise analysis, in this
context, refers to evaluating the stability of various
LLMs’ performance when the needles or the long
context face variations that may affect response.
Specifically, we introduced four distinct types of
noise to each sample:

* Tiny movement (TM): Each needle within

Model Metrics Ref. (%) TM SM RO SN All

() (%) (F) (%) (%)

Gemini- Acc. 62.50 65.00 63.12 64.12 53.88 61.31
1.5 Cons. - 56.50 52.00 47.50 41.50 17.50
Qwen- Acc. 51.50 48.50 48.25 48.00 43.00 45.88
2.5 Cons. - 67.50 65.50 64.50 64.50 42.00
LLaMA- Acc. 38.00 38.00 36.50 42.00 29.88 36.27
33 Cons. - 63.50 55.50 55.50 62.00 29.50

Table 5: Average accuracy and result consistency of
LLMs with different noise assigned on test data. ‘All’
indicates that all noise groups are collectively included
in the metric calculation.

the long text undergoes a slight positional
shift, either forward or backward, by no more
than two sentence positions. The order of
the needles within the long text remains un-
changed

* Significant movement (SM): Multiple nee-
dles within the long text are repositioned sig-
nificantly, with their original sequence main-
tained. This simulates larger displacements,
enabling analysis of the model’s robustness to
more pronounced positional alterations.

* Reorder (RO): The positions of multiple nee-
dles remain static, but their sequence of ap-
pearance within the text is shuffled.

* Semantic noise (SN): One or two synthetic
needles that are semantically similar to one
needle—yet cannot serve as a valid answer
item—are inserted at somewhere in the long
context, simulating scenarios that may con-
fuse the model’s judgment.

For each type of noise, we generated three varia-
tions of the original data, culminating in a total of
2400 noisy samples used for inference and evalua-
tion. In this section, three specific models, Gemini-
1.5, Qwen-2.5, and LLaMA-3.3, are subjected to
the noise analysis experiments to discern their re-
silience and performance under these controlled
perturbations.

Two metrics are employed for the noise analysis
experiment: average accuracy (Acc.) and result
consistency (Cons.). Acc. represents the mean ac-
curacy across the original 200 test samples and ad-
ditional test samples with introduced noise. Cons.
assesses the stability of the model’s responses by
comparing the consistency of answers’ evaluation
result of the original 200 test samples with those of
the noise-altered sets.
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Figure 5: Benchmark results of well-known LLMs on test data across different groups.

Average accuracy analysis: In Table 5, the ref-
erence accuracy (Ref.) represents the original accu-
racy achieved by the 200 samples drawn from the
test set. Under full-noise conditions (column ‘All’),
the Acc. of the three models deviates from the ref-
erence values by 1.19% for Gemini-1.5, 5.62% for
Qwen-2.5 and 1.72% for LLaMA-3.3). While ex-
hibiting model-specific variance, all LLMs demon-
strate quantitatively acceptable performance devia-
tions (no more than 6%). It demonstrates that the
test set exhibits consistent reliability in evaluating
LLMs’ ability on this benchmark, with evaluation
results remaining robust against both minor and
major needles variations.

Result Consistent analysis: Table 5 also shows
that the LLMs exhibit varying degrees of response
stability under noise influence, with Qwen perform-
ing best, LLaMA second, and Gemini worst. This
may occur because LLaMA’s responses contain a
relatively high proportion of incorrect answers, and
the introduction of noise fails to correct these errors,
resulting in consistently higher error rates in its out-

puts. On the other hand, the more noise groups are
introduced, the worse the Cons. becomes, which
clearly demonstrates that noise can significantly
impact the correctness of LLM responses, further
highlighting the challenging of this benchmark.

6 Conclusion

We introduce Sequential-NIAH, a benchmark for
evaluating LLLMs on sequential information extrac-
tion from long texts (up to 128K tokens). It in-
cludes synthetic-temporal, real-temporal, and real-
logical order needles generation pipelines, with
10K/2K/2K train/dev/test splits, and an evaluation
model for efficient assessment.

Experiments show Claude, GPT-40, Gemini,
LLaMA, and Qwen struggle with the benchmark,
revealing its complexity and the need for model
improvements. Noise analysis confirms its reliable
and challenging, marking a valuable contribution
to the NLP community.



Limitations

Model evaluations may be biased by the dataset’s
domain, and unoptimized API parameters could
affect performance and fairness. Addressing these
is crucial for accurate assessments.

The dataset is for academic and research use
only; commercial or misuse is prohibited to main-
tain integrity and ethical standards.
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A Detailed Performance of Evaluation
Model

Table 6 presents the detailed performance of our
evaluation model. Two critical points should be
noted:

e For the GT (Ground Truth) answer group,
when the question doesn’t require ordered out-
put, all candidate answers should be judged
as "correct". When ordered output is required,
"w/ shuffle”" answers should be judged as "in-
correct” and "w/o shuffle" answers should be
judged as "correct". Moreover, All non-GT
group answers should be judged as "incor-
rect".

Only temporal-order needles require group-
ing based on question requirements. Logical-
order needles must always be output sequen-
tially, thus requiring no question-based group-
ing.

B Noise Analysis Across Groups

Figure 6 presents the result consistency metric of
the LLMs’ responses across all noise test groups,
organized by different text lengths and numbers of
needles. The data shows that variations in result
consistency across different text lengths are mini-
mal, suggesting that the complexity of test samples
constructed by this benchmark is largely uniform
across various text lengths. However, as text length
increases, there is a rise in the proportion of consis-
tently wrong answers. This trend indicates that the
task becomes more challenging with longer texts,
making it more difficult to maintain model accu-
racy by adjusting the needles. Similarly, when the
number of needles is 10 or fewer, the variation in re-
sult consistency remains small. However, when the
number of needles surpasses 10, there is a marked
increase in result consistency. This rise is primarily
due to the higher task difficulty associated with a
larger number of needles, leading to a correspond-
ing increase in consistently wrong answers, which
aligns with expectations.

C Noise Example

Figure 7 provides a schematic diagram illustrating
the addition of different types of noise to the raw
test data.
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D Prompts
D.1 Sequential-NIAH data example

In Figure 8, we provide prompts for building a
Sequential-NIAH data.

D.2 Prompts for evaluation model

In Figure 9, we provide the prompt to obtain the
R; for building the training data of our evaluation
model, which is the prompt for reason analysis in
Figure 3.

In Figure 10, we provide the prompt for eval-
uating the response of LLMs for temporal-order
needles extraction.

In Figure 11, we provide the prompt for evaluat-
ing the response of LLMs for logical-order needles
extraction.


https://arxiv.org/abs/2310.17631
https://arxiv.org/abs/2310.17631
https://arxiv.org/abs/2310.17631

Claude-3.5

Answer groups

Needle types Question GT Missing Redundant Incorrect
w/o shuffle w/ shuffle | w/o shuffle w/ shuffle | w/o shuffie ~w/ shuffle | w/o shuffle ~w/ shuffle
Temporal order w/ order 1/74 58178 64/7 7312 56 /25 74175 59/2 70/3
w/o order 0/48 27125 42/4 41/2 36/19 40/10 42/2 4714
Logical order w/ order 127107 90/20 107 /7 125/10 113717 114/22 92/15 110/29
GPT-40
Answer groups
Needle types Question GT Missing Redundant Incorrect
w/o shuffle w/ shuffle | w/o shuffle w/ shuffle | w/o shuffle ~w/ shuffle | w/o shuffle w/ shuffle
w/ order 0/75 591717 67/4 75/0 68 /13 72177 61/0 72/1

Temporal order (= 4 0748 15/37 4571 271 4778 39711 4470 4675

Logical order w/ order 0/119 108/2 114/0 135/0 129/1 135/1 107/0 139/0

Our Evaluation Model
Answer groups

Needle types Question GT Missing Redundant Incorrect
w/o shuffle w/ shuffle | w/o shuffle w/ shuffle | w/o shuffle ~w/ shuffle | w/o shuffle w/ shuffle
w/ order 0/75 64/2 7170 7510 81/0 7910 61/0 7310

Temporal order =0 4o T 0/48 3/44 4670 4370 5570 50/0 4470 51/0

Logical order w/ order 0/119 110/0 114/0 135/0 130/0 136/0 107/0 139/0

Table 6: Detailed performance of evaluation model compared with Claude-3.5 and GPT-40 on synthetic test data.
The ‘w/ order’ vs. ‘w/o order’ indicates whether the question requires LLMs to output results in temporal order. The
‘w/ shuffle’ vs. ‘w/o shuffle’ condition determines whether the answer candidates were shuffled before evaluation.
The ‘A/B’ ratio reflects [incorrect/correct] judgments obtained by LLMs within the test subset. The red font indicates
the number of misjudged samples that deviate from expected results.

1.0 1.0

Gemini-1.5_correct Gemini-1.5_correct

Gemini-1.5_wrong Gemini-1.5_wrong
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0.8 1 Qwen-2.5_wrong 0.8 Qwen-2.5_wrong
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Figure 6: Noise analysis results of LLMs on noise test data across different groups with correct consistency and
wrong consistency.
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JpJ On signing a formal agreement with the Association of Southeast Asi
an Nations (ASEAN), China did so on March 31, 2014.

. China, on Aprl 21, 2014, initiated diplomatic cooperation with the AS
sociation of Southeast Asian Nations (ASEAN).

4 On August 7, 2014, there was a meeting between China and the Asso
ciation of Southeast Asian Nations at a third location.

m_, Expressing the infent to meet or negotiate, China, on October 23, 20
14, showed willingness to engage with the Association of Southeast A
sian Nations (ASEAN).

) With the infent to caoperate, China, on November 13, 2014, communi
cated its aspirations with the Association of Southeast Asian Nation
s (ASEAN).

4 On November 15, 2014, China, in a show of support, praised or endors
ed the Association of Southeast Asian Nations (ASEAN).

Needles

Question: What were the key actions that China took in collaboration’
with the Association of Southeast Asian Nations (ASEAN) in 2014?

Answer:
In response to the question about the key actions that China took in
collaboration with the Association of Southeast Asian Nations (ASEAN) in
2014, the following are the important steps they took:

- On March 31, 2014, China signed a formal agreement with the Association|
of Southeast Asian Nations (ASEAN).

- On April 21, 2014, China engaged in diplomatic cooperation with the
Association of Southeast Asian Nations (ASEAN).

- On August 7, 2014, China met with the Association of Southeast Asian
Nations at a third location.

- On October 23, 2014, China expressed the intent to meet or negotiate
with the Association of Southeast Asian Nations (ASEAN).

- On November 13, 2014, China expressed its intent to cooperate with the
Association of Southeast Asian Nations (ASEAN)

- On November 15, 2014, China praised or endorsed the Association of

Southeast Asian Nations (ASEAN).

Long text with needl:s\

1

Raw test data

LR

vy

Iy
JM_ o3

-
1

Tiny movement (TM)

Significant movement (SM)

M

15

1.
)V
f

Reorder (RO)

Semantic noise (SN)

J

Noise_1: On September 21, 2014, China, in a show of support, praised or endorsed the United Nations.
Noise_2: On September 10, 2014, there was a meeting between the Association of Southeast Asian Nations (ASEAN) and Japan at a third location.

Figure 7: Four types of noise added into the raw test data.

Prompt Template

# input_content: The query

if lang == 'zh’:

input_content =
text_with_needles

elif lang == 'en’:
Q_choices = ["Question:

D_choices = ["Document:

Output = answer

Q_choices = ["[&J&: ","[E&: \n","[5)&L:

D_choices = ["3C#4: ","C#4: \n","X#Y:

# question: The question of a QA pair
# text_with_needles: The long text inserted by needles

# output: The reference answer (The GT answer of a QA pair)

B \n", "HRIE T E A A B B \n" ]
"3CAE:\n" ]

random.choice(Q_choices) + question + "\n\n" + random.choice(D_choices) +

, "Question: \n","Question:","Question:\n","Answer the questions
according to the following documents:\n"]
,"Document: \n","Document:","Document:\n"]
input_content = random.choice() + question + "\n\n" + random.choice() + text_with_needles

Figure 8: Prompt to build a Sequential-NIAH data.
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Prompt Template (Chinese)

RESERE—NEABARNREAARER. EXAEERP, FEZE2FMEER, FIELEMEER. LUREERAS
£, HFHMEERNEZERSEREESLE ( “EM” = “Bir” ) .
REERBLHNGE LR STEEFIFREAREE, SR ERHERRTS e RS K IRZAT IR 2,
AELE@IARFAEERNKEZMRA .
RATEERIFEN . BT RERU TR RREL.
MRAEHLEILRE “ER” , BWE “EWH HowEREE.
MRAHMGEILZE “HIR7 , EAL “EIR” HoWmER.
THRRREETFHNAZE:
<[EIEFFIE>
{query}
<IEJRRLER>
<FTEERFE>
{answer}
<FHTHBERER
<HREERTE>
{ref_answer}
FREBRER
<BHMLERLTFIE>
{result}
<BELILER>
%E\j%ﬁﬁjsonﬁéiﬁ%%ﬁ::
json
{
"order_analysis": <5 #7EIREE T EKIZAT AR EIZED,
"eval_analysis": <Ziridie>,
}

Prompt Template (English)

You will be provided with a question and two corresponding answers. Among these two answers, the first is the answer to be

evaluated, and the second is the standard answer. Based on the standard answer, the correctness of the answer to be

evaluated has already been given ("correct" or "incorrect").

You need to analyze the reason for the given conclusion and elaborate on it in detail. When analyzing the reason, please also

consider whether the question requires a response in temporal order.

Do not let the length of the question or the two answers influence your analysis.

Strive to remain as objective as possible. Please strictly adhere to the following format for the final output.

If the given conclusion is "correct," output "correct" and analyze the reason.

If the given conclusion is "incorrect," output "incorrect" and analyze the reason.

Below is the content to be evaluated this time:

<query_start>

{query}

<query_end>

<answer_start>

{answer}

<answer_end>

<ref_answer_start>

{ref_answer}

<ref_answer_end>

<result_start>

{result}

<result_end>

Present the result in JSON format:

{
"order_analysis": <Analyze whether the question requires a response in temporal order>,
"eval_analysis": <Analysis process>,

Figure 9: Prompt for reason analysis to build the training data of evaluation model.
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Prompt Template (Chinese)

REBHERE—NDERUARNNNAERER. EXAEERT, F—EZX2HMHER, FEZRMEER. REZLUREE
RASE, HNHFTHERNEZEESSIER.
BN ERTHE SITEFTGERSERR, SWEERNERER 54702 T T K IR 8 A = 2 .
AELE@A R FAEERNKE MR,
RATEERIFEN. BT RERU TR RREL.
MRFITEEZRREABEHNERSMEERNSEAER—HEFERIREX, BEE “IEH” .
MRFIEBFRFZEBSHNGILEREERNRARELT—HRAFEREER, B “EiR” .
THRRREEITFHNAS:
<[BIREFFIE>
{query}
<[BIRRLER>
<FTEERFE>
{answer}
<HTHBERER
<KREZBERIE>
{ref_answer}
HREBRER
LZERA jsonfe N TR
json
{
“order_analysis” : </ Hfo)E 2 E B RIZATEIRFEZED,
"eval analysis": <IHMHEIDTEFED,
"eval_label": <m#ZMIFAER-EMIEIR>
}

IR

Prompt Template (English)

You will be provided with a question and two corresponding answers. Among these two answers, the first is the answer to be
evaluated, and the second is the standard answer. You need to use the standard answer as a reference to determine whether
the answer to be evaluated is correct.

Please act as a fair judge to evaluate the answer to be evaluated against the standard answer. When analyzing the reasons,
also consider whether the question requires a response in chronological order.

Do not let the length of the question or the two answers influence your evaluation.

Strive to remain as objective as possible. Please strictly adhere to the following format for the final output.

If the conclusion of the answer to be evaluated matches the final conclusion of the standard answer and meets the
requirements of the question, reply with "correct."

If the conclusion of the answer to be evaluated does not match the final conclusion of the standard answer or does not meet
the requirements of the question, output "incorrect."

Below is the content to be evaluated this time:

<query_start>

{query}

<query_end>

<answer_start>

{answer}

<answer_end>

<ref_answer_start>

{ref_answer}

<ref_answer_end>

Present the result in JSON format:

{
"order_analysis": <Analyze whether the question requires a response in chronological order>,
"eval_analysis": <Evaluation analysis process>,
"eval_label": <Final evaluation result—correct or incorrect>

}

Figure 10: Prompt for evaluating the response of LLMs for temporal-order needles extraction.
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Prompt Template (Chinese)

RESWRE—DEBARMEAAZER. EXAXERTD, F—EXE2HRHER, FIELENEER. REZELUREE
RREE, JFTHERNEZERESIER.

HUAERTHE SMTEBFITEERSEER, SHTREENSEIEHFIHERNIIFFIINEEREE—H, RE%2
—H A A IER.

AELE@ R A EERNKE I REITR .

RATGRIFEN. EEBERU TR RAREL.

MRFEEBZREETER—BETSRIEEX, HEE “EH” .

MRFTHEREREERFI—BEATERIEEL, BHad “EiR” .

THRARSETHINAS:

<[EIREFFIE>

{query}

<[BIRRLER>

<AFHEBERFE

{answer}

<FHTHHERER

<FREBRTIE>

{ref_answer}

HREBRER

%j%mjsonﬁéﬁ%%%:

json
{
"eval_analysis": <IHMHEISD ST,
"eval_label": <RAZMIFELER-ERSEIR>
}

o

Prompt Template (English)

You will be provided with a question and two corresponding answers. Among these two answers, the first is the answer to be

evaluated, and the second is the standard answer. You need to use the standard answer as a reference to determine whether

the answer to be evaluated is correct.

Please act as a fair judge to evaluate the answer to be evaluated against the standard answer. When analyzing the reasons, pay

attention to whether the order of the answer to be evaluated matches the standard answer—only a complete match can be

considered correct.

Do not let the length of the question or the two answers influence your evaluation.

Strive to remain as objective as possible. Please strictly adhere to the following format for the final output.

If the answer to be evaluated matches the standard answer and meets the requirements of the question, reply with "correct."

If the answer to be evaluated does not match the standard answer or does not meet the requirements of the question, output

"incorrect."

Below is the content to be evaluated this time:

<query_start>

{query}

<query_end>

<answer_start>

{answer}

<answer_end>

<ref_answer_start>

{ref_answer}

<ref_answer_end>

Present the result in JSON format:

{
"eval_analysis": <Evaluation analysis process>,
"eval_label": <Final evaluation result—correct or incorrect>

Figure 11: Prompt for evaluating the response of LLMs for logical-order needles extraction.
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