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Abstract001

Evaluating the ability of large language mod-002
els (LLMs) to process lengthy contexts is criti-003
cal, especially for retrieving query-relevant in-004
formation embedded within them. We intro-005
duce Sequential-NIAH, a benchmark specif-006
ically designed to evaluate the capability of007
LLMs to extract sequential information items008
(known as needles) from long contexts. The009
benchmark includes three needle generation010
pipelines: synthetic-temporal, real-temporal,011
and real-logical orders, with context lengths012
ranging from 8K to 128K, which comprises013
14,000 samples (2,000 for testing). To facilitate014
the evaluation of this benchmark, we trained an015
evaluation model that assesses the correctness016
of LLM responses by comparing their com-017
pleteness and sequential consistency against018
the ground truth, which provides a more reli-019
able evaluation metric than GPT-4 or Claude.020
We conducted experiments on six well-known021
LLMs, revealing that even the best-performing022
model achieved a maximum accuracy of only023
63.15% on test set of this benchmark. Fur-024
ther analysis highlights the growing challenges025
posed by increasing the context length or the026
number of needles, underscoring substantial027
room for improvement of LLMs. Additionally,028
noise analysis validates the reliability and chal-029
lenge of the benchmark, making Sequential-030
NIAH an important reference for advancing031
research on long text information extraction032
capabilities of LLMs.033

1 Introduction034

Enhancing LLMs’ long-context understanding has035

been a key focus in Natural Language Processing036

(NLP). Recent models like Gemini-1.5 (Georgiev037

et al., 2024), GPT-4 (Achiam et al., 2024), Claude-038

3.5 (Anthropic, 2024), Qwen-2.5 (Team, 2024),039

GLM-4 (Zeng et al., 2024), Kimi (Moonshot), and040

DeepSeek-V2 (Liu et al., 2024a) have extended041

context lengths to millions of tokens while main-042

taining reasoning and comprehension capabilities.043

Meanwhile, several benchmarks have been exposed 044

for long context understanding, including∞Bench 045

(Zhang et al., 2024b), L-Eval (An et al., 2023), 046

LongBench (Bai et al., 2024), LongEval (Krishna 047

et al., 2023), LooGLE (Li et al., 2024a), Zero- 048

SCROLLS (Shaham et al., 2023) and FactGuard 049

(Zhang et al., 2025). However, these benchmarks 050

typically focus more on the model’s global com- 051

prehension of long texts or the retrieval of specific 052

information at certain locations. In reality, chal- 053

lenging problems often involve retrieving and inte- 054

grating detailed information from multiple parts of 055

a document to produce the optimal answer, which 056

can generally be defined as Needle-in-a-Haystack 057

(NIAH) tasks (gkamradt, 2023; Hsieh et al., 2024; 058

Song et al., 2024; Li et al., 2024b). 059

Although existing NIAH benchmarks provide 060

challenging needle-retrieval tasks within long con- 061

texts, they still fail to account for the sequential 062

characteristic of needles—such as temporal or logi- 063

cal order. This oversight is particularly significant 064

in real-world scenarios, where explicit demands 065

exist, such as: 066

• List all events involving suspect Tom in March 067

2024 in temporal order, based on a legal doc- 068

ument. 069

• List all Microsoft equity transactions in tem- 070

poral order, based on a financial report. 071

• Outline the detailed steps to obtain a senior 072

building engineer certification in sequential 073

order, as per a guideline. 074

Figure 1 provides a simple example illustrating the 075

sequential relationships among needles, simulating 076

a more realistic and challenging NIAH task. For 077

LLMs, it is essential to not only retrieve query- 078

relevant items but also comprehend their sequential 079

relationships and present them in the correct order. 080

To supplement existing long context informa- 081

tion retrieval evaluation methods, We introduce 082
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Sequential-NIAH Example

To go into solitude, … (2320 words) … be alone, let him look at the 

stars.         Donald Anderson's diary: August-11-2000, I took 

a photo walk around the ... The rays that come from … (4560 

words) … presence of the sublime.          Donald Anderson's 

diary: August 15, 2000, I took a guided tour ...

The stars awaken a … (1890 words) … by finding out all her 

perfection.           Donald Anderson's diary: August 12, 2000, I 

went for a morning jog around ...  We mean the integrity of 

impression … (2000 words) …         … (1320 words) ….       … (2820 

words)…           Donald Anderson's diary: 2000-08-04, I 

attended a photography tour ...  … (400 words) … from the tree 

of the poet.           Donald Anderson's diary: 2000/08/28, I 

went for a hike … The charming landscape which I saw … (3210 

words) … to this their warranty-deeds give no title.

• Donald Anderson's diary: 2000-08-04, I attended a photography tour ...
• Donald Anderson's diary: August-11-2000, I took a photo walk around the ...
• Donald Anderson's diary: August 12, 2000, I went for a morning jog around ...
• ……
• Donald Anderson's diary: August 15, 2000, I took a guided tour ...
• Donald Anderson's diary: 2000/08/28, I went for a hike …

Long Text

Needles

• Donald Anderson's diary: August-11-2000, I took a photo walk around the ...
• Donald Anderson's diary: August 15, 2000, I took a guided tour ...
• Donald Anderson's diary: August 12, 2000, I went for a morning jog around ...
• ……
• Donald Anderson's diary: 2000-08-04, I attended a photography tour ...
• Donald Anderson's diary: 2000/08/28, I went for a hike … Shuffled Needles

Random shuffle

Insert

Document

Query

Document: {Document}
Please answer the following questions according to the content of the document: {Question}

Response

According to the information mentioned in the text, the contents of Daily summary of 
Donald Anderson include: 
- August 4, 2000: I attended a photography tour ... 
- August 11, 2000: I took a photography walk around the city ... 
- August 12, 2000: I went for a morning jog around the park ... 
- ……
- August 15, 2000: I took a guided tour of a historic mansion ... 
- August 28, 2000: I went for a hike in the nearby mountains ... 

What contents are mentioned in the text about Daily summary of D
onald Anderson? Question

Answer

Figure 1: Sequential-NIAH example of a long text with shuffled needles with temporal order.

the Sequential-NIAH benchmark, which shuffles083

needles with temporal or logical order and inserts084

them into long contexts of varying lengths. Con-085

sidering the completeness of the benchmark, we086

propose three different types of needles generation087

pipelines, including synthetic-temporal order, real-088

temporal order and real-logical order. Synthetic-089

temporal order needles are generated by fake enti-090

ties, timestamps, and events. Real-temporal order091

needles are generated from the Temporal Knowl-092

edge Graph (TKG(García-Durán et al., 2018; Jin093

et al., 2020; liuhuanyong, 2022)), which can be094

used to build sequential temporal items based on095

the relationship of two entities overtime. Real-096

logical order needles are generated from a private097

open-domain QA resource. The first two types098

are mainly aimed at retrieving temporal sequence099

items, while the last type is mainly aimed at retriev-100

ing logical sequence items.101

On the other hand, accurately evaluating the102

correctness of enumerated answer items is chal-103

lenging to achieve. The common practice relies104

on assessment by powerful LLMs, such as GPT-105

4o, which increases evaluation costs and hinders106

researchers from conducting efficient benchmark-107

ing. Thus, we employed synthetic data to train an108

evaluation model. The synthetic dataset encom-109

passes as diverse a range of incorrect answer types110

as possible (e.g., missing items, redundancies, er-111

rors, disordered items, etc.). These will be paired112

with reference answers as training data to teach the113

evaluation model to accurately identify incorrect114

responses. The validation results indicate that the115

evaluation model achieved an accuracy of 99.49%116

(much higher than GPT-4o and Claude) on the syn-117

thetic test set, which is a reliable evaluation tool 118

for our benchmark. 119

Powered by the evaluation model, we evalu- 120

ated the accuracy of several well-known LLMs 121

on our benchmark. The experimental results indi- 122

cate that this task is highly challenging, while even 123

the best-performing model achieved an accuracy 124

of only 63.15%. Moreover, the increasing of con- 125

text lengths and the number of needles will further 126

enhance the challenge of the task. We also veri- 127

fied the reliability and challenge of the benchmark 128

through noise robustness analysis. We highlight 129

our contributions as follows: 130

• Sequential-NIAH benchmark: A bench- 131

mark for evaluating LLMs’ ability to retrieve 132

sequential information from long contexts. It 133

comprises three types of needles generation 134

pipelines, covering both temporal-ordered and 135

logical-ordered needles retrieval tasks, to sim- 136

ulate real-world application scenarios. 137

• Evaluation model: A model trained on syn- 138

thetic data to facilitate the evaluation of LLMs’ 139

performance on our benchmark. An accuracy 140

rate of 99.49% demonstrates the model’s high 141

reliability as an evaluation tool, which is more 142

accurate, efficient and cheaper than GPT-4o 143

and Claude. 144

• LLMs’ Limitations on Sequential-NIAH: 145

Experimental results indicate that all current 146

LLMs have significant room for improvement 147

on this task, struggling with the complexity of 148

sequential information retrieval within long 149

contexts. 150
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2 Related work151

2.1 Long Context Language Models152

Many techniques have been used to improve the153

context length that LLMs can handle. For instance,154

certain novel position embedding methods, such as155

ALiBi (Press et al., 2022), Position Interpolation156

(Chen et al., 2023), RoPE (Su et al., 2024) and its157

variants (Xiong et al., 2023; Liu et al., 2024b; Peng158

et al., 2023b). And some research aims to reduce159

context length by memory replay back-propagation160

(Wu et al., 2022), recurrent memory augmenta-161

tion (Bulatov et al., 2024), and activation beacon162

(Zhang et al., 2024a). In addition, there are several163

methods to extend the context length by modify-164

ing the model architecture, such as Mamba (Gu165

and Dao, 2024), FLASHBUTTERFLY (Fu et al.,166

2023a), and RWKV (Peng et al., 2023a). Specif-167

ically, Gemini-1.5 supports a context length of 1168

million tokens, and Kimi supports a context length169

of 2 million words. Most leading LLMs support170

a context length of at least 128k tokens, such as171

GPT-4o, Claude-3.5, Qwen-2.5, and LLaMA-3.3.172

In this work, we will evaluate these LLMs with173

long-context analysis capabilities to assess their174

performance on our benchmark.175

2.2 NIAH Benchmarks and Tasks176

NIAH essentially represents a category of long-text177

information retrieval tasks, primarily assessing the178

capability of LLMs to retrieve multiple pieces of179

query-relevant information from long texts. The180

RULER (Hsieh et al., 2024) and Counting Starts181

(Song et al., 2024) benchmarks are designed with182

retrieval tasks at the word or character level (pass-183

words or ★), where the problems involved are rel-184

atively clear and singular. NeedleBench (Li et al.,185

2024b) takes this one step further by designing186

more complex information on logical reasoning,187

such as descriptions of relationships between enti-188

ties or kinship relationships, and inserting them into189

a long context. In Sequential-NIAH, we designed190

a challenging long-context information extraction191

task by needles with sequential characteristics, to192

better reflect real-world use cases.193

2.3 Evaluation Model194

The evaluation of natural language generation195

(NLG) is a vital but challenging problem in ar-196

tificial intelligence (Gao et al., 2024). Its primary197

methods include the following four types: LLM198

derived metrics (Fu et al., 2023b; Jia et al., 2023),199

prompt-based LLMs (Ouyang et al., 2022; Luo 200

et al., 2023; Gao et al., 2023; Liusie et al., 2024), 201

fine-tuning LLMs (Xu et al., 2023; Ke et al., 2024; 202

Zhu et al., 2023), and collaborative human-LLM 203

evaluation (Zhang et al., 2021; Li et al., 2023). 204

Commonly, simply designing prompts often fails 205

to achieve optimal accuracy in evaluation, and fine- 206

tuning on open-source models can enhance the 207

accuracy of the evaluation model effectively. If 208

manpower is sufficient, the combination of human 209

effort with LLMs can further improve the reliability 210

of the evaluation. To facilitate a reliable automatic 211

evaluation of Sequential-NIAH tasks, we trained an 212

evaluation model based on Qwen2.5-Instruct-32B, 213

which provides a convenient and reliable evaluation 214

tool for this benchmark. 215

3 The Sequential-NIAH Benchmark 216

The goal of Sequential-NIAH is to retrieve sequen- 217

tial needles from long contexts. Therefore, both the 218

needles and the long contexts need to be prepared 219

in advance. See the link1 for details of the dataset. 220

3.1 QA source 221

We propose three sequential needles generation 222

pipelines, as shown in Figure 2, which are used 223

to build the question with sequential answer items, 224

including synthetic-temporal order needles, real- 225

temporal order needles and real-logical order nee- 226

dles. All are ultimately presented in the form of 227

a question with multiple answer items (needles) 228

inserted into a long text with length from 8K to 229

128K. Table 1 provides detailed information of the 230

number and proportion of QA pairs constructed by 231

different pipelines, collectively referred to as QA 232

source. We adjusted the proportion of Chinese and 233

English QA pairs to maintain each around 50%. 234

3.1.1 Synthetic-temporal order needles 235

Synthetic-temporal order needles refers to the syn- 236

thesis of question-answer pairs using specific gener- 237

ation templates by combining subjects, event times, 238

and event content. The question is usually posed 239

about events that occur within a certain time pe- 240

riod for a predefined fake subject, and the answer 241

items are the synthetic events related to the fake 242

subject listed in temporal order. In theory, this 243

method can generate an unlimited number of quali- 244

fied chronological question-answer pairs. We en- 245

sure the complexity of the task by designing various 246

1https://anonymous.4open.science/r/
Sequential-NIAH-Benchmark-88B7
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QA source Long context source
Pipeline English Chinese Total Proportion Length English Chinese Total Proportion
Synthetic-temporal 3,000 3,000 6,000 42.86% 8k-16k 1,000 750 1,750 12.50%
Real-temporal 3,003 2,011 5,014 35.81% 16k-32k 2,000 1,750 3,750 26.79%
Real-logical 1,497 1,489 2,986 21.33% 32k-64k 2,000 1,750 3,750 26.79%
Total 7,500 6,500 14,000 64k-128k 2,500 2,250 4,750 33.93%
Proportion 46.43% 53.57% Total 7,500 6,500 14,000

Table 1: Information of QA source from three sequential needles synthetic pipelines (left) and long context source
extracted from LongData-Corpus (right).

Synthetic-temporal order needles

Event Pool

John 
Lewis

• 2000-08-04
• August-11-2000
• August 12, 2000
• August 15, 2000
• 2000/08/28

Random generation

• I attended a photography 
workshop ...

• I took a photo walk around ...
• I went for a morning jog around 

the park to enjoy the fresh air ...
• I took a guided tour ...
• I went for a hike ...

Random selection

John Lewis’ diary: 2000-08-04, I attended a photography tour ...
John Lewis’ diary: August-11-2000, I took a photo walk around the ...
John Lewis’ diary: August 12, 2000, I went for a morning jog around ...
John Lewis’ diary: August 15, 2000, I took a guided tour ...
John Lewis’ diary: 2000/08/28, I went for a hike ... Needles

Question: What contents are mentioned in the text about 
Daily summary of John Lewis?
Answer: 
According to the information mentioned in the text, the 
contents of Daily summary of John Lewis include: 
- August 4, 2000: I attended a photography tour ... 
- August 11, 2000: I took a photography walk around the city ... 
- August 12, 2000: I went for a morning jog around the park ... 
- August 15, 2000: I took a guided tour of a historic mansion ... 
- August 28, 2000: I went for a hike in the nearby mountains ... 

Q&A generation

好

Real-logical order needles

• Cooling the rice can make the sticky rice loosen up: ...
• Stirring gently helps improve the texture of sticky rice: ...
• Adding an appropriate amount of oil can make the rice looser: ...
• Loosening the rice helps restore the texture of the rice: ...
• Reheating and cooking can make the rice more fragrant and loose: ...
• Using a microwave can restore the appropriate moisture to the rice: ...

Needles

好

Real-temporal order needles

Temporal
KG

• In 2013, on February 9th, Country A and Country B initiated diplomatic cooperation.
• October 6th, 2013, marked a demand from Country A towards Country B.
• On January 4th, 2014, Country A clashed with Country B using artillery and tanks.
• ……
• A visit to Country B was conducted by Country A on May 1st, 2014.

Country A

Engage in diplomatic cooperation

2013-02-09
Demand

2013-10-06
Fight with artillery and tanks

2014-01-04

Make a visit

2014-05-01

…

• On February 9, 2013, Country A and Country B engaged in diplomatic cooperation.
• On October 6, 2013, there was a demand from Country A towards Country B.
• On January 4, 2014, Country A fought with artillery and tanks against Country B.
• ……
• On May 1, 2014, Country A made a visit to Country B. Raw needles

Needles

Question: What were the major events and interactions between Country 
A and Country B from 2013 to 2014?

Answer:
From 2013 to 2014, several major events and interactions took place between 
Country A and Country B. These include:
- On February 9, 2013, Country A and Country B engaged in diplomatic cooperation.
- On October 6, 2013, there was a demand from Country A towards Country B.
- On January 4, 2014, Country A fought with artillery and tanks against Country B.
- ……
- On May 1, 2014, Country A made a visit to Country B.

Country B

…

…

Is it orderly?

Is it orderly?

Items
modification

Question: Are there any research findings that 
can treat insomnia?
Answer: Here are some promising advancements:
1. **Digital Therapy**: ...
2. **Neurostimulation Technology**: ...
3. **Drug Development**: New types of drugs ...
4. **Light Therapy**: Light therapy in the ...
5. **Personalized Treatment**: ... 

Question: How to make burnt rice loose and tasty?

Answer: You can try the following steps to make the 
burnt rice more fluffy and delicious:
1. **Cool the rice**: First, open the lid of the pot...
2. **Stir gently**: Use chopsticks or a rice paddle...
3. **Add some oil**: During the stirring process ...
4. **Fluff the rice**: Spread the stirred rice...
5. **Reheat**: Add a small amount of oil to ...
6. **Try the microwave**: Place the cooled rice...

QA 
Pool

Figure 2: Three pipelines for sequential needles construction. Synthetic temporal order needles are generated by
fake subjects, time stamps, and events (left). Real temporal orders are generated from the TKG (middle). Real
logical order needles are generated from a private open-domain QA resource (right).

question templates and needle templates. The num-247

ber of needles corresponding to a question can be248

set manually, and we randomly select the number249

of needles from 3 to 15.250

3.1.2 Real-temporal order needles251

From open source TKG datasets (ICEWS and252

FEG), we can extract real relationships between253

two different real entities change over time, which254

can be used to generate real-temporal order needles.255

In our pipeline, the relationships are rewritten (by256

GPT-4o) into question-answer pairs with temporal257

order answer items. The question is usually posed258

about the changes in relationships between two spe-259

cific entities over a period of time. The amount of260

data that can be generated by this pipeline is lim-261

ited by the size of the Graph, and the number of262

needles corresponding to a question depends on the263

number of relationships between two entities (from264

3 to 10 in this pipeline).265

3.1.3 Real-logical order needles266

In addition to items in temporal order, there are267

also cases where answers follow a precise logical268

order. To incorporate these into the benchmark,269

we filtered out question-answer pairs that meet270

the requirements from a private open-domain QA 271

database with the help of GPT-4o. A total of 2,986 272

QA pairs are collected, whose answer items strictly 273

adhere to a logical order. Considering that directly 274

inserting the answer items into the long context 275

might seem abrupt (making it difficult to establish 276

a direct connection between the question and the 277

needles), we also use GPT-4o to rewrite the answer 278

items to generate more naturally phrased needles. 279

This ensures that when needles are inserted into the 280

long context, they can still make connections to the 281

question, maintaining the rationality of the task. 282

3.2 Long Context Source 283

To enhance the authenticity of the task, we use 284

LongData-Corpus (yuyijiong, 2023), a real long 285

text corpus, to construct the long context source. 286

The corpus contains more than 100k pieces of Chi- 287

nese and English long texts with lengths exceed- 288

ing 8k characters, with the longest text exceeding 289

256k characters. The text content covers a wide 290

range of materials such as academic papers, nov- 291

els, legal documents, news, patents, government 292

work reports, etc. This provides ample long context 293

data for the construction of the benchmark. When 294
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Algorithm 1: Data construction pipeline
Data: long text C, question Q, answer A,

needles N = [n1, n2, . . . , nk].
Result: Query and Answer.

1 [C1, C2, . . . , Ck+1]← Segment(C, k + 1);
2 N ← Shuffle(N );
3 Long text with needles: Ĉ ← C1;
4 for i← 1 to k do
5 Ĉ ← Ĉ + ni + Ci+1;
6 end
7 Query ← Prompt(Ĉ,Q);
8 Answer ← A;
9 return Query and Answer;

preparing the long context source, to keep the lan-295

guage and quantity of long texts consistent with the296

QA source, we randomly sample long texts within297

different length ranges for each language (Chinese298

and English), as shown in Table 1. This forms299

a long context source that covers a wide enough300

range of topics, has a reasonable distribution of301

article lengths, and can match each QA pair in the302

QA source one-to-one.303

3.3 Sequential-NIAH Sample Constructing304

For a given long text and a QA pair, a specific305

Sequential-NIAH sample is constructed by ran-306

domly shuffling the order of needles in the answer307

of QA and inserting them into random positions308

within the long text. Subsequently, the sample is309

formatted into Query (inserted long text and ques-310

tion) and Answer (reference answer) forms using311

a designed prompt template, as shown in Figure 1.312

The detailed procedure is described in Algorithm 1.313

Ultimately, the dataset is partitioned into three sub-314

sets: training set, development set, and test set.315

Each subset contains data from diverse languages,316

varying text lengths, and distinct needles synthetic317

pipelines, embodying a Sequential-NIAH bench-318

mark, as shown in Table 2.319

English Chinese Total
Train 5,400 4,600 10,000
Development 1,015 985 2,000
Test 1085 915 2,000
Total 7,500 6,500 14,000

Table 2: Dataset information of Sequential-NIAH
Benchmark

4 Evaluation Model 320

Due to the complexity of benchmark evaluation, we 321

hope to automate the evaluation of this task by train- 322

ing an evaluation model fθ. For each question Qi, 323

the ground truth answer Ai and an corresponding 324

answer Bi to be evaluated are provided to constitute 325

an input Xi = Teval(Qi, Ai, Bi), where Teval(·) is 326

a prompt template for answer evaluation. For each 327

Xi, the label Yi = Tres(yi, Ri) is constructed by 328

the result (yi ∈ {wrong, correct}) and the reason 329

Ri, where Tres(·) is the prompt template for result 330

analysis. To train the evaluation model, our ob- 331

jective is to learn the probability distribution of Yi 332

conditioned on Xi, i.e., P (Yi|Xi; θ). And the loss 333

function can be defined as: 334

L(θ) = argmax
θ

N∑
i=1

logP (Yi|Xi; θ) (1) 335

To obtain the training data, four types of poten- 336

tial wrong answers are synthesized by changing 337

GT answer items, including shuffled answer items 338

(shuffled GT answer items), missing answer items 339

(GT answer items with random missing items), 340

redundant answer items (GT answer items and 341

random redundant items), and incorrect answer 342

items (random missing items and random redun- 343

dant items coexist). For the last three groups of 344

answers, we uniformly consider them as wrong 345

answers. For the first group of answer with only 346

shuffled items, if the question does not require the 347

answer items to be output in specific order, it will 348

be treated as correct answers; otherwise, it will be 349

treated as an wrong answers. 350

Figure 3 provides an example of how to gener- 351

ate training data for evaluation model training. At 352

first, four kinds of wrong answer are generated ac- 353

cording to the ground truth (GT) answer. For each 354

question Qi we can get an answer pair by com- 355

bining the GT answer Ai and the answer Bi to be 356

evaluated. Then, Qi, Ai, Bi and the known result 357

yi are organized into the reason analysis prompt 358

template to get the reason by GPT-4o. Finally, the 359

English Chinese Total
Train 3,000 3,000 6,000
Test 984 967 1,960
Total 3,984 3,967 7,960

Table 3: Dataset information for evaluation model train-
ing and test.
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Question

GT answer Shuffle answer Missing answer

Redundant  answer

Incorrect answer

An
sw

er
 it

em
s

Synthetic answers to be evaluated

Wrong  answer

Prompt for reason analysis

Question GT answer
Wrong  answer

Reason

Prompt for training

Reason

GT answer
+ + +or or

Question GT answer
Wrong  answer

GT answer
+ +

+

or

or

Input
Output

Evaluation Model

Figure 3: Synthetic different wrong answers for generating diversified training data for evaluation model training.

obtained reason Ri and yi can be combined as the360

output Yi, and Qi, Ai and Bi will be organized as361

the input Xi for evaluation model training.362

As shown in Table 3, a total of 6,000 samples363

are constructed to train the evaluation model, and364

1,960 samples are used to evaluate its performance.365

The data used to train and test the evaluation model366

are randomly sampled from the QA source. We367

used Qwen2.5-Instruct-32B as the foundation for368

our evaluation model and performed full-parameter369

SFT training on it. We utilized the AdamW opti-370

mizer, setting the learning rate to 8 × 10−6 with371

4 epoch. We set the warm-up ratio to 0.1 and the372

weight decay to 0.1.373

5 Experiments & Results374

5.1 Evaluation Model Performance375

To demonstrate the need to train the evaluation376

model, we compared the performance of Claude-377

3.5, GPT-4o, and our evaluation model on 1,960378

test samples using the same prompt templates379

(Teval and Tres). The experimental results are380

shown in Table 4, and the results are divided into381

two groups (needles with temporal and logical or-382

der) for analysis. More detailed grouped results are383

presented in Table 6.384

According to analysis, the evaluation model we385

trained achieved a total accuracy rate of 99.49% in386

two groups of test data, which is much higher than387

GPT-4o and Claude-3.5. Our evaluation model388

achieved an accuracy of 100% in 7 answer groups.389

And the only 0.51% misjudgment of our evalua-390

tion model came from the model’s slight confusion391

about whether the question requires listing answer392

items in temporal order (only occurring in shuffled393

GT answer items). This sufficiently demonstrates394

that using the model for automated evaluation of395

Needle
types

Answer
groups

No. Claude-
3.5 (%)

GPT-4o
(%)

Ours
(%)

Temporal
order

GT 241 85.06 90.87 95.85
Missing 235 93.62 97.45 100
Redundant 265 77.74 85.28 100
Incorrect 229 95.20 97.38 100

Logical
order

GT 229 86.03 99.13 100
Missing 249 93.17 100 100
Redundant 266 85.34 99.25 100
Incorrect 246 82.11 100 100
Total/Avg. 1960 87.09 96.07 99.49

Table 4: Evaluation model performance on synthetic
test data with various needle types and answer groups.

the benchmark is entirely feasible. 396

5.2 Benchmark Results of LLMs 397

To evaluate the performance of different LLMs 398

on this benchmark, we conducted inference on 399

2,000 test samples using four closed-source mod- 400

els, including Claude-3.5 (Claude-3.5-sonnet- 401

20241022), GPT-4o (GPT-4o-20240806), GPT- 402

4o-mini, Gemini-1.5 (Gemini-1.5-pro), and two 403

open-source models, including Qwen-2.5 (Qwen- 404

2.5-72B-Instruct), and LLaMA-3.3 (LLaMA-3.3- 405

70B-Instruct). 406

Overview of results: Figure 4 illustrates the 407

overall performance of six LLMs on this bench- 408

mark. Gemini-1.5 exhibits the best performance, 409

achieving an accuracy of 63.15%. Qwen-2.5 fol- 410

lows closely behind with an accuracy of 51.10%, 411

while LLaMA-3.3 and Claude-3.5 demonstrate 412

comparable levels of performance. In contrast, 413

GPT-4o-mini and GPT-4o perform poorly on this 414

task. 415

Results across length groups: Figure a shows 416

that the accuracy of most LLMs decreases as the 417

text length increases. However, Gemini-1.5 and 418

6



Figure 4: Results comparison of LLMs on all test data
of Sequential-NIAH benchmark.

Qwen-2.5 maintain better and more stable perfor-419

mance. LLaMA-3.3 and GPT-4o decrease signifi-420

cantly with longer text.421

Results across the number of needles groups:422

Intuitively, more needles will significantly increase423

the difficulty of this task. Figure b shows that all424

LLMs effects deteriorate as the number of needles425

increases. Surprisingly, Gemini-1.5 still maintains426

more stable accuracy compared with others.427

Results across needles generation pipeline428

groups: Figure c presents that most LLMs perform429

better on test data composed of real-logical order430

needles. It may be attributed to the fact that the431

questions in this group include some general knowl-432

edge, allowing LLMs to provide answers close to433

the GT based on their inherent capabilities, rather434

than retrieving from long texts. It also indicates435

that retrieving and listing information in temporal436

order from long texts is more challenging.437

Results across language groups: Figure d de-438

picts that the performance of the same model on439

test samples in different languages is generally con-440

sistent, indicating that language is not a key factor441

affecting the difficulty of the task.442

5.3 Noise Analysis of the Benchmark443

In our investigation of this benchmark’s character-444

istics, we selected 200 samples from the test set to445

conduct a noise analysis. Noise analysis, in this446

context, refers to evaluating the stability of various447

LLMs’ performance when the needles or the long448

context face variations that may affect response.449

Specifically, we introduced four distinct types of450

noise to each sample:451

• Tiny movement (TM): Each needle within452

Model Metrics Ref. (%) TM
(%)

SM
(%)

RO
(%)

SN
(%)

All
(%)

Gemini-
1.5

Acc. 62.50 65.00 63.12 64.12 53.88 61.31
Cons. - 56.50 52.00 47.50 41.50 17.50

Qwen-
2.5

Acc. 51.50 48.50 48.25 48.00 43.00 45.88
Cons. - 67.50 65.50 64.50 64.50 42.00

LLaMA-
3.3

Acc. 38.00 38.00 36.50 42.00 29.88 36.27
Cons. - 63.50 55.50 55.50 62.00 29.50

Table 5: Average accuracy and result consistency of
LLMs with different noise assigned on test data. ‘All’
indicates that all noise groups are collectively included
in the metric calculation.

the long text undergoes a slight positional 453

shift, either forward or backward, by no more 454

than two sentence positions. The order of 455

the needles within the long text remains un- 456

changed 457

• Significant movement (SM): Multiple nee- 458

dles within the long text are repositioned sig- 459

nificantly, with their original sequence main- 460

tained. This simulates larger displacements, 461

enabling analysis of the model’s robustness to 462

more pronounced positional alterations. 463

• Reorder (RO): The positions of multiple nee- 464

dles remain static, but their sequence of ap- 465

pearance within the text is shuffled. 466

• Semantic noise (SN): One or two synthetic 467

needles that are semantically similar to one 468

needle—yet cannot serve as a valid answer 469

item—are inserted at somewhere in the long 470

context, simulating scenarios that may con- 471

fuse the model’s judgment. 472

For each type of noise, we generated three varia- 473

tions of the original data, culminating in a total of 474

2400 noisy samples used for inference and evalua- 475

tion. In this section, three specific models, Gemini- 476

1.5, Qwen-2.5, and LLaMA-3.3, are subjected to 477

the noise analysis experiments to discern their re- 478

silience and performance under these controlled 479

perturbations. 480

Two metrics are employed for the noise analysis 481

experiment: average accuracy (Acc.) and result 482

consistency (Cons.). Acc. represents the mean ac- 483

curacy across the original 200 test samples and ad- 484

ditional test samples with introduced noise. Cons. 485

assesses the stability of the model’s responses by 486

comparing the consistency of answers’ evaluation 487

result of the original 200 test samples with those of 488

the noise-altered sets. 489
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(a) Results across length groups. (b) Results across the number of needles groups.

(c) Results across needles generation pipeline groups. (d) Results across language groups.

Figure 5: Benchmark results of well-known LLMs on test data across different groups.

Average accuracy analysis: In Table 5, the ref-490

erence accuracy (Ref.) represents the original accu-491

racy achieved by the 200 samples drawn from the492

test set. Under full-noise conditions (column ‘All’),493

the Acc. of the three models deviates from the ref-494

erence values by 1.19% for Gemini-1.5, 5.62% for495

Qwen-2.5 and 1.72% for LLaMA-3.3). While ex-496

hibiting model-specific variance, all LLMs demon-497

strate quantitatively acceptable performance devia-498

tions (no more than 6%). It demonstrates that the499

test set exhibits consistent reliability in evaluating500

LLMs’ ability on this benchmark, with evaluation501

results remaining robust against both minor and502

major needles variations.503

Result Consistent analysis: Table 5 also shows504

that the LLMs exhibit varying degrees of response505

stability under noise influence, with Qwen perform-506

ing best, LLaMA second, and Gemini worst. This507

may occur because LLaMA’s responses contain a508

relatively high proportion of incorrect answers, and509

the introduction of noise fails to correct these errors,510

resulting in consistently higher error rates in its out-511

puts. On the other hand, the more noise groups are 512

introduced, the worse the Cons. becomes, which 513

clearly demonstrates that noise can significantly 514

impact the correctness of LLM responses, further 515

highlighting the challenging of this benchmark. 516

6 Conclusion 517

We introduce Sequential-NIAH, a benchmark for 518

evaluating LLMs on sequential information extrac- 519

tion from long texts (up to 128K tokens). It in- 520

cludes synthetic-temporal, real-temporal, and real- 521

logical order needles generation pipelines, with 522

10K/2K/2K train/dev/test splits, and an evaluation 523

model for efficient assessment. 524

Experiments show Claude, GPT-4o, Gemini, 525

LLaMA, and Qwen struggle with the benchmark, 526

revealing its complexity and the need for model 527

improvements. Noise analysis confirms its reliable 528

and challenging, marking a valuable contribution 529

to the NLP community. 530
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Limitations531

Model evaluations may be biased by the dataset’s532

domain, and unoptimized API parameters could533

affect performance and fairness. Addressing these534

is crucial for accurate assessments.535

The dataset is for academic and research use536

only; commercial or misuse is prohibited to main-537

tain integrity and ethical standards.538
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A Detailed Performance of Evaluation749

Model750

Table 6 presents the detailed performance of our751

evaluation model. Two critical points should be752

noted:753

• For the GT (Ground Truth) answer group,754

when the question doesn’t require ordered out-755

put, all candidate answers should be judged756

as "correct". When ordered output is required,757

"w/ shuffle" answers should be judged as "in-758

correct" and "w/o shuffle" answers should be759

judged as "correct". Moreover, All non-GT760

group answers should be judged as "incor-761

rect".762

• Only temporal-order needles require group-763

ing based on question requirements. Logical-764

order needles must always be output sequen-765

tially, thus requiring no question-based group-766

ing.767

B Noise Analysis Across Groups768

Figure 6 presents the result consistency metric of769

the LLMs’ responses across all noise test groups,770

organized by different text lengths and numbers of771

needles. The data shows that variations in result772

consistency across different text lengths are mini-773

mal, suggesting that the complexity of test samples774

constructed by this benchmark is largely uniform775

across various text lengths. However, as text length776

increases, there is a rise in the proportion of consis-777

tently wrong answers. This trend indicates that the778

task becomes more challenging with longer texts,779

making it more difficult to maintain model accu-780

racy by adjusting the needles. Similarly, when the781

number of needles is 10 or fewer, the variation in re-782

sult consistency remains small. However, when the783

number of needles surpasses 10, there is a marked784

increase in result consistency. This rise is primarily785

due to the higher task difficulty associated with a786

larger number of needles, leading to a correspond-787

ing increase in consistently wrong answers, which788

aligns with expectations.789

C Noise Example790

Figure 7 provides a schematic diagram illustrating791

the addition of different types of noise to the raw792

test data.793

D Prompts 794

D.1 Sequential-NIAH data example 795

In Figure 8, we provide prompts for building a 796

Sequential-NIAH data. 797

D.2 Prompts for evaluation model 798

In Figure 9, we provide the prompt to obtain the 799

Ri for building the training data of our evaluation 800

model, which is the prompt for reason analysis in 801

Figure 3. 802

In Figure 10, we provide the prompt for eval- 803

uating the response of LLMs for temporal-order 804

needles extraction. 805

In Figure 11, we provide the prompt for evaluat- 806

ing the response of LLMs for logical-order needles 807

extraction. 808
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Claude-3.5

Needle types Question
Answer groups

GT Missing Redundant Incorrect
w/o shuffle w/ shuffle w/o shuffle w/ shuffle w/o shuffle w/ shuffle w/o shuffle w/ shuffle

Temporal order
w/ order 1 / 74 58 / 8 64 / 7 73 / 2 56 / 25 74 / 5 59 / 2 70 / 3
w/o order 0 / 48 27 / 25 42 / 4 41 / 2 36 / 19 40 / 10 42 / 2 47 / 4

Logical order w/ order 12 / 107 90 / 20 107 / 7 125 / 10 113 / 17 114 / 22 92 / 15 110 / 29

GPT-4o

Needle types Question
Answer groups

GT Missing Redundant Incorrect
w/o shuffle w/ shuffle w/o shuffle w/ shuffle w/o shuffle w/ shuffle w/o shuffle w/ shuffle

Temporal order
w/ order 0 / 75 59 / 7 67 / 4 75 / 0 68 / 13 72 / 7 61 / 0 72 / 1
w/o order 0 / 48 15 / 37 45 / 1 42 / 1 47 / 8 39 / 11 44 / 0 46 / 5

Logical order w/ order 0 / 119 108 / 2 114 / 0 135 / 0 129 / 1 135 / 1 107 / 0 139 / 0

Our Evaluation Model

Needle types Question
Answer groups

GT Missing Redundant Incorrect
w/o shuffle w/ shuffle w/o shuffle w/ shuffle w/o shuffle w/ shuffle w/o shuffle w/ shuffle

Temporal order
w/ order 0 / 75 64 / 2 71 / 0 75 / 0 81 / 0 79 / 0 61 / 0 73 / 0
w/o order 0 / 48 8 / 44 46 / 0 43 / 0 55 / 0 50 / 0 44 / 0 51 / 0

Logical order w/ order 0 / 119 110 / 0 114 / 0 135 / 0 130 / 0 136 / 0 107 / 0 139 / 0

Table 6: Detailed performance of evaluation model compared with Claude-3.5 and GPT-4o on synthetic test data.
The ‘w/ order’ vs. ‘w/o order’ indicates whether the question requires LLMs to output results in temporal order. The
‘w/ shuffle’ vs. ‘w/o shuffle’ condition determines whether the answer candidates were shuffled before evaluation.
The ‘A/B’ ratio reflects [incorrect/correct] judgments obtained by LLMs within the test subset. The red font indicates
the number of misjudged samples that deviate from expected results.

(a) Results across length groups. (b) Results across the number of needles groups.

Figure 6: Noise analysis results of LLMs on noise test data across different groups with correct consistency and
wrong consistency.
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• On signing a formal agreement with the Association of Southeast Asi
an Nations (ASEAN), China did so on March 31, 2014.

• China, on April 21, 2014, initiated diplomatic cooperation with the As
sociation of Southeast Asian Nations (ASEAN).

• On August 7, 2014, there was a meeting between China and the Asso
ciation of Southeast Asian Nations at a third location.

• Expressing the intent to meet or negotiate, China, on October 23, 20
14, showed willingness to engage with the Association of Southeast A
sian Nations (ASEAN).

• With the intent to cooperate, China, on November 13, 2014, communi
cated its aspirations with the Association of Southeast Asian Nation
s (ASEAN).

• On November 15, 2014, China, in a show of support, praised or endors
ed the Association of Southeast Asian Nations (ASEAN).

Question: What were the key actions that China took in collaboration 
with the Association of Southeast Asian Nations (ASEAN) in 2014?
Answer: 
In response to the question about the key actions that China took in 
collaboration with the Association of Southeast Asian Nations (ASEAN) in 
2014, the following are the important steps they took:
- On March 31, 2014, China signed a formal agreement with the Association 
of Southeast Asian Nations (ASEAN).
- On April 21, 2014, China engaged in diplomatic cooperation with the 
Association of Southeast Asian Nations (ASEAN).
- On August 7, 2014, China met with the Association of Southeast Asian 
Nations at a third location.
- On October 23, 2014, China expressed the intent to meet or negotiate 
with the Association of Southeast Asian Nations (ASEAN).
- On November 13, 2014, China expressed its intent to cooperate with the 
Association of Southeast Asian Nations (ASEAN).
- On November 15, 2014, China praised or endorsed the Association of 
Southeast Asian Nations (ASEAN).

Needles

Long text with needles

Raw test data Tiny movement (TM) Significant movement (SM) Reorder (RO) Semantic noise (SN)

• Noise_1: On September 21, 2014, China, in a show of support, praised or endorsed the United Nations.

• Noise_2: On September 10, 2014, there was a meeting between the Association of Southeast Asian Nations (ASEAN) and Japan at a third location.

Figure 7: Four types of noise added into the raw test data.

# question: The question of a QA pair
# text_with_needles: The long text inserted by needles
# input_content: The query
# output: The reference answer (The GT answer of a QA pair)

if lang == 'zh’:
Q_choices = ["问题：","问题：\n","问题:","问题:\n","根据下⾯的⽂档回答问题：\n"]
D_choices = ["⽂档：","⽂档：\n","⽂档:","⽂档:\n"]
input_content = random.choice(Q_choices) + question + "\n\n" + random.choice(D_choices) + 

text_with_needles

elif lang == 'en’:
Q_choices = ["Question: ","Question: \n","Question:","Question:\n","Answer the questions 

according to the following documents:\n"]
D_choices = ["Document: ","Document: \n","Document:","Document:\n"]
input_content = random.choice() + question + "\n\n" + random.choice() + text_with_needles

Output = answer

Prompt Template

Figure 8: Prompt to build a Sequential-NIAH data.
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你将会被提供一个问题以及对应的两条答案。在这两条答案中，第一条是待评估答案，第二条是标准答案。以标准答案为参
考，待评估答案的回答是否正确已经给出（“正确”或“错误”）。
你需要根据给出的结论来分析原因并详细阐述原因，分析原因时请同时分析问题是否要求按时间顺序回答。
不要让问题以及两条答案的长度影响你的分析。
尽可能保持客观。请严格遵循以下格式输出最终结论。
如果给出的结论是“正确”，请输出“正确”并分析原因。
如果给出的结论是“错误”，请输出“错误”并分析原因。
下面是本次需要评判的内容：
<问题开始> 
{query}
<问题结束> 
<待评估答案开始> 
{answer} 
<待评估答案结束> 
<标准答案开始> 
{ref_answer} 
<标准答案结束> 
<已知结论开始> 
{result} 
<已知结论结束> 
结果用json形式表示: 
```json
{ 
"order_analysis": <分析问题是否要求按时间顺序回答>, 
"eval_analysis": <分析过程>, 
} 
```

Prompt Template (Chinese)

You will be provided with a question and two corresponding answers. Among these two answers, the first is the answer to be 
evaluated, and the second is the standard answer. Based on the standard answer, the correctness of the answer to be 
evaluated has already been given ("correct" or "incorrect").
You need to analyze the reason for the given conclusion and elaborate on it in detail. When analyzing the reason, please also
consider whether the question requires a response in temporal order.
Do not let the length of the question or the two answers influence your analysis.
Strive to remain as objective as possible. Please strictly adhere to the following format for the final output.
If the given conclusion is "correct," output "correct" and analyze the reason.
If the given conclusion is "incorrect," output "incorrect" and analyze the reason.
Below is the content to be evaluated this time:
<query_start>
{query}
<query_end>
<answer_start>
{answer}
<answer_end>
< ref_answer_start>
{ref_answer}
< ref_answer_end>
<result_start>
{result}
<result_end>
Present the result in JSON format:
{ 

"order_analysis": <Analyze whether the question requires a response in temporal order>, 
"eval_analysis": <Analysis process>, 

} 

Prompt Template (English)

Figure 9: Prompt for reason analysis to build the training data of evaluation model.
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你将会被提供一个问题以及对应的两条答案。在这两条答案中，第一条是待评估答案，第二条是标准答案。你需要以标准答
案为参考，判断待评估答案的回答是否正确。
请以公正的评判者身份评估待评估答案与标准答案，分析原因时请同时分析问题是否要求按时间顺序回答。
不要让问题以及两条答案的长度影响你的评估。
尽可能保持客观。请严格遵循以下格式输出最终结论。
如果待评估答案最终得出的结论与标准答案的最终结论一致且符合问题要求，请回复“正确”。
如果待评估答案最终得出的结论与标准答案的最终结论不一致或不符合问题要求，请输出“错误”。
下面是本次需要评判的内容：
<问题开始> 
{query}
<问题结束> 
<待评估答案开始> 
{answer} 
<待评估答案结束> 
<标准答案开始> 
{ref_answer} 
<标准答案结束> 
结果用json形式表示: 
```json
{ 
“order_analysis”: <分析问题是否要求按时间顺序回答>, 
"eval_analysis": <评估的分析过程>, 
"eval_label": <最终的评估结果-正确或错误> 
} 
```

Prompt Template (Chinese)

You will be provided with a question and two corresponding answers. Among these two answers, the first is the answer to be 
evaluated, and the second is the standard answer. You need to use the standard answer as a reference to determine whether 
the answer to be evaluated is correct.
Please act as a fair judge to evaluate the answer to be evaluated against the standard answer. When analyzing the reasons, 
also consider whether the question requires a response in chronological order.
Do not let the length of the question or the two answers influence your evaluation.
Strive to remain as objective as possible. Please strictly adhere to the following format for the final output.
If the conclusion of the answer to be evaluated matches the final conclusion of the standard answer and meets the 
requirements of the question, reply with "correct."
If the conclusion of the answer to be evaluated does not match the final conclusion of the standard answer or does not meet 
the requirements of the question, output "incorrect."
Below is the content to be evaluated this time:
<query_start>
{query}
<query_end>
<answer_start>
{answer}
<answer_end>
< ref_answer_start>
{ref_answer}
< ref_answer_end>
Present the result in JSON format:
{ 

"order_analysis": <Analyze whether the question requires a response in chronological order>, 
"eval_analysis": <Evaluation analysis process>, 
"eval_label": <Final evaluation result—correct or incorrect> 

} 

Prompt Template (English)

Figure 10: Prompt for evaluating the response of LLMs for temporal-order needles extraction.
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你将会被提供一个问题以及对应的两条答案。在这两条答案中，第一条是待评估答案，第二条是标准答案。你需要以标准答
案为参考，判断待评估答案的回答是否正确。
请以公正的评判者身份评估待评估答案与标准答案，分析原因时需要注意待评估答案的顺序和标准答案是否一致，只有完全
一致才可视为正确。
不要让问题以及两条答案的长度影响你的评估。
尽可能保持客观。请严格遵循以下格式输出最终结论。
如果待评估答案与标准答案一致且符合问题要求，请回复“正确”。
如果待评估答案与标准答案不一致或不符合问题要求，请输出“错误”。
下面是本次需要评判的内容：
<问题开始> 
{query}
<问题结束> 
<待评估答案开始> 
{answer} 
<待评估答案结束> 
<标准答案开始> 
{ref_answer} 
<标准答案结束> 

结果用json形式表示:
```json
{
"eval_analysis": <评估的分析过程>,
"eval_label": <最终的评估结果-正确或错误>
}
```

Prompt Template (Chinese)

You will be provided with a question and two corresponding answers. Among these two answers, the first is the answer to be 
evaluated, and the second is the standard answer. You need to use the standard answer as a reference to determine whether 
the answer to be evaluated is correct.
Please act as a fair judge to evaluate the answer to be evaluated against the standard answer. When analyzing the reasons, pay 
attention to whether the order of the answer to be evaluated matches the standard answer—only a complete match can be 
considered correct.
Do not let the length of the question or the two answers influence your evaluation.
Strive to remain as objective as possible. Please strictly adhere to the following format for the final output.
If the answer to be evaluated matches the standard answer and meets the requirements of the question, reply with "correct."
If the answer to be evaluated does not match the standard answer or does not meet the requirements of the question, output 
"incorrect."
Below is the content to be evaluated this time:
<query_start>
{query}
<query_end>
<answer_start>
{answer}
<answer_end>
< ref_answer_start>
{ref_answer}
< ref_answer_end>
Present the result in JSON format:
{ 

"eval_analysis": <Evaluation analysis process>, 
"eval_label": <Final evaluation result—correct or incorrect> 

} 

Prompt Template (English)

Figure 11: Prompt for evaluating the response of LLMs for logical-order needles extraction.

16


	Introduction
	Related work
	Long Context Language Models
	NIAH Benchmarks and Tasks
	Evaluation Model

	The Sequential-NIAH Benchmark
	QA source
	Synthetic-temporal order needles
	Real-temporal order needles
	Real-logical order needles

	Long Context Source
	Sequential-NIAH Sample Constructing

	Evaluation Model
	Experiments & Results
	Evaluation Model Performance
	Benchmark Results of LLMs
	Noise Analysis of the Benchmark

	Conclusion
	Detailed Performance of Evaluation Model
	Noise Analysis Across Groups
	Noise Example
	Prompts
	Sequential-NIAH data example
	Prompts for evaluation model


