Reduction-based Pseudo-label Generation for
Instance-dependent Partial Label Learning

Congyu Qiao' 2, Ning Xu!?*, Yihao Hu'-2, and Xin Geng'?
1 School of Computer Science and Engineering, Southeast University, Nanjing 210096, China
2 Key Laboratory of New Generation Artificial Intelligence Technology and
Its Interdisciplinary Applications (Southeast University), Ministry of Education, China
{giaocy, xning, yhhu, xgeng}@seu.edu.cn

Abstract

Instance-dependent Partial Label Learning (ID-PLL) aims to learn a multi-class
predictive model given training instances annotated with candidate labels related to
features, among which correct labels are hidden fixed but unknown. The previous
works involve leveraging the identification capability of the training model itself
to iteratively refine supervision information. However, these methods overlook a
critical aspect of ID-PLL: within the original label space, the model may fail to
distinguish some incorrect candidate labels that are strongly correlated with features
from correct labels. This leads to poor-quality supervision signals and creates a
bottleneck in the training process. In this paper, we propose to leverage reduction-
based pseudo-labels to alleviate the influence of incorrect candidate labels and train
our predictive model to overcome this bottleneck. Specifically, reduction-based
pseudo-labels are generated by performing weighted aggregation on the outputs of
a multi-branch auxiliary model, with each branch trained in a label subspace that
excludes certain labels. This approach ensures that each branch explicitly avoids
the disturbance of the excluded labels, allowing the pseudo-labels provided for
instances troubled by these excluded labels to benefit from the unaffected branches.
Theoretically, we demonstrate that reduction-based pseudo-labels exhibit greater
consistency with the Bayes optimal classifier compared to pseudo-labels directly
generated from the training predictive model.

1 Introduction

Partial Label Learning (PLL), a typical weakly supervised learning paradigm, aims to build a
predictive model that assigns the correct label to unseen instances by learning from training instances
annotated with a candidate label set that obscures the exact correct label [} 13, |49]. The necessity
to learn from such weak supervision naturally arises in ecoinformatics [21}[32], web mining [22]],
multimedia content analysis [50, 2], and other domains, owing to the difficulty in collecting large-scale
high-quality datasets.

PLL has been studied along two different routes: the identification-based route[13] 26} 211 [3| 49|
241 [7), 1511, 135 137]], which treats correct labels as the latent variable and tries to identifies them,
and the average-based route [[12, 5} 152} 23], which treats all candidate labels equally. To facilitate
practical PLL algorithms, some researchers have focused on instance-dependent PLL (ID-PLL),
where incorrect labels related to features are likely to be selected as candidate labels, and tackled this
challenge by following the identification-based route. [44] explicitly estimate the label distribution
aligned with the model output on candidate labels through variational inference. [39] induce a
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contrastive learning framework from ambiguity to refine the representation of the model. [28] model
the generation process of instance-dependent candidate labels by leveraging prior knowledge in the
model output [42] propose a theoretically-guaranteed method that progressively identifies incorrect
candidate labels by leveraging the margin between the model output values on candidate labels.

These previous approaches involve leveraging the identification capability of the training model
itself to iteratively refine supervision information. They exercise this capability through the outputs
[44, 28 [11} 138]] or representations [39]] from the training model. However, these methods overlook
a critical issue in ID-PLL: some incorret candidate labels strongly related to features may not be
distinguished with correct labels by the model within the original label spaces. As a result, the model
generates increasing amounts of incorrect identification information, further leading to the training
bottleneck. Unlike previous approaches that iteratively train the predictive model under the influence
of misleading supervision before performing identification, we prioritize eliminating the influence of
misleading candidate labels within label subspaces, and then train an auxiliary model free from this
influence to provide accurate identification information.

In this paper, we propose to utilize reduction-based pseudo-labels to mitigate the influence of incorrect
labels and train our predictive model. Specifically, reduction-based pseudo-labels are generated by
aggregating the outputs of a multi-branch auxiliary model, with each branch trained in a label subspace
that excludes certain labels. This approach allows each branch to explicitly avoid the interference
of the excluded labels. Consequently, instances affected by these excluded labels can benefit from
the pseudo-labels provided by the corresponding branch. Note that the auxiliary model will not be
involved in the testing time, which is similar to [44} [28]]. Moreover, given mild assumptions, we
demonstrate that pseudo-labels generated from the model trained in the label subspace could exhibit
greater consistency with the Bayes optimal classifier compared to those from the predictive model
itself. Our contributions can be summarized as follows:

* Theoretically, we prove that reduction-based pseudo-labels generated from the model trained
in label subspace could be more consistent with the Bayes optimal classifier than that from the
predictive model itself.

* Practically, we propose a novel pseudo-label generation approach named RPLG to deal with the
ID-PLL problem, which utilizes the multi-branch auxiliary model with each branch trained in a
label subspace to alleviate the impact of incorrect candidate labels strongly related to the instances
and disturbing the training process.

2 Related Work

PLL has been studied along two different routes: the identification-based route and the average-based
route. Identification-based approaches [13} 26, [21} 13 49] are intuitional since they aim to gradually
identify latent correct labels from candidate labels or eliminate incorrect labels out of candidate
labels, which is also commonly referred to as disambiguating. In recent years, most researchers have
attempted to tackle the problem of PLL along the identification-based route and achieved tremendous
improvements. Average-based approaches [12,[5,152] tend to deal with a learning objective where all
candidate labels are treated equally. A typical average-based approach is based on distance between
instances and predict the label of a unseen instance by voting among the candidate labels of its nearest
neighbors in the feature space. Very recently, [23] theoretically and empirically demonstrate their
proposed approach along the average-based route have an advantage in robustness. In this paper, we
still choose to follow the route of identification-based routes to handle ID-PLL.

Identification in PLL are performed by various means. In traditional PLL, to which deep neural
networks (DNN) have not been applied, [26] maximize the margin between the maximum modeling
output from candidate labels and that from non-candidate labels to implicitly identify correct labels,
while [49]] further try to directly maximum the margin between the correct label and all labels. [21]
propose the Logistic Stick-Breaking Conditional Multinomial Model to maximum the likelihood of
candidate label, marginalizing away the latent correct labels. [53| 16} 34} 43]] leverage the topological
information in the feature space to iteratively update the confidence of each candidate label or the
label distribution, from which we could determine correct and incorrect labels. In deep PLL, [46]
enhance the identification ability of the model by designing an entropy-based regularization term and
temporally assembling predictions of the model as the guidance of training. [24] propose a progressive
identification method that normalizes the output of the model on candidate labels in each epoch as the



weight in the cross-entropy loss. [47] reduce identification error by introducing a network-cooperation
mechanism. [7]] build a risk-consistent estimator and a classifier-consistent estimator relying on the
process of identidication. [36]] propose a loss function with a parameter weighting losses on candidate
and non-candidate labels, implicitly enhancing idetification. [51l [10 25]] improve identification
through class activation value, semantic label representation and structured representation provided
by deep graph neural networks, respectively. [35] propose a contrastive learning framework that
could adapt to PLL and leverage the class prototypes in the framework for identification. [37]]
augment the data to obtain conformed label distributions capable of identification to perform manifold
regularization. However, these works have been actually considering PLL by unrealistically assuming
that incorrect candidate labels are uniformly sampled while the phenomenon of instance dependence
is widely observed in various fields [40, |44} [15] including PLL.

From [44]], identification in ID-PLL, which is more practical, begins to be noticed. [44] explicitly
estimate the label distribution [8 45} 16, 14] for each instance, which reflect possibility that a label is
selected into candidate sets through variational inference. [39]] induce a contrastive learning frame-
work from ambiguity and obtain identifiable representation in ID-PLL. [28]] model the generation
process of instance-dependent candidate labels to perform maximum-a-posterior, implicitly identify-
ing the latent correct labels with prior information. [42]] propose a theoretically-guaranteed method
leveraging the margin between the model output values on candidate labels to progressively identify
incorrect candidate labels. [11]] perform identification with selection of well-disambiguated samples.
[38] build a self-distillation framework rectifying the identification results of the teacher model
to enhance the reliability of distilled knowledge. In this paper, we propose to explicitly alleviate
the influence of some incorrect candidate labels hard to be distinguished on the models through
pseudo-labels generated in specified label subspace, further enhancing the identification process.

3 Proposed Method

3.1 Preliminaries

First of all, we briefly introduce some necessary notations. Let X = R? be the g-dimensional instance
space and ) = {1, 2, ..., ¢} be the label space with ¢ class labels. Given the PLL training dataset
D = {(x;,S;)|1 <i<n} where x; € X denotes the g-dimensional instance and S; C ) denotes
the candidate label set associated with ;. In PLL, the correct label y,,, of the instance x; must be in
the candidate label set, i.e., y», € S;, and each candidate label set S; should not be the empty set nor
the whole label set, i.e., S; ¢ {0, )}. Besides, we do not consider the case that the candidate label set
S; only has the correct label ys, in this paper, namely, S; # {ya, }, For each candidate label set S; in
the training dataset, we also use the logical label vector I; = [I},12,...,1¢]" € {0,1}° to represent

whether the label j is one of the annotated labels, i.e., l{ =1if j € S;, otherwise lf =0.

Let the posterior probability vector n(z) = [n'(x),n*(x),...,n°(x)] with n/ = p(y = jlx)
denoting the posterior probability of the label j given the instance x. A Bayes optimal classifier 7*
can be calculated using 7, i.e., n*(x) = arg max;cy 1’ ().

Moreover, let ) C ) be the labels excluded from the label space )Y and n'(x) =
[ (x),n"(x),...,n"°(x)] be the posterior probability in a label subspace without ). The j-th
element of 7)(x) denotes the posterior probability of the label j given the instance « and y ¢ Y, i.e.,

» N e TR
n(z)=ply=jle.y¢ V)= 1= rcynt(x)’ (1)
0, otherwise.

We consider the task of PLL is to learn a score function f : X +— A1 where A¢~! denotes the
c-dimension simplex, as our classifier with its prediction h(x) = arg max;ecy f;(x) consistent with
that of the Bayes optimal classifier n*(x). During the training process, the classifier f could be
considered to be optimized by the following objective:

LU(X:©),Q) = == S U(fi (50, q0), @



where the classifier f is parameterized by ©®, ¢ denotes the cross-entropy function, Q =
[q1,G2,--.,q,)" is the pseudo-label matrix with each element g; = [¢},q?, ..., ¢¢] denoting the
pseudo-label of the instance x;, satisfying E;f:l qf = 1and qf =0if j ¢ S;. Since our target is
to make the prediction of the classifier f consistent with that of the Bayes optimal classifier n*, the
pseudo-label g; should put the most mass on the label predicted by the Bayes optimal classifier n*,
ie., argmax;cy qf = n*(x), which is a very challenging task under instance-dependent PLL.

3.2 Overview

To begin with, we provide a formal definition of disturbing incorrect labels, which are labels that the
predictive model finds challenging to identify as incorrect. We prove that a model trained in a label
subspace excluding these disturbing incorrect labels can produce pseudo-labels more consistent with
the Bayes optimal classifier for instances whose candidate label sets include these disturbing incorrect
labels. Moreover, we establish a boundary for the conditional probability that the pseudo-labels of
these instances are consistent with the Bayes optimal classifier.

Motivated by these theoretical results, we propose RPLG, which leverages pseudo-labels generated in
label subspaces, i.e., reduction-based pseudo-labels, to train our predictive model. Reduction-based
pseudo-labels are derived from the outputs of an auxiliary multi-branch model. Each branch is trained
within a distinct label subspace that explicitly excludes specific labels. To generate reduction-based
pseudo-labels, we employ a meta-learned weight vector to fuse the outputs of all branches.

3.3 The RPLG Approach

We first introduce the disturbing incorrect labels, which are hard to be distinguished as incorrect labels
according to the output of the predictive model during training. These labels pose great challenge to
generate pseudo-labels g; consistent with the Bayes optimal classifier n* (x;).

Definition 1. ((7, f, €)-disturbing incorrect label) An incorrect label j is said to be (7, f, €)-disturbing
for the predictor f on some instance x with n*(x) # j if 3e € (0,1), Vj € Y, max, |f/(x) —

W (x)| < e and It € (0, min{1, 2¢}], the posterior n"" ®) () — ni (z) < 7.

Here, 7 indicates the degree that the posterior 7)7 () approaches 1" (*)(z). The smaller its value, the
easier the label j is selected into the candidate label set. e indicates the degree that the predictive
model f approximates the posterior 7. According to [42], if " ®) (x) — 7 (x) > 2¢, we could
distinguish label j as incorrect labels according to the output of the predictive model. Naturally, a
problem arises: how should we handle those samples with disturbing incorrect candidate labels which
satisfiy " (®) (x) — 7/ (x) < 2e.

Then we start with analyzing the pseudo-labels of the instances, whose disturbing labels is denoted
by V. An auxiliary model ¢ is considered to train without the influence of disturbing labels. On
mild assumptions, we prove that the pseudo-label provided by the auxiliary model ¢ in a specific
label subspace has more chance to be consistent with the Bayes optimal classifier than the predictive
model. The proof can be found in Appendix [A.T]

Theorem 1. Let J()) = {x|Vj € Y, jisa(r, f,e)-disturbing incorrect label for x withy #
j,and ¥j & Y, jis not a(t, f,€)-disturbing incorrect label for x}. Suppose that a model v trained

(") (@) @) " ) (@)= ()
o A=yl (@)
() — ()| < €, we could

without the label space Y satisfies 3¢’ € (0, min{1, ming ¢ 73

with a = argmax; 57’ (x) and b = argmax;g .\ 57 (2),
obtain:

p(*(2) = arg max ¢z € J(V)) < p(n*(z) = arg max ¢’z € T(D)). 3)

Theorem [T]inspires us that we can decouple the training of the model from the generation model of
pseudo-labels. By introducing some auxiliary model trained in the absence of the label subspace Y,
we can generate pseudo-labels with better Bayesian consistency on the samples in J (5)) Here, ) is
not a point-wise concept. In fact, given 5/, we could obtain a set consisting of instances whose (7, f,
€)-disturbing incorrect labels exactly constitute the label set V.



Additionally, we further analyze the chance that the pseudo-label provided by the auxiliary model ¢
is consistent with the Bayes optimal classifier. We assume the Tsybakov condition [33} 154] holds
around the margin of the decision boundary of the true posterior in the multi-class scenario.

Assumption 1. (multi-class Tsybakov condition) 3C, X > 0 and 3ty € (0, 1], such that for all t < t,
p(n" P (@) — @ (@) < t) < O, )
where s() = arg max;cy sy (z) 1 () denotes the second best prediction of 1)(z).

Under Assumption[I] we could prove the pseudo-label provided by the auxiliary model ¢ has a good
chance to be consistent with the Bayes optimal classifier. The proof can be found in Appendix [A.7]
Theorem 2. Suppose that for © € J (), its posterior n(x) fulfills Assumption for constants

C,A > 0andty € (0,1]. Suppose that a model ¢ trained without the label space Y satisfies
. . () () P (2)) (0™ (@) () — 1 (x . .

I € (O,mln{l,mlnmgj()}) (’7' ( 25(717—(2)1)8; Wj(w())) @)Y with a = arg max, ;1 () and

b=argmax g\ 57 (), [’ (x) — 1 (@)| < €, we could obtain:

p(n*(x) =argmax ¢’le € J(V)) 21~ ClO(ec )} )

Our theoretical insight inspires a new algorithm for the generation of the pseudo-label g; in the
optimization objective Eq. (2). To begin with, we decompose the pseudo-label g; into the basic
pseudo-label p; and the reduction-based pseudo-label v;, i.e.,

g =ap; + (1 —a)v,, (6)

where « is a trade-off hyper-parameter to decide the influence of the introduced reduction-based
pseudo-labels. The basic pseudo-label p; is initialized with uniform weights on candidate labels and
then could be calculated by using the outputs of the predictive model f:

f(zi;0) e
, ifj €5,
pi = Lres, [*(@i:©) @)
0, otherwise,

which puts more weights on more possible candidate labels [24]. The reduction-based pseudo-label
v; can be obtained by the output of the model trained without the influence of the label from 1 to j
formulated as U; and a vector w; to weight these output:

Here, U; = [u},u?,...,u§]T € R®*¢is areduction-based matrix, which is an intermediate variable

combined with the vector w; to generate the reduction-based pseudo-label v; in Eq. (§). The j-th row
of Uj is initialized with uniform weights on candidate labels without label j and then calculated by:

¢" (23 82)) . ,
, ifr € S;\ {4},
ul" = Dpesagy € (25 825) } ©)

K2

0, otherwise,

where ¢ is an auxiliary model parameterized by {£2; }5:1 to form ¢ branches, and z; is the extracted

features given the instance ;. The j-th branch ¢(-; £2;) is trained without j in the label space ), and
the loss function for the auxiliary model ¢ could be formulated by:

L (2925 (UYL =~ D03 Ul 9), ). (10)

i=1 j=1

The j-th branch uses its previous outputs normalized on candidate labels without j as its supervision
in the next epoch, which is similar to the initialization and training mode in PRODEN [24]]. In this
way, the j-th branch ¢(-; €2;) could be considered as an approximation of ' (x) with Y = {j}. Note
that the multi-branch technique in our approach, as well as in [30] and earlier work [18]], is merely a
training technique to save space and time via sharing the feature extraction layer.



Table 1: Classification accuracy (mean-tstd) of each comparing approach on benchmark datasets for instance-

dependent PLL.
Dataset FMNIST KMNIST CIFAR10 CIFAR100 TinyImageNet
RPLG 91.41+0.13% 96.85+0.11%  87.53+£0.21%  65.03+0.21%  40.74+0.64 %
DIRK 91.02+£0.23%e 96.21£0.49%e 84.63+£0.22%e 58.17£0.20%e 25.77£1.55%e
SpCT 90.98+0.45%e 96.01£0.34%e 86.50£0.13%e 60.95£0.35%e 36.50£0.35%e
Pop 90.12+£0.35%e 95.03£0.83%e 86.23£0.36%e 60.71£0.16%e 39.27+0.86%e
IDGP 90.87£0.41%e 95.98+0.51%e 86.43£0.23%e 64.38+£0.27%e 32.21£1.14%e
ABLE 90.43+0.09%e 95.37+0.07%e 85.114+0.24%e 61.21£0.37%e 23.60+0.77%e
VALEN  90.36+0.15%e 95.374+0.97%e 85.48+0.62%e 62.964+0.96%e 37.141+0.21%e
PLCR 90.014+0.59%e 95.25+0.63%e 86.37+0.38%e 64.12+0.23%e 24.59+1.68%e
Pico 88.24£0.36%e 94.89+0.46%e 86.16+0.21%e 62.98+0.38%e 29.95+0.48%e
CAVL 87.81£1.27%e 93.44+1.45%e 59.67+3.30%e 52.59+1.01%e 28.10+£0.77%e
Lws 88.79+0.34%e 92.67+1.56%e 37.491+2.82%e 53.98+0.99%e 27.37+0.82%e
RC 89.524+0.65%e 93.88+0.74%e 85.95+0.40%e 63.41+0.56%e 35.741+0.61%e
CcC 89.78+£0.48%e 93.83+0.22%e 79.961+0.99%e 62.40+£0.84%e 31.46+1.24%e
PRODEN 89.684+0.55%e 93.60+0.61%e 86.04+0.21%e 62.5641.49%e 33.374+0.97%e

— oyl a2
And w; = [w},w;, ..., w§

¢] € R*¢ is a weight vector output by a model g parameterized by T’
given the instance x;, i.e.,

w; = g(x;; T). (11)

Since it is unknown which label in the candidate set S; of the instance x; is the label interfering the
correct label y,,, we formulate the model g as a meta-learner and learn-to-learn a weight vector to
eliminate the disturbance of incorrect candidate labels and obtain the reduction-based pseudo-label v;
for training. We employ the reduction-based pseudo-labels V = [vy, va, . .., v,,] with each element
v; calculated from w; to update the predictive model f(-; ®):

ﬁinner(f(X; (..))7 V) = —% Zﬁ(f(w“ 9)7 Ui)a

i=1

(12)

Then, we assess the updated predictive model on the validation dataset pyal — {(:c}al, yZYal 1 <i<
n'4} to update the meta-learner g(-; T")

Eouler(f(Xval; @)7 Yval) —— (13)

n

1 nval val val
= Uf(@;0),y).
=1

Overall, the meta-learning objective can be formulated as a bi-level optimization problem as follows:

T = arg min £outer(f(Xval; @*(F)), Yval)
ro (14)
st. ©F =arg m@in LM f(X;09),V),

To solve the optimization of Eq. (I4), an online strategy inspired by [31]] is employed to update
® and I through a single optimization loop, respectively, which guarantees the efficiency of the
algorithm. Specifically, we shuffle the training set D into K mini-batches. Each mini-batch contains
m examples, i.e., {(x;,S;)|1 < i < m}. In the step k of training, we employ stochastic gradient
descent (SGD) to optimize the meta-learning objective £™" and L' with the loss functions for
the classifier and auxiliary model £ and £** on the k-th mini-batch.

First, as for the auxiliary model ¢, we update the parameter of each branch ﬂ;“ to Qf“ as follows:

8 zm: 35(90(»21;9?)’“?) (15)

Qo _ 2L
J 7 m < o0k ’
=1 J



Table 2: Classification accuracy (mean=std) of comparing algorithms on the real-world datasets.

Dataset Lost BirdSong MSRCv2 Soccer Player Yahoo!News

RPLG 81.07£0.74%  75.27+£0.23%  51.65+£0.65%  56.94+0.34%  68.01+0.19%
DIRK 79.24+0.63%e  74.521+0.23%e 48.59+0.28%e 55.83+0.35%e 67.651+0.32%e
Por 78.57£0.45%e 74.47£0.36%e 45.86+£0.28%e 54.48+0.10%e 66.38+0.07%e
IDGP 77.02+£0.80%e 74.23+0.17%e 50.45+0.47%e 55.99+0.28%e 66.621+0.19%e
VALEN 76.87£0.86%e 73.39+£0.26%e 49.97+£0.43%e 55.81£0.10%e 66.26+0.13%e
CAVL 75.89+£0.42%e  73.471+0.13%e 44.73+0.96%e 54.06+£0.67%e 65.441+0.23%e
Lws 73.13£0.32%e 51.45£0.26%e 49.85+£0.49%e 50.24:+0.45%e 48.21+0.29%e
RC 76.26+0.46%e 69.33+0.32%e 49.47+0.43%e 56.02+£0.59%e 63.511+0.20%e
CC 63.54£0.25%e 69.90£0.58%e 41.50+£0.44%e 49.07£0.36%e 54.86+0.48%e

PRODEN  76.47+£0.25%e

73.4440.12%e

45.104+0.16%e

54.05+0.15%e

66.14£0.10%e

where (31 is the step size. Then, after updating Qf to 257!, we could obtain the reduction-based

pseudo-label v; by Eq. and optimize the inner objectizle of the bi-level optimization Eq. (T4):

ekl — @k _ B2 zm: oU(f(zi; OF), v;)

k b
m — 00

(16)

where 3 is the step size. Note that after updating ©* to ®*+! with the reduction-based pseudo-label
v;, ®F*1 is dependent on the parameters I" of the meta-learner g, i.e., @*+1(T'*), which allows the
updation of T'* through the loss function £°"°" as follows:

rh+l — 7k _ B3 Xm: O(f (x; ©F1), y*)
m

S , (17)

i=1

where we also randomly sample 1 examples from D', and 33 is the step size. Finally, we rollback
the parameters of our classifier to @* and employ the pseudo-label g; generated by Eq. @) to
optimize it with the same step size with Eq. (16):

k1 _ ok _ & - OU(f(xi;O%), q;)
e =0 m ; 0Ok '

(18)

Note that we need to rollback to @?, making it return to the appropriate optimization path. The goal

of Eq. is to optimize I' by further building the dependency between ('-);‘?“ and the meta-learner
parameters I', while that of Eq. is to pursue @* for better prediction on unobserved instances,
which is also the ultimate goal of the whole algorithm.

As the auxiliary model parameters {€2;}¢_, and meta-learner parameters I" are updated iteratively,
the pseudo-label g; is also refined to contribute to the optimization of the classifier f(-; @) step
by step. In this way, the performance of the predictive model continues to be improved in our
approach RPLG. The algorithmic description of RPLG is presented in Algorithm [I]in Appendix
[A.3] In our framework RPLG, the influence of label j is eliminated with the highest priority at the
j-th branch ¢(-; €2;) of the auxiliary model, whose label subspace does not include label j. Hence,
instances whose disturbing incorrect labels include label j could obtain more correct reduction-based
pseudo-labels by assigning more weight to the j-th branch when performing aggregation through the
weight vector w, which is learned by the meta-learner g(-; T").

4 Experiments

In this section, we validate the effectiveness of our proposed RPLG by conducting it on manually
corrupted benchmark datasets and real-world datasets and comparing its results against DNN-based
PLL algorithms. Also, we explore RPLG through ablation study, sensitivity analysis, convergence
analysis, and time consumption. The implementation is based on Pytorch [27] with the GPU model
NVIDIA RTX 3090. The source code is available at https://github.com/palm-ml/rplgh
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Table 3: Classification accuracy (mean=std) for com-

parison against RPLG-NM.

=]
o

o«
=)

o«
=2

Dataset RPLG RPLG-NM X

FMNIST 91.41+0.13%  89.68+0.34% g's6-

KMNIST 96.85+0.11% 93.73+0.85%e @

CIFAR-10 87.53+0.21% 85.43+0.52%e < 85-

CIFAR-100 65.03£0.21% 61.184+0.34%e E

TinyImageNet  40.74+0.64% 35.354+1.01%e 84-

Lost 81.07+0.74% 77.14+1.62%e

BirdSong 75.2740.23%  73.1840.71%e 83-

MSRCv2 51.65+0.65% 46.62+1.54%e

Soccer Player  56.944-0.34%  55.4840.65%e 8- 01 03 05 07 0.9
Yahoo!News 68.01+0.19% 66.82+0.13%e a

Figure 1: Sensitivity analysis of a.

4.1 Datasets

RPLG and compared DNN-based PLL algorithms are implemented on three widely used bench-
mark datasets in deep learning: FMNIST[41], KMNIST [4], CIFAR-10, CIFAR-100 [17] and
TinyImageNet [19]. For these datasets, we generate instance-dependent candidate labels through
the same strategy as [44]], which considers instance-dependent PLL for the first time, to create
manually corrupted benchmark datasets.

Besides, since data augmentation cannot be performed on extracted features from audio and video
data, our approach and data-augmentation-free PLL. methods are also performed on five frequently
used real-world datasets, which come from different practical application domains, including Lost
[5], BirdSong [0, MSRCv2 [21]], Soccer Player [50] and Yahoo ! News [9].

As for benchmark datasets, we split 10% samples from the training datasets to form the val-
idating datasets. As for real-world datasets, we conduct the algorithms with 80%/10%/10%
train/validation/test split. Then we run five trials on each datasets with different random seeds
and report the mean accuracy and standard deviation of all comparing algorithms.

4.2 Baselines

We compare RPLG with six methods, which are designed for the challenge of ID-PLL: 1) DIRK
[37]], a self-distillation framework which rectifies the label confidences as the distilled knowledge
to guide the training of the predictive model. 2) SDCT [35]], a sample selection framework which
selects well-disambiguated samples based on normalized entropy in two stages for the training of
the predictive model with data augmentation. 3) POP [44], a label purification framework which
progressively purifies each candidate labels as the performance of the trained predictive model
improves. 4) IDGP [37], a maximum-a-posterior approach which decomposes candidate labels into
the results sampled from two different distributions to form a optimization objective for training.
5) ABLE [33], a contrastive learning framework which is based on data augmentation and pulls
ambiguity-induced positives closer and the remaining instances further in the representation space. 6)
VALEN [44], an encoder-decoder framework which leverages variational inference to recover latent
label distributions for the guidance of training the model.

Besides, we also compare our method with another seven classical DNN-based PLL methods: 1)
PLCR [37]], a manifold regularization approach which is based on data augmentation and proposes
a consistency regularization objective to preserve manifold structure in feature and label space. 2)
P1co [35]], a contrastive learning framework that relies on data augmentation and achieves label
disambiguation through contrastive prototypes. 3) CAVL [51]], a identification-based approach which
identifies correct labels from candidate labels by class activation value. 4) LWS [36], an identification-
based approach which introduces a leverage parameter as the trade-off between losses on candidate
and non-candidate labels. 5) RC [[7], a risk-consistent approach which utilizes the loss correction
strategy to estimate the true risk by only using data with candidate labels. 6) CC [[7], a classifier-
consistent approach which leverages the transition matrix to learn a predictive model that could



approximate the optimal one. 7) PRODEN [24], a self-training algorithm which normalizes the output
of the model on candidate labels and utilizes it as a weight on the cross-entropy function for training.

To ensure fairness, we utilize the same network backbone, optimizer, and data augmentation strategy
across all compared methods. We take the same backbone as [42}38] on CIFAR-10, CIFAR-100
and all realworld datasets, and [20, 48] on TinyImageNet. The optimizer is stochastic gradient
descent (SGD) [29] with momentum 0.9, batch size 256, and epoch 250.

Besides, in line with the approach presented in [37]], we meticulously apply the data augmentation
strategy. For hyper-parameters, we carefully select the most appropriate ones for each algorithm to
ensure optimal model parameters based on their performances on the validation datasets. To mitigate
overfitting, the training procedure of a model will be halted prematurely if its performance on the
validation dataset fails to improve over 50 epochs.

4.3 Experimental Results

The performance of each DNN-based method on each corrupted benchmark dataset is summarized in
Table[I] where the best results are highlighted in bold and e/o indicates whether RPLG statistically
wins/loses to the comparing method on each dataset additionally (pairwise t-test at 0.05 significance
level). Overall, we observe that RPLG significantly outperforms all comparative methods, whether
ID-PLL or classic DNN-based PLL approaches, across all benchmark datasets. The improvements
are especially pronounced on the complex TinyImageNet dataset.

Table [2] demonstrates the ability of RPLG to solve the ID-PLL problem in real-world datasets. Note
that data-augmentation-based algorithms, including SDCT, ABLE, PLCR and P1CO, are not compared
on the real-world PLL datasets due to the inability of data augmentation to be employed on the
extracted features from various domains. We can find that our method still has significantly stronger
competence than others on all datasets, even the large dataset Soccer Player and Yahoo!News,
against all other comparing algorithms.

4.4 Further Analysis

To demonstrate the effectiveness of the meta-learned weight w introduced by RPLG, we explore
a vanilla variant, RPLG-NM, where a uniform weight is applied to the candidate labels of the
instance instead of the weight output by a parameterized model learned through meta-learning. The
performance of RPLG compared to RPLG-NM is assessed using classification accuracy, with pairwise
t-tests conducted at a significance level of 0.05. As shown in Table 3] by leveraging the meta-learned
weight’s ability to select branches without being influenced by strongly associated incorrect labels,
RPLG consistently outperforms RPLG-NM across all datasets, achieving superior performance.

Also, we conduct a parameter sensitivity analysis on « in our algorithm, which determines the
influence of pseudo-labels from the multi-branch auxiliary model. Figure[T]illustrates the sensitivity
of RPLG on CIFAR-10 as « increases from 0.1 to 0.9. It is evident that an « value around 0.3
yields superior performance for RPLG. Besides, we investigate the consistency and convergence of
pseudo-labels generated by RPLG on CIFAR-10, as shown in Figures [2(a)] and 2(b)| in Appendix
[A.4] due to the space limit. It is clear that the generated pseudo-labels become consistent with the
Bayes optimal classifier and converge as the number of epochs increases.

Furthermore, we report the training time (in hours) in Table 4} which is presented in Appendix
due to the space limit. All methods were run for 250 epochs with a batch size of 256 on a single
NVIDIA RTX 3090. Compared to some baselines, our approach RPLG only marginally increases the
training time linearly due to meta-learning optimization and the multi-branch model. This efficiency
is achieved through the online strategy employed in meta-learning optimization and shared common
lower layers in the multi-branch model.

5 Conclusion

In this paper, we proposed a novel method of utilizing reduction-based pseudo-labels to train our
predictive model by mitigating the impact of incorrect candidate labels hard to be distinguished.
Reduction-based pseudo-labels are produced through weighted aggregation on the outputs of a
multi-branch auxiliary model, where each branch of the model is trained within a specified label



subspace. This training strategy ensures that every branch can explicitly evade the interference from
the excluded labels. Theoretically, we prove that reduction-based pseudo-labels display a higher
degree of consistency with the Bayes optimal classifier.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Please refer to Section [I] Introduction, which clearly states the contributions
and scope of the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please see Appendix
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: For the full set of assumptions, please refer to Theorem [I] Assumption[Tjand
Theorem 2] For the complete and correct proof, please refer to Appendix and

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: Please refer to Section[d Experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We provide code in the Supplementary Material, and the datasets used in the
paper are all public datasets, which are described in Section ]

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

 The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide experimental setting and hyper-parameters in Section 4]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report variance in all tables and conduct t-test to show statistical signifi-
cance.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We report time of execution with the type of CPU and GPU in Appendix [A.4]
Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research strictly conforms to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Please refer to Appendix
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not involve the release of models or data, hence there are no
associated risks requiring safeguards.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Data and experimental setup details, including source citations and licensing

compliance, are thoroughly documented in the experiments section and supplementary
materials.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.
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13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer:[NA |
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: LLMs were not used as an essential, original, or non-standard component in
the core methodology of this research. All research methods and analyses were conducted
independently of LLMs.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/
L.LM) for what should or should not be described.
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A Technical Appendices and Supplementary Material

A.1 Proofs of Theorem/[I]

Proof. For the conditional probability p(1* (x) = arg max;cy ¢/ |z € J())), we have:
p(n*(x) = arg max ¢z e T(P))

p(n*(x) = argmax;ey ¢/, € J(V))

plxz e J())
_p(* () = argmaxjey ¢/, 7" ) — p*(2) < 7.2 € T () (19
plxz e J())
L (@) = argmaxsey ¢/, 0" @ — (@) > 7,2 € T(O))
p(x e J))
Since, for z € J(Y),Vj € Y, " ®) —pi(x) < 7, we could obtain:
p(n*(z) = argmax ¢’|x € T ()
JjeY
Pl (@) = g maxsey o' 07 ) — (@) < 2 € T ()
p(xeJ))
| Pl (@) = argmaxjey ¢, " — (@) > 12 TOY) 20)
plx e J))
_p(n*(@) = argmaxjey ¢/, 0" @ —'(z) < T x € T(O))
p(x e J))
Recall that s = arg max ey jp«(z) 7 (). since Vj € Y with j # n* (). We have
nn*(m) _ ne(x) S nn*(m) _ n](w) (21)

Recall from Theoremthat a = argmax,.s n’(x),soa € Yy by definition. Additionally, since

J(Y) consists of inputs where all j € ) are "incorrect labels" (i.e., y # j with y = n*(x)), it
follows that a # n*(x). Thus, a € Y\ {n*(x)}. Then, by definition, s = arg max;cy jp+(z) 7’ (%),
meaning s is the index of the maximum 7’ (x) among all labels except the true label n*(x). Now,

consider the structure of J (V): all j ¢ {y} U are not disturbing incorrect labels, which implies
their corresponding )’ (x) values are sufficiently small (otherwise, they would qualify as disturbing).

Since a € Y is the maximum of 77 (z) over Y, and all other labels outside Y (butin Y \ {n*(z)})
have smaller 7’ (x), @ must be the maximum of 7’ (x) over the entire set ) \ {n*(x)}. Hence, s = a.

Then we could obtain:
p(r" (@) = arg maxg’|a € T ()

p(n* (2) = argmaxjey ¢/, 0" @ — (@) < 7.2 € T(Y))

p(xz e TD))
p(n*(x) = argmaxjey ¢, " @ —pi(z) < Tz € T(Y))
- plxe () 22)
_p(n*(z) = argmaxjey ¢/, " @ —pi(x) < 7,97 @ —pi(z) < 26, € T(Y))
- plx € T(P))
L P (@) = argmaxjey ¢/, 0" @ — (@) < 7" @ - (@) > 262 € T (V)
plx e JD))
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Since 7 < 2¢, we could obtain:
p(n* (@) = argmax ¢’z € T(V))
JjeY

p(n*(z) = argmaxjey ¢, " ) —n*(x) < 7,97 @) —p*(x) < 26, € T(V))

plx e TD))
L PO (@) = argmax;ey ¢ " @ — (@) <7 — (@) > 22 € T(O)
p(xz € TD))
_p(p () = argmaxjey ¢, 0" @ — (@) <T@ — (@) <2ewe J(Y) PP
plx e T(P))
(0 (@) = argmaxjey ¢/ 0" @) — () < 2 x € T(V)
B plx e J))
PO — (@) <262 € I))

p(xe D))

Recall that ¢ € (0,min{l,min, ;. " (m)(miZ(Yb_(an;?;(ﬁ)_"a(m))}> with a =

argmax; 57 () and b = arg Max;g ey n (x). We have

(") (@) — (@) (1" @ (@) —n*(x)) _
2¢(1 =22 5e9 7 () -
(7" @ @) — P @) ) (@) _
2¢(1 =3 ey’ () - o
(") () =" (x))2e _
2¢(1 =3 5epm (®) —
W) )
1= ey (®)
Here, according to Eq. , we have 7’7" (®) — /s () > 2¢/, and obtain:
p(n*(x) = argmax ¢’z € T (V)
Jjey
ol (@) <26 € JO)
- plx e T() =
ol (@) > 2@ € T(D))
- plx e JD))
Recall that Vj € Y\ ), |7 (z) — /7 ()| < €. We have
77/77”‘(1;) _ ’I’},S(m) > 2¢'
n/n/*(w) _ 6/ > 77/5 (w) + 6/ (26)

W@ e > i (@) + € Vi€V, # 0 (@)
o (®) > o’ (@), V] €V, j#n*(x)

Take arg maxjey ¢/ = argmax;ecy ¢’ (), we could obtain n*(z) = arg max;cy ¢".
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Finally, we have
p(n*(z) = argmax ¢’ |z € T (V)
jey

_p(n*(x) = argmaxjey ¢,z € J(V))

p(z € T))
_p(n*(w) = argmax;cy ¢/, 0" @ —ni(z) < 1, € T(V))
- plx e TD))

+ p(n*(x) = argmax;cy qjﬂ?"*(m)j n(z) > 1,2 e J)))
p(xeJ))
p(n*(z) = argmaxjey ¢, " @ —p(x) < 1,2 € T(V))
B plxz e TD))
_p(n*(w) = argmaxjey ¢, " @ —pi(x) < T2 € T(V))
a p(x € J())
p(n*(x) = argmaxjecy ¢/, " @ —pi(x) <77 @ —pi(x) < 26,2 € T(Y))
oo e T o
L b0y (@) = argmaxjey ¢ " @ — (@) <7 — () > 262 € T(O))
p(xz e TD))

p(n*(x) = argmaxjey 7, " @ —pi(x) <77 @ —pi(x) < 26,2 € T(Y))
a plx e T(P))
P (@) = argmaxjey ¢/, 0" @) — () < 2 x € T(V)
B plx e J))
o0 (@) < 202 € T(P)
B plx e JD))
" (@) > 2¢ € T()
B p(x e JD))
P (@) = argmaxjey ¢, x € T (V)
B p(xeJ))

=p(n* (2) = argmax¢”’|z € T ()
JEY
The proof has been completed.

A.2 Proofs of Theorem[2]

p(n*(z) = argmaxg’|z € J(V))
JEY

>p(n"" @ — % (@) > 2¢' |z € T (V)
. s 4e€e’ (1 — n*(x)) ~ (28)
20" < (@) > S =T < g(9)

* dee’ (1 —n?® -
=1 —p(" @ — (@) < MW SAR))

Since for € J (), its posterior n(x) fulfills Assumptionfor constants C, A > 0 and ¢ € (0, 1],
we have

dee' (1 —n*(z))

T () P =1-Clo) (29

PO (@) = argmaxq” |z € 7 (V) > 1 = C(
J
The proof has been completed.
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Algorithm 1 RpPLG Algorithm

Input: PLL training dataset D = {(x;, S;|1 < i < n}, validating dataset D3 = {(z}, y}¥|1 <

i < n"¥}, Epoch I, Iteration K;

1: Initialize the parameters of the predictive model, the auxiliary model and meta-learner, i.e., ®Y,
{Q9}5_, and T,

2: fori=1,2,...,Ido

3:  Randomly shuffle the training dataset D and divide it into K mini-batches;

4 fork=0,1,...,K —1do

5: Calculate U for the instance x; according to Eq. (9);

6

7

8

Update 2% to Q;?“ according to Eq. ;
Calculate v; for the instance x; according to Eq. (8);
Save @? and update @;‘? to @?H according to Eq. ;

9: Randomly sample a mini-batch from D' and update T'¥ to rk+t according to Eq. ;
10: Calculate g; for the instance x; according to Eq. Eq. lf;ji (16);
. k k k+1 : .
11: Rollback to ©7 and update ©7 to ©; ™" according to Eq. 1} ;
12: end for
13: end for

Output: The predictive model f(-; ©).

A.3 Algorithm Table

The algorithmic description of RPLG is presented in Algorithm[I] The reduction-based pseudo-labels
are aggregated from the outputs of an auxiliary multi-branch model. Specifically, each branch of this
auxiliary model is trained within a distinct label subspace that explicitly excludes a set of specific
labels. To generate the final reduction-based pseudo-label, we leverage a meta-learned weight vector
to fuse the output results of all these branches. Trained with the reduction-based pseudo-labels, the
predictive performance of the model is consistently enhanced in our proposed approach RPLG.

A.4 Further Analysis

Consistency and Convergence. We investigate the consistency and convergence of pseudo-labels
generated by our method RPLG on the CIFAR-10 dataset, with results presented in Figures 2(a)|
and[2(b)] As evident from these figures, the generated pseudo-labels gradually align with the Bayes
optimal classifier and exhibit convergence as the number of training epochs increases.

Time Consumption Analysis. Tabled] presents training time measured in hours. All the methods
were executed for 250 epochs with a batch size of 256 on a single NVIDIA RTX 3090 with AMD
EPYC 7453 28-Core Processor. In contrast to recent baseline methods, our proposed approach, RPLG
experiences only linear increase in training time. The efficiency is attained by virtue of the online
strategy used in meta-learning optimization and shared lower layers in the multi-branch model.

Trade-off between Effectiveness and Efficiency. One-branch-per-label is a universal and conserva-
tive scheme to deal with ID-PLL, since each class may act as a disturbing class for other classes. In
practice, when efficiency is preferred, using fewer branches via label clustering or dimensionality
reduction is a good idea. Here, we formulate two variants of RPLG with fewer branches: RPLG-W
and RPLG-R. RPLG-W employs Word2Vec for label clustering to group labels into a cluster with
similar textual semantics (e.g., "dog" and "cat"). It retains only those branches where the excluded
label belongs to the cluster—this is because labels with similar semantics are more likely to interfere
with each other, so training a series of subspaces that mutually exclude semantically similar labels is
helpful. In contrast, RPLG-R retains branches randomly. Table 5| presents the performance of these
two variants on TinyImageNet. From Table[5} we can observe that compared with randomly retaining
branches, preserving branches that exclude semantically similar labels achieves, to some extent, a
favorable trade-off between performance and computational overhead.

24



Table 4: Comparison of the training time consumed by all approaches on CIFAR10, CIFAR-100 and
TinyImageNet.

Method | CIFARIO CIFARI00 TinyImageNet

RPLG 2.32 3.01 6.38
DIRK 1.50 2.11 3.23
SpCT 1.86 1.93 6.15
Por 1.48 1.51 5.84
IDGP 2.91 2.90 6.34
ABLE 3.03 3.06 6.49
VALEN 1.18 1.37 5.63
PLCR 1.38 1.44 5.27
P1co 3.12 3.15 5.96
CAvL 1.51 1.53 5.53
Lws 1.66 1.67 5.88
RC 1.47 1.50 5.55
CcC 1.41 1.43 5.16
PRODEN 1.42 1.43 5.14
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Figure 2: Further analysis of RPLG on CIFAR-10

A.5 Limitations and Future Work

This is the first work to introduce the concept of reduction-based pseudo-labels. This pseudo-
label generation approach is motivated by derived theorems and is appropriate for addressing the
challenge of instance-dependent partial label learning and the limitations of previous works in this
area. However, training the pseudo-label generation model in the label subspace does not necessarily
require all training samples, as some samples outside the subspace may act as noise for model training
within the subspace. In future work, we will introduce a sample selection mechanism for training the
subspace pseudo-label generation model, which is expected to improve the model’s training accuracy
and efficiency.

A.6 Impact Statement

The aim of this study is to advance the techniques and methodologies in the field of Machine Learning.
The approach we propose to deal with ID-PLL, a typically weakly supervised learning, may bring
about a situation where data annotators or other personnel involved in data-related occupations could
potentially be replaced. We are acutely conscious of the importance of addressing the impacts of
automation on employment and are vigilant about its societal ramifications.
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Table 5: Classification accuracy and time consumption of our approach RPLG and its variants RPLG-W and
RPLG-R with various branch retaining rates on TinyImageNet.

Method \ Retaining Rate  Accuracy(%) Time(h)
RPLG 100% 40.74 6.38
RPLG-W 80% 40.63 6.30
60% 40.27 6.23
40% 39.89 6.09
20% 39.53 5.97
RPLG-R 80% 39.65 6.30
60% 39.05 6.23
40% 38.78 6.09
20% 38.84 5.97
POP (ranked second) - 39.27 5.84
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