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Abstract

Current recommendation systems often require
some form of textual data summarization, such as
generating concise and coherent titles for product
carousels or other grouped item displays. While
large language models have shown promise in
NLP domains for textual summarization, these
approaches do not directly apply to recommenda-
tion systems, where explanations must be highly
relevant to the core features of item sets, adhere to
strict word limit constraints. In this paper, we pro-
pose CARTS (Collaborative Agents for Recom-
mendation Textual Summarization), a multi-agent
LLM framework designed for structured summa-
rization in recommendation systems. CARTS de-
composes the task into three stages—Generation
Augmented Generation (GAG), refinement circle,
and arbitration, where successive agent roles are
responsible for extracting salient item features,
iteratively refining candidate titles based on rel-
evance and length feedback, and selecting the
final title through a collaborative arbitration pro-
cess. Experiments on large-scale e-commerce
data and live A/B testing show that CARTS sig-
nificantly outperforms single-pass and chain-of-
thought LLLM baselines, delivering higher title
relevance and improved user engagement metrics.

1. Introduction

Modern recommendation systems increasingly rely on tex-
tual summarization to enhance transparency, usability, and
engagement. A common example is the need to generate
concise and coherent titles for grouped item displays—such
as product carousels or recommendation modules—that
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communicate the shared theme or purpose of the items
shown (Ge et al., 2022). These summary titles serve not only
to improve user understanding but also to drive attention and
interaction within limited user interface space (Zhang et al.,
2020). Figure 1 illustrates such a scenario in e-commerce,
where a module displays several sundresses. The accom-
panying module title—"“Versatile Summer Dresses: Stylish
and Comfortable”—serves as a human-readable summary
of the visual and semantic commonalities across the items.

Automatically generating such titles presents unique chal-
lenges in semantic aggregation, coverage, and concise-
ness. Multi-agent LLM frameworks have shown promise
in domains like law, finance, and long-form summariza-
tion—where agents collaboratively process lengthy, unstruc-
tured documents—their applicability to recommendation
systems remains limited and underexplored. In contrast to
these domains, recommendation explanation involves sum-
marizing structured item metadata (e.g., titles, categories,
reviews) across diverse products into a single, short, be-
haviorally effective title (Wang et al., 2024a; Liang et al.,
2023; Du et al., 2023). This task introduces unique chal-
lenges: explanations must be generated under strict length
constraints, reflect semantic overlap across multiple items,
and align with business objectives such as user engagement
and conversion. Existing agentic frameworks are typically
optimized for coherence and factuality, not for maximizing
item coverage or optimizing for click-through rates in user
interfaces.

To fill the research gap above, we propose CARTS (Collab-
orative Recommendation Agent Framework for Titles), a
multi-agent LLM-based framework for generating module-
level recommendation explanations. This collaborative pro-
cess enables more accurate, diverse, and Ul-aligned sum-
maries compared to single-agent LLM baselines. CARTS
decomposes the task into three stages. First, in the Gen-
eration Augmented Generation (GAG) stage, a two-step
process is used to distill key item features and synthesize
initial candidate titles. Next, during the Refinement Circle,
feedback agents iteratively critique each title with respect to
item relevance, stylistic constraints, and length limitations.
These critiques are then used to guide the generator in pro-
ducing progressively improved title versions across multiple
iterations. Finally, in the Arbitration stage, an Arbitrator
selects the final title that best balances semantic relevance



CARTS: Collaborative Recommendation Agent Framework for Titles

Versatile Summer Dresses: Stylish and Comfortable

Based on what customers bought

Clearance

1 8 1 1 +10 L 1 & 1+
$1.99 ping

Mare options from $057

$6.29
More options from $5.39

XIUH Womens Solid Color
Round Neck Beach Dress Plus
Pleated Swing...

Looligat Sundresses for
Women,Fashion Women O
I Solid Pockets...

Size Sleeveless Neck Casu

L4 3 SRl

Shipping, arrives in 3+ days

‘Vr.ln' price Reduced prce

Now $19.98
More options from $16.58

Now $11.29 51399
Options from $11.29 - $1255

PPYOUNG Women's Summer
Casual V Neck T Shirt Dresses
Simple Tank Vest Dress Beach..,

CRAYNER Women Summer
Sleeveless Dresses Casual Swing
T Shirt Dresses Beach Cover u...

L2 4 2 3 NN LA 2 2 3 b

Figure 1. Example of a Product Carousel with Human-Curated Module Title

and constraint satisfaction.

In addition to its architectural novelty, CARTS provides a
theoretical foundation for the agent collaboration process
by framing title generation as a constrained coverage opti-
mization problem. We theoretically analyze the Refinement
Circle and derive approximation guarantees on the number
of refinement steps required to reach near-optimal coverage
under practical character-length constraints. Specifically,
under assumptions of reliable feedback and generator agents,
we prove that CARTS can achieve a desired fraction of opti-
mal relevance with high probability in a bounded number
of iterations. This theoretical insight not only differenti-
ates CARTS from prior heuristic agent workflows, but also
grounds its design in convergence-aware optimization.

We evaluate CARTS through extensive offline experiments
and online A/B tests on a real-world e-commerce platform.
Results demonstrate that CARTS improves both module-
level relevance scores and business outcomes such as click-
through rate (CTR), add-to-cart rate (ATCR), and gross
merchandise value (GMV), highlighting the promise of
multi-agent LLM systems in real-world recommendation
workflows.

Our contribution are summarized as follows:

* We propose CARTS, a novel multi-agent LLM frame-
work that integrates generation, refinement and arbi-
tration to collaboratively generate concise module ti-
tles that maximize item-level relevance coverage under
practical constraints.

* We provide a theoretical analysis of CARTS’s Refine-

ment Circle, proving an approximation guarantee on
the number of steps required to achieve near-optimal
item coverage under length constraints, based on re-
liability assumptions of the feedback and generator
agents.

* We demonstrate the empirical effectiveness of CARTS
through comprehensive offline experiments and online
A/B tests, showing consistent improvements in both
explanation quality and commercial impact.

2. Related Works

Recommendation systems are crucial in various industries,
retrieving relevant documents for users based on context.
Recommendation explaination can help reduce customer
confusion and abandonment (Ge et al., 2022), making it
important to explain recommendations and align them with
explanations (Zhang et al., 2020).

Classic recommendation explanation approaches often use
surrogate models trained alongside the primary recommen-
dation model (Catherine et al., 2017; Chen et al., 2021;
Wang et al., 2018). Recent advancements in Large Lan-
guage Models (LLMs) have extended their applicability
to various domains (Maragheh et al., 2023a;b; Chen et al.,
2023; Wei et al., 2024), including recommendation explana-
tion (Lei et al., 2023; Gao et al., 2024). However, default
LLM-based frameworks may struggle with complex tasks,
potentially leading to hallucinations (Huang et al., 2023).
To address this, agentic frameworks have emerged, combin-
ing LLMs with planning and memory modules to enhance
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Figure 2. The overview of proposed multi-agent methods for module title generation.

performance and execute complex tasks more effectively
(Wang et al., 2024a; Zhang et al., 2024).

The most simple agentic frameworks use a single agent to
complete the entire sequence of tasks. While effective in
many cases (Wang et al., 2023; Zhang et al., 2023), single-
agent frameworks may struggle to handle highly complex,
multi-faceted tasks due to their lack of specialization and
inability to multitask effectively. Generating recommenda-
tion explanations, for instance, requires satisfying multiple,
often competing objectives, such as ensuring high relevance
to recommendations while being concise, persuasive, and
transparent to customers. Single-agent approaches may not
be able to sufficiently balance these diverse requirements.
Multi-agent frameworks, by contrast, uses the collective
intelligence of individual specialized LLM agents, are ca-
pable of imitating complex settings where humans engage
in collaboration to achieve a common goals, through plan-
ning, discussions, decision making, task conduction, and
evaluation (Wang et al., 2024b; Liang et al., 2023; Du et al.,
2023).

Different from existing recommendation explanation stud-
ies, which usually focus on explaining the single recom-
mended item, CARTS introduces a novel multi-agent frame-
work specifically tailored for the task of generating unified
and compelling carousel titles for a list of recommended
items, aiming to improve module transparency and increase
customer engagement. Previous existing multi-agent sys-
tems mainly focus on general problem-solving or conver-
sational collaboration, CARTS deploys specialized LLM
agents that iteratively refine the generated module titles to
address the diverse requirements in effective eCommerce
carousel titling, leading to a significant improvement in ti-
tle quality compared to single-agent or simpler sequential

approaches.

3. Methodology

In this section, we formally describe the proposed CARTS
framework. Our approach consists of three main compo-
nents: (i) Generation Augmented Generation (GAG) (i1)
Refinement Circle (iii) Arbitration. Figure 2 illustrates the
entire pipeline.

3.1. Problem Definition

Suppose a recommendation system produces a list of N
items: Z = {Iy,Is,..., Iy} to be displayed in a carousel
interface. Each item I; contains textual metadata such as:
(i) Catalog Information C; (e.g., product categories or sub-
categories), (ii) Title Text T;, Supplementary Text P; (e.g.,
seller descriptions or customer reviews). We write I; =
(Cy, T;, P;) fori = 1,2,..., N. Our goal is to generate a
succinct and persuasive module title, denoted Mi;e, that
highlights the shared use cases, advantages, or attributes
among the N recommended items. Formally, we seek a
function GEN such that My = GEN(I1, Iy, ..., Iy).

In addition to simply generating a title, we further desire that
Mt to be (i) relevant to as many items in {1, Io, ..., In}
as possible, and (ii) satisfy a given set of imposed constraints
on the written text (for instance to respects a practical length
limit, such as a maximum of K characters—reflecting Ul
constraints or readability considerations).

Let us define a relevance indicator, R(Mtitlc, Il-), which
evaluates how well the title corresponds to item I;. For
each item, R outputs 1 if M. is deemed relevant, and 0
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otherwise.! By assuming at least one constraint for character
length, we pose the selection of Mt as the following
optimization problem:

N
Iax ;R(Mtitlea I;) (M
subject to  len(Myiqe) < K, @
Miipe € C 3

where len(Mmle) denotes the character length of the pro-
posed title, and K is a threshold specified by the interface
constraints. The set C (constraint (3)) can represent any ad-
ditional conditions, such as stylistic guidelines or language
appropriateness rules.

In summary, we wish to choose a title M), that maximizes
the count of items for which the title is relevant, while en-
suring the title length remains below K. This setup allows
for diverse scoring functions or additional constraints (e.g.,
word-based or phrasing constraints) as required by the ap-
plication. In the subsequent sections, we discuss how our
LLM-based multi-agent framework (CARTS) is equipped
to implicitly balance these objectives and constraints when
generating, refining, and selecting the final module title.

3.2. Generation Augmented Generation (GAG)

A naive large language model (LLM) approach is to con-
catenate Iy, Io,..., Iy into a single prompt and directly
request a module title. As discussed in Section 3.1, our
goal is not only to generate a concise title but also to maxi-
mize the number of items for which this title is relevant, all
while satisfying a character-length constraint (see Eq. 1-2).
Direct prompting often yields irrelevant or under-specified
titles that fail to cover the shared attributes or exceed length
limits. Hence, we propose Generation Augmented Genera-
tion (GAG) in two steps, designed to spotlight each item’s
most salient features and thereby improve coverage within
allowable length bounds.

3.2.1. DISTILLATION OF KEYWORDS

In the first step, we focus on extracting a small set of key-
words for each item to highlight its essential features. Let
DISTILL be an LLM-driven function that produces [ key-
words from the catalog information, title text, and supple-
mentary text of item [;:

{K}!,K?,...,K!} = DISTILL(C;, T}, P;), (4

where K] f is the j-th keyword for item I;. This keyword set
allows the subsequent generation stage to more effectively

'In practice, R could be a more nuanced function (e.g., a con-
tinuous measure of semantic overlap), but here we use a binary
indicator for simplicity.

capture overlapping aspects across all items, thus increasing
the potential for broad relevance.

3.2.2. TITLE GENERATION WITH AUGMENTED
PROMPTS

Next, we augment the original metadata [; with the distilled
keyword set { K}, ..., K!}. Define Gyt1e as an LLM-based
function that produces a concise module title from the aug-
mented prompt:

M = Gano({(L KY). o (In KR} )
Here, Mt(i(ge is the initially generated title, which should ide-
ally cover the shared attributes of {I, ..., I} as much as
possible while remaining within the length limit K. In prac-
tice, the prompt can include explicit reminders (e.g., “The
title must not exceed K characters and should be relevant

to as many items as possible”) to help the LLM internalize
these constraints.

3.3. Refinement Circle

To further improve coverage and manage the length con-
straint, we introduce a refinement loop involving multiple
LLM agents:

1. A generator agent, which proposes a candidate title
based on the item information and the feedback.

2. A feedback agent, which evaluates the candidate title
and provides natural language feedback to the item
list. For example: (i) whether the title adheres to the
character limit &, and (ii) whether each item is relevant
to the title.

Formally, let EVAL be a function that critiques a candidate
title Mt(icge with respect to the item set Z and the constraints
in Egs. 1-2. The feedback is then used to refine the genera-

tion:

Feedback = EVAL(M{)., I,...,Iy),
o ©) (p ©)
M, = GEN (Feedback, M., {K7}).

We refer to this iterative process as Refinement Circle, where
the generator agent refines the title based on feedback to
improve coverage while maintaining the length constraint
K. While prior work mostly stops after a predefined number
of iterations (Wu et al., 2023; Yao et al., 2022), our key con-
tribution is a theoretical bound on the number of iterations
T required to approximate the optimal title. Specifically, we
analyze the convergence behavior of the refinement circle
and formally characterize how quickly it approaches the op-
timal title defined in Eq.,1. We present the detailed analysis
in Section 3.5.
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3.4. Arbitration Agents

Since LLM sampling can yield diverse outputs, the sys-
tem generates k candidate titles by executing the GAG and
Refinement Circle stages multiple times:

tltle’ titler * * tltle}

for the same set of items Z. Each candidate title is accompa-
nied by a corresponding “reasoning trace” (e.g., chain-of-
thought or justification), and may differ in both coverage
(i.e., relevance to the items) and length.

An arbitrator agent selects the best module title among the
k candidates. Let ARBIT be an LLM-driven function that
takes as input the k£ candidate titles and the moderator’s
summary Smod, and outputs a single best title:

MY Swoa)- ()

To approximate the objective in Egs. 1-2, the arbitrator may
internally rank each title based on (i) Coverage: The num-
ber of items I; for which the title is deemed relevant, (ii)
Length Compliance: Whether (or how closely) the title ad-
heres to the character limit K, (iii) Stylistic or Additional
Constraints: Including any platform or language guidelines.

Mena = ARBIT({M(”

title? * * *

Thus, Mgna is the final module title displayed in the
carousel, selected to balance item coverage and constraint
satisfaction in accordance with our optimization framework.
An algorithmic summary of the CARTS framework is pro-
vided in Appendix A.

3.5. Approximation Guarantee of CARTS

In this subsection, we derive a theoretical bound on the
number of iterations 7' required to approximate the optimal
title during Refinement Circle. Let C denote the set of all
feasible titles satisfying the length constraint len(M) < K.
We define the optimal achievable coverage as

OPT —maXZRMI)
ieEN

where R(M,I;) € {0,1} indicates whether the title M
covers item I;.

To enable the convergence analysis, we introduce two as-
sumptions:

Assumption 3 1 (-reliable feedback agent). At iteration

mlet Cry = Y e n ROM{T) ;) be the current coverage.
If C,,, < OPT, the feedback agent outputs a non—empty set

Uy, € N such that 31; € U, with R(M(m) I;) =0 (e.

title’
at least one uncovered item is flagged) with probablhty at
least 8 > 0.

Assumption 3.2 (y-reliable generator agent). Conditioned

on U,,, the generator produces a refined title Mé’g:l)

fying

satis-

1. Cuy1 — C,y, > 1 (covers at least one new item);
2. len(M{TT) < K;
3. RMSITY L) > R(MSE), 1) for all i (no

regression).

The generator succeeds with probability v > 0.
Theorem 3.3 (Approximate optimal coverage in 7' rounds).
Fixa € (0,1] and e € (0,1). Let p := By and define
OPT - C 2In(1
A(a, B,7,0PT,¢) = [a o, 2l /6)]
p b

Under Assumptions 3.1-3.2, running the genera-
tor—feedback loop for T > A(«, 8,7, OPT,¢) iterations
guarantees

Pr[CT > aOPT] > 1—e.

Proof. For m > 0 define
Y41 = 1[Cm+1 > C’m].
By Assumptions 3.1-3.2, whenever C,,, < OPT
PiY,, 11 =1 | history] > p =3,
and the Y,,,; are conditionally independent across rounds.

Let St := Zﬁzl Y, be the number of rounds that achieve
any improvement. Since each such round covers at least one
additional item and never loses coverage,

Cr > Co+ St.
Thus Cr > o OPT is implied by ST > o« OPT — Cj.
Each Y,,,11 stochastically dominates Bernoulli(p), so St

dominates Binomial(T, p). Consequently it suffices to
bound a Binomial lower tail.

For Z ~ Binomial(T, p) with mean y = pT and any § €
(0,1), by Chernoff bound,

Pr[Z < (1-0)u] < exp(— 52”).
Choose ¢ so that (1 — 0)u = a OPT — Cp,ie. 6 =1 —
%. Requiring the bound to be < ¢ gives

pT — (aOPT — Cy) > 2In(1/e),

which is equivalent to T' > A(«, 8,7, OPT,¢). At this T
Pr[St < aOPT — Cy] < ¢, so Pr[Cr > aOPT] >
1—e. O

Corollary 3.4 (Expected iterations to achieve OPT). Let
Topr := min{m : C,;, = OPT} and set T* = (OPT —
Co)/(B7). Then under Assumptions 3.1-3.2
OPT - P
ElTopr] < ——— + —.
[Toer] By By

Proof. Proof details can be seen in Appendix D. O
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Table 1. Compare CARTS with benchmarks.

B Beauty Electronics Fashion Home and Kitchen
enchmarks
LLM judge BERT LLM judge BERT LLM judge BERT LLM judge BERT

Vanilla 0.73 0.56 0.852 0.572  0.739 0.591 0.831 0.562
DRE 0.745 0.582  0.851 0.602  0.779 0.6 0.853 0.57
CoT 0.744 0.57 0.866 0.578 0.751 0.6 0.845 0.567
LLM-CoT 0.809 0.57 0.865 0.575 0.835 0.589 0.872 0.57
CARTS 0.891 0.634  0.939 0.655 0.928 0.70 0.953 0.631

4. Experiments
4.1. Datasets

For our experimental evaluation, we utilize the Amazon
Review dataset (Hou et al., 2024) across four categories:
Beauty, Electronics, Fashion, and Home and Kitchen. We
randomly sampled 1,000 anchor items from each category.
For each anchor item, we generated 10 similar recom-
mended items, yielding a total of 40,000 recommended
items across all categories. This comprehensive sampling
strategy ensured a diverse and representative dataset for our
study. Similar item recommendations were generated using
an approximate nearest neighbor (ANN) model in the item
embedding space. Item embedding vectors are derived from
item categories, titles, and descriptions with the Universal
Sentence Encoder (USE) model (Cer et al., 2018).

4.2. Benchmark Models and Evaluation Metrics

To demonstrate the efficacy of our proposed framework, we
compare its performance against four benchmark models:
Vanilla GPT (Vanilla), which utilizes a single vanilla LLM
call to generate the module title in a single step; Chain
of Thought (CoT), which enhances the generation process
by instructing the model to think step-by-step, following
the method proposed by Kojima et al. (2022); LLM-guided
Chain of Thought (LLM-CoT), which first prompts the LLM
to explicitly outline the reasoning steps required for the title
generation task before executing the task, as described in
Zhang et al. (2022); and the Data-level Recommendation
Explanation (DRE) framework, which generates keywords
for individual items first and then creates the title based on
these keywords (Gao et al., 2024).

We evaluate the quality and relevance of the generated titles
using two metrics.

* BERT Score: Computes semantic similarity between
the generated title and each item’s description using
token-level cosine similarity of BERT embeddings. We
calculate the score for each item-title pair and report the
module-level average. Higher scores indicate stronger
relevance.

e LLM Judge Score: Uses GPT-40 (OpenAl, 2023),

guided by the Chain of Steps prompting strategy
(Zheng et al., 2024), to assess if a title accurately rep-
resents each item. The model outputs 1 (relevant) or O
(not), and the module-level score is the average across
items.

4.3. Experiment Results with Benchmarks

Table 1 presents the performance comparison of four meth-
ods—Vanilla, CoT, LLM-CoT, and our proposed method
CARTS—on the Amazon Review dataset across four prod-
uct categories. We report BERT scores and LLM judge
scores using GPT-4o for the generated title results.

The Vanilla method, a single LLM call without explicit
guidance, exhibits the lowest performance across all cat-
egories on both metrics. It often produces generic titles
that lack comprehensive item coverage, leading to lower se-
mantic alignment (BERT Score) and reduced LLM-judged
relevance.

The DRE method, which distills keywords from item infor-
mation to guide title generation, consistently improves upon
Vanilla. It shows an LLM judge score improvement of 2-5%
and a BERT score improvement of 1.4-5.3%, demonstrat-
ing the benefit of providing structured input for the LLM
(except Electronics LLM judge score).

The CoT approach enhances performance by prompting the
model for step-by-step reasoning, improving LLM judge
scores by 1-2% and BERT scores by 1-1.6% over Vanilla.
This guided reasoning helps identify more salient features.
However, CoT’s single-agent, single-pass nature still lim-
its its ability to fully capture diverse attributes or correct
misalignments.

LLM-CoT explicitly separates reasoning and generation,
leading to significant gains in LLM judge scores compared
to CoT (e.g., Beauty: 0.744 to 0.809; Fashion: 0.751 to
0.835). However, its BERT scores do not show a correspond-
ing improvement, and its effectiveness remains bounded by
internal planning without external feedback for iterative
refinement.

Our proposed framework, CARTS, achieves the highest per-
formance across all categories and metrics. It significantly
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Table 2. Ablation studies of CARTS over four categories.

B Beauty Electronics Fashion Home and Kitchen
enchmarks

LLM judge BERT LIM judge BERT LLM judge BERT LLM judge BERT
CARTS w.t. refinement  0.827 0.633 0.9215 0.652  0.876 0.702  0.927 0.627
CARTS w.t. arbitrator 0.845 0.633 0.93 0.653 0.889 0.701 0.9345 0.628
CARTS 0.891 0.634  0.939 0.655 0.928 0.70 0.953 0.631

improves both LLM judge (12-26%) and BERT (10-18%)
scores compared to Vanilla.

In summary, the offline results demonstrate a consistent
and substantial performance gap, validating CARTS’s de-
sign choices and highlighting the importance of agent col-
laboration and feedback-driven optimization for effective
recommendation explanation.

4.4. Ablation Study

We conducted an ablation study to systematically evalu-
ate the individual contributions of the critical components
within CARTS. Specifically, we compared three variants: (i)
CARTS without refinement cycle, testing the impact of the
iterative evaluation-refinement loop; (ii) CARTS without ar-
bitrator, examining the effect of removing the final decision-
making agent; and (iii) the complete CARTS framework.

Results demonstrate that removing the refinement cycle sig-
nificantly reduces LLM Judge scores across all categories.
LLM judge scores reduces between 1.9% to 7.2% for four
categories, underscoring the importance of iterative refine-
ment in enhancing the relevance. Similarly, removing the
arbitrator agent caused a noticeable decline in module title
relevance performance, LLM judge score reduces between
1% to 5.4% for four categories, highlighting that explicitly
selecting the best candidate title among multiple refined
options is crucial for achieving optimal coverage. The com-
plete CARTS framework consistently delivered the highest
scores, confirming the indispensable role of each compo-
nent.

4.5. Comparision with Different LLM on
Summarazation

Table 3 compares five LLMs using BERT Score and LLM
Judge Score across four categories. GPT-40 achieves the
highest performance on both metrics, with BERT Scores
ranging from 0.631 to 0.700 and LLM Judge Scores consis-
tently above 0.89. This indicates strong semantic coverage
and item-level relevance, making GPT-40 the most reliable
model for our task.

Gemini-2.0-Flash ranks second, outperforming Gemini-1.5-
Flash across all categories. LLaMA-3 follows with moder-
ate performance. In contrast, GPT-3.5 shows the weakest

results, with LLM Judge Scores around 0.60 and BERT
Scores between 0.565 and 0.695, reflecting poor semantic
alignment and relevance.

Moreover, we observe that all models except GPT-3.5 con-
sistently respect the character-length constraint, which is
critical in real-world UI applications. Based on these results,
we adopt GPT-4o0 as the final model in our framework due to
its superior alignment, relevance, and constraint adherence.

4.6. Case studies

In Figure 3, we show two examples of module titles gen-
erated with CARTS. In Figure 3(A), this carousel shows a
list of Apple MacBook laptops, including Pro and Air two
models. The generated title “Sleek and high-performance
MacBook Pro and Air” successfully captures the two mod-
els and highlights the two key advantages of them (“sleek”
and “high performance”). In Figure 3(B), this carousel
presents a list of portable speakers from various brands.
Instead of a simple summarization “Portable Speakers”,
CARTS provides a carousel title showing the use scenarios
of these speakers: ”Outdoor and Party Music”, making it
more engaging and informative.

5. Online A/B Test Results

To evaluate the impact of generated module titles for cus-
tomer engagement and business metrics, we also conducted
an A/B test experiment for generated in-house module title
results and report the business related metrics, including
lifts on click-through rate (CTR), add-to-cart rate (ATCR),
and gross merchandise value (GMV). Figure 3 shows two
module title examples launched in the experiment.

In the A/B testing, the control is a black-box recommenda-
tion explanation model, while the variant has the module
specific titles generated by CARTS. The traffic was split
as 50-50 between control and the variant. The A/B testing
results are shown in Table 4.

The results demonstrate statistically significant increase in
CTR, ATCR, and GMV metrics. Specifically, the CTR has
an uplift of 0.8% and ATCR has an uplift of 6.28%, in-
dicating higher customer engagement with our generated
module titles. In addition, the GMYV, reflecting the total
sales value, showed a remarkable increase of 3.78%. These
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Table 3. Comparison of different LLMs on LLM Judge Score and BERT Score across four categories

LLM Beauty Electronics Fashion Home

LLM Judge BERT LLM Judge BERT LLM Judge BERT LLM Judge BERT
GPT-40 0.891 0.634 0.939 0.655 0.928 0.700 0.953 0.631
Gemini-2.0-Flash 0.850 0.581 0.870 0.566 0.840 0.640 0.860 0.617
Gemini-1.5-Flash 0.820 0.630 0.840 0.566 0.810 0.656 0.830 0.567
LLaMA-3 0.790 0.611 0.810 0.556 0.780 0.553 0.800 0.565
GPT-3.5 0.600 0.600 0.620 0.641 0.580 0.695 0.610 0.565

| Sleek and high-performance MacBook Pro and Air | (A) | Portable Speakers for Outdoor and Party Music | (B)

. - . .

WL "

Apple 2023 MacBook Pro
Laptop M2 Pro Chip with
12-core CPU and 19-core GPU:.

Apple MacBook Air 133 inch
Laptop - Space Gray, M1 Chip,
8GB RAM, 256GB storage

Restored Apple Macbook Pro
A1990 15" - Intel Core I7-8850H
- 16GB RAM 256GB Storage -

Apple MacBook Air - M3 - M3
10-core GPU - 8 GB RAM - 512
GB'SSD - 153" IPS 2880 x 186.

Soundcore by Anker- Flare 2
Portable Speaker | IPX7
Waterproof | 360 Sound |12

Bose SoundLink Flex Wireless Skullcandy Ounce XT Small
Waterproof Portable Bluetooth Portable Wireless Speaker, Light
Speaker, Black Red

soundcore by Anker- Select 2
Portable Speaker, 16W, 20-Hour
Playtime, IPX7 Waterproof

Figure 3. Two module title examples.

results confirm that the generated module titles not only
enhance customer-product interactions but also drive more
sales for the e-commerce platform. Please note that due
to proprietary data protection agreement, details about ac-
tual dollar value implementation costs and business metrics
cannot be published in the paper, however, increased busi-
ness metrics far exceed the cost of running our LLM-baed
multi-agent pipeline to generate the eCommerce module
titles.

Table 4. A/B testing evaluation results. The lift results are percent-
ages with 95% confidence interval.

CTR ATCR
0.8£046 6.28+2.07

GMV
3.78 £0.19

Lift

6. Conclusion

We presented CARTS, a multi-agent LLM framework for
generating concise and relevant module-level titles in recom-
mendation systems. Unlike existing multi-agent approaches
developed for unstructured domains like law or finance,
CARTS addresses the unique challenges of structured in-
put, length constraints, and engagement-driven objectives in
recommender settings. By decomposing the task into gen-
eration, feedback and arbitration agents, and introducing a
Generation-Augmented Generation (GAG) strategy, CARTS
achieves high semantic coverage under practical constraints.
We further provide theoretical guarantees on convergence to
near-optimal coverage. Extensive offline experiments and
real-world A/B testing confirm CARTS’s effectiveness in
improving title relevance, CTR, and GMV, demonstrating

the practical value of collaborative LLM agents in recom-
mendation workflows.

Impact Statement

The module title generation pipeline proposed in this study
can be applied to different eCommerce platforms with
carousels showing a group of recommended items. In addi-
tion, the proposed multi-agent framework with refinement
cycles can be applied to other complex text summarization
tasks in diverse domains, such as distilling key insights from
lengthy legal documents, or generating concise abstracts or
keywords for scientific literatures.
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Appendix A: Algorithmic Summary

Algorithm 1 summarizes the entire CARTS procedure in pseudocode. This procedure approximates the objective of
maximizing relevance coverage (i.e., number of items matched) while respecting a character limit X and any additional
constraints (see Eqgs. 1-3).

Note that under CARTS by prompting an LLM to extract only [ keywords, CARTS highlights each item’s essential attributes,
increasing the chance of capturing shared properties across items. Multiple language agents collaborate iteratively. A
feedback agent critiques each intermediate title for coverage (number of relevant items) and length adherence (< K),
while the generator agent refines accordingly. In addition, generating k distinct titles enables diversity. The moderator
summarizes each candidate’s coverage, length compliance, and reasoning. Finally, the arbitrator selects the single best
title that best satisfies the optimization criteria.

In Section 4, we show that CARTS significantly improves the relevance and transparency of generated module titles for
carousel recommendations, enhancing both offline coverage metrics and online user engagement.

Algorithm 1 CARTS: Multi-Agent Generation Augmented Generation

1: Input: A setof items Z = {Iy,..., Ix}, number of keywords [, number of title samples k, length limit K
Output: Final module title Mgy

1. Keyword Distillation
fori =1to N do

{K},...,K!} + DISTILL(C;, T;, P)
end for

2. Initial Title Generation

Mt(itge + Gue({(L;, K }Y,) {Prompt includes coverage and length reminders. }

3. Refinement Circle
form=1tokdo
Feedback!™ « EVAL (M (m=) T K ) {Checks coverage & length.}

title

120 MU GEN(Feedback(m), MY, {Kz]})

_.
TR0 X Uk w D

—

title title
13: end for

14: 4. Arbitration
15: Shod < MOD ({(Mt(me)n R(m))}fnﬂ)

16: Mipal eARBIT({M(m) k

title fra=1> Smods K ) {Selects title maximizing coverage while respecting K.}

17: return Mg,

Appendix B: Sample Generation Results for CARTS
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Cozy Home Scented Candles for Ambiance

Based on what customers bought (A)

Best seller Bost seller Bost seller

+2 options +2 options +2 options
§7.18 2.4 ¢loz $3.96 344 cloz $3.96 344 cioz §3.96 344 cioz
Mainstays Beachside Linen Mainstays Garden Rain 3 Wick Mainstays Fall Farmhouse 3 Mainstays Vanilla Scented 3-
Scented 3 Wick Candle, 11.5 oz. Candle, 11.5 oz Wick Candle, 11.5 oz Wick Glass Jar Candle, 11.5 oz
L3 8 4 & HEE hkkkl 19 4.8 4 3 HEIE wRRRA 206
Save with W+ Save with W+ Save with W+ Save with W+
Shipping, arrives in 3+ days Shipping, arrives in 3+ days Shipping, arrivas in 2 days Shipping, arrives in 2 days

All-Season Performance and Durability Tires

Based on what customers bought

Reduced price

$178.88 Now $207.88 523255 $767.96 $224.99

Goodyear Wrangler Fortitude Goodyear Wrangler All-Terrain 4 New Goodyear Wrangler Goodyear Wrangler Steadfast
Ht 255/65R17 10T All-Season Adventure 255/65R17 10T All- Fortitude HT All-Seasen Tires - HT All Season 255/65R17 110T
Tire Terrain Tire 255/65R17 110T Fits: 2004-08... Light Truck Tire

Adokkdr 353 drdedkdd 335 L2 8 8 8 & drkdkok 2

Shipping, arrives in 3+ days Shipping, arrives In 3+ doys Shipping. arrives In 3+ days Save with W+

Shipping, arrives in 2 days

Figure 4. Sample Generation Results for CARTS. Examples from (A) Candles, (B) Tires
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Smartphone Trio: Power, Performance, Style

Based on what customers bought

[ 1n200+ people’s carts

$59.88

Cricket Wireless Moto G Stylus
2023, 128GB, 4GB RAM, BMP
FF Camera, Blue - Prepaid...

s dekdly 030

Save with W+

Pickup available

Dalivary available
Shipping, arrives in 2 days

Sponscred

$199.00

Straight Talk Motorola Moto G
Stylus 5G (2024), 128GB, Beige

- Prepaid Smartphone [Locked...

ddederir 22

Save with W+

Shipping, arrivas in 3+ days

$59.88

Total by Verizan Motorala Moto
G Stylus 4G (2023), 64GB, Blue
- Prepaid Smartphone [Locked...
eddedr iy 193

Save with W+

Pickup available

Delivary avallable
Shipping, arrivas in 32 days

Luxurious Bedding for Ultimate Comfort and Style

Based on what customers bought

Y

+ Add

$12.00

1500 Thread Count Hospitality
Fitted Sheet 1-Piece Fitted
Sheet, Queen Size, Grey

dedrdr ey 704

Save with W+

Shipping, arrives in 2 days

Clearance

\

Options

Sponsored
Now $18.99 52455
Options from $18.99 - $38,99

Shilucheng Cooling 4 Piece
Luxury Bed Sheets Set, 1800
Series Microfiber Bed Sheets,...
drdedrodkeos 262

Save with W+

Shipping, arrives in 2 days

Options

[l
Now $17.99 52333
Mare options from $16.99

® +16

Lux Decor Collection Twin
Sheets Set, Deep Pocket 4 Pc
Bed Sheets Set - Wrinkle, Fade...
ek ke oy 261

@ Extra savings available
Sign in

Shipping, arrives in 3+ days

Now $49.88 55588
ATET Motivate Max 32G8B,
Celestial Blue - Prepaid
Smartphone

dedeked iy 105

Save with W+

Pickup available

Dalivary available
Shipping, arrives in 2 doys

$25.00

Bedding Qutlet 1500 Series 4-
Piece Bed Sheet Set, Deep
Pocket up to 16 inch, King Grey
ey |

Shipping, arrives in 3+ days

Figure 5. Sample Generation Results for CARTS. Examples from (C) Smart Phones, and (D) Bedding Products
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Appendix C: prompts for CARTS

Keywords generation prompt

You are an English speaking eCommerce catalog specialist. You are an expert in generating keywords for a given
product.

Consider the following product:
{prod_info}

Output at most 5 short keywords relevant to the product.

Please just output the keywords and separate them with commas.
Do not add any other text.

GAG prompt

~

You are an eCommerce specialist. Your expertise is in generating a title for a group of items presented in an
eCommerce module.
Your task is to name this eCommerce module.

The list of products and their associated keywords are:
{prod_info_and keys}

Generate a module title for the list of items to explain them, aiming to increase customer engagement and improve
eCommerce module transparency.

Restrict the response to the following format strictly:

“title: A maximum of 10 word title that is relevant to the list of items.”

Feedback Prompt

You are an evaluator that evaluates the generated titles for a group of items.

Here is the generated title:

{title}

Here is the set of items and their associated keywords that the title is generated for them:
{prod_info_and keys}

Determine if the title is relevant enough to some or all of the items and can increase customer engagement or improve
ecommerece module transparency.

If so, provide concise feedback pointing to at least one such uncovered item that the generator could improve on.
Keep the feedback within 30 words.
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Regeneration Prompt

You are an eCommerce title generation specialist working in a refinement circle. Your task is to improve a previously
generated title based on feedback from an evaluator.

The list of items and their associated keywords are:
{prod_info_and keys}

The original title was:
{title}

The evaluator provided the following feedback:
{feedback}

Generate a refined title that

(1) addresses at least one uncovered or weakly covered item indicated in the feedback
(2) preserves all existing item coverage in the original title.

(3) Ensure the revised title is no more than 10 words and formatted exactly as follows:
title: jyour refined title;,

.

Arbitrator Prompt

You are an eCommerece specialist tasked with selecting the best title for an eCommerce module after refinement.
You are given two titles:

1. The original title: title
2. The refined title: title_2

These titles are generated based on the following list of products and their associated keywords:
{prod_info_and keys}

Select the title that is more relevant and likely to increase customer engagement and improve module transparency.
Output only the selected title.

Appendix D: proof of collary 3.4

Proof. Apply Theorem 3.3 with o = 1. For any integer k > 0 set ¢ := e~*. Then with T}, := A(1, 8,7, OPT,e;) =

T + % we have Pr[Topr > Ti] < e~ *. Using the tail-sum representation E[Topr] = tho Pr[Topr > t] and
splitting the sum into blocks of length 2/(5y) gives

2

2
E[T: < T 4+ =N eh < Ty
Topr] 3D .
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