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ABSTRACT

Transformers have gained great popularity for sequential modeling, especially in
fields such as natural language processing (NLP). Recently, numerous architec-
tures based on the Transformer framework are proposed, leading to great achieve-
ments in applications. However, the working principles behind still remain myste-
rious. In this work, we numerically investigate the geometrical properties of data
representation learned by Transformers, via a mathematical concept called intrin-
sic dimension (ID), which can be viewed as the minimal number of parameters
required for modeling. A series of experiments, mainly focusing on text classifi-
cation tasks, backs up the following empirical claims on relationships among em-
bedding dimension, depth, respective ID per layer and tasks performance. First,
we surprisingly observe that a higher ID (of terminal features extracted by Trans-
formers) typically implies a lower classification error rate. This is contrary to that
of CNNs (or other models) performed on image classification tasks. In addition,
it is shown that the ID per layer tends to decrease as the depth increases, and this
reduction usually appears more significant for deeper architectures. Moreover, we
give numerical evidence on geometrical structures of data representation learned
by Transformers, where only the nonlinear dimension reduction can be achieved.
Finally, we explore the effect of sequential lengths on the ID and tasks perfor-
mance, which guarantees the validity of data reduction in training. We hope that
these findings can play a guiding role in hyper-parameters selection and dimen-
sion/data reduction for Transformers on text classification and other mainstream
NLP tasks.

1 INTRODUCTION

Transformers (Vaswani et al., |2017) have made a great difference in many machine learning fields,
particularly leading to significant advances in natural language processing (NLP) and computer vi-
sion (CV). It has been shown that the Transformer architecture is capable of handling large-scale
datasets, usually with the help of sufficiently many parameters, with bert (Devlin et al.,2018)), GPT-
3 (Brown et al.| [2020) and bart (Lewis et al., 2019) as typical examples, and achieves impressive
performance: When the Transformer is trained on enough samples, it often outperforms other com-
peting models such as CNNs (Dosovitskiy et al.l 2020). As the potential of Transformers is further
tapped, a large number of variants of Transformers have emerged. For example, reformer (Ki-
taev et al.,[2020) reduces the original computation complexity from O(L?) to O(L log L) by using
locality-sensitive hashing, where L denotes the sequential length. Sparse Transformer (Child et al.,
2019) introduces sparse factorizations to reduce the memory cost from O(L?) to O(Llog L). Lin-
former (Wang et al., 2020) uses low-rank matrices to approximate the self-attention mechanism to
further reduce both the computational cost and memory cost from O(L?) to O(Llog L).

Despite the vigorous development of architectures, the working principles behind Transformers are
still mysteries. The Transformer is often hard to train and we still know little about how it works
and how the performance changes when the embedding dimension and depth increase. However,
clarifying these problems is quite important because people are developing larger and deeper Trans-
formers with additional training techniques to get better performance. Recently, there have been
some preliminary works. (Xiong et al.2020) and (Popel & Bojarl 2018) numerically illustrated the
effect of tuning hyper-parameters on training Transformer. (Huang et al. |2020) explores the diffi-
culty of optimizing the Transformer model, and proposes a new initialization method to benefit the
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training of deeper Transformers. (Wang et al.| [2019) also investigated on how to train huge Trans-
former models. (Wang et al.,|2022)) successfully trained a Transformer with a depth of 1000 layers.
In this work, we make an initial attempt to clarify the working mechanism of the Transformer from
the perspective of the ID of the Transformer representation.

Generally, people realize that the real-world data such as sounds, texts, images, etc, tends to possess
some kind of low-dimensional structures. That is, only a small fraction of dimensions is required
to characterize sampled data and underlying target relationships. It is reasonable to consider, for
example, the dataset formed by all the 224 x 224 x 3 RGB pictures labeled as dogs. There are in
principle 224 x 224 x 256 x 3 = 38535168 possibilities, but the “intrinsic” number of pictures of dogs
recognized by people is usually much less, where considerable similarities are common. Many algo-
rithms and techniques in deep learning formally exploit the ubiquity of these low-dimensional data
structures, such as (Hinton & Salakhutdinov, [2006) and (Gonzalez & Balajewicz, |2018)). Intrinsic
dimension (ID) (Amsaleg et al.| [2015),(Houle et al.; 2012)),(Cutler} |[1993) is an important mathemat-
ical tool to characterize the geometrical structure of data. It represents the minimal number of pa-
rameters required for modeling certain ground truths, hopefully capturing the low-dimensional data
structures. In this work, we mainly investigate the data representation by Transformers to uncover
different and interesting phenomena via the concept of ID. Our contributions can be summarized as
four aspects:

* We analyze the variation of ID for data representation learned by successive Transformer
blocks. It appears a dimension reduction phenomenon across layers, which can be strength-
ened by deepening the architecture.

* We show the geometrical structures of Transformers for sequential modeling: it seems
that Transformers can only achieve nonlinear dimension reduction when applied to text
classification tasks.

* We explore the relationship among embedding dimension (ED), intrinsic dimension (ID)
of learned representation and tasks performance, which motivates a straightforward inter-
pretation on the benefit of increasing ED from the perspective of ID.

* We investigate the effect of training dataset reduction via sequential lengths, which shows
negligible influence on the IDs and tasks performance. This motivates potentially a guid-
ance for efficiency in practical applications.

2 RELATED WORK

TwoNN method. There are lots of works on how to estimate ID of the given datasets. For exam-
ple, (Fukunaga & Olsen, |1971), (Bruske & Sommer, |1998) are methods based on PCA. (Levina &
Bickel, |2004)) is a method based on maximum likelihood estimation (MLE). (Costa & Hero, 2004])
estimated the ID by using the so-called geodesic-minimal-spanning-tree. (Kégll |2002) utilized ca-
pacity dimension to estimate intrinsic dimension . (Facco et al.,|2017) presented an estimation ap-
proach named as TwoNN, which takes advantage of the closest and second closest samples to form
modeling probability distributions. Considering its computational efficiency, the TwoNN method is
adol{jted in this work to estimate intrinsic dimensions of the representations learned by Transform-
ers

Mathematically, the TwoNN has the following procedure. Given the dataset D = {;}¥ ;. For
each data point x;, denote its distance to the closest and second closest sample as s; 1 and s; 2,
respectively. The TwoNN method estimate the ID by modeling the statistics

54,2

S; =
Si,1

Actually we can model the statistics s; := Zl—f by a Pareto distribution (Hussain et al.
2018),(Rootzén & Tajvidi,|2006) and hence get '

"We refer https://github.com/ansuini/IntrinsicDimDeep for some codes.
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Here, the intrinsic dimension of the dataset D, namely d, can be easily estimated by a common
maximum likelihood method. To be more clearly, we give a pipeline of TwoNN method below.
+ Ramdomly select N data point, get D = {x;} ;.
* For each z; in D, calculate the distance of closest and second closest data denoted as s; 1
and 5i,2-

Si,2
Si1’

e For each x; in D, calculate the statistics s; :=
. . N N —(d+1) . . .
* Estimate d in P((s1, S2,....,sn) | d) =d" [[;_; s; by maximum likelihood method
and the d is the estimation of ID.

Intrinsic dimension in deep learning. The performance of intrinsic dimension in deep learning
architectures has been also studied recently. For example, (Pope et al.| 2021) generated fake images
by GAN to control the upper bound of ID in order to verify the accuracy of the ID estimation method.
(Ansuini et al.;,[2019) analyzed variation of ID of the representations cross the layer for some classi-
cal neural networks, such as the ResNet (He et al.,2016) and VGG (Simonyan & Zisserman, |[2014)),
on the image classification tasks. (Aghajanyan et al., [2020) studied the effect of pre-training on the
intrinsic dimension for NLP tasks. However, compared to CNNs and other models applied to com-
puter vision tasks, the related research on sequential models for NLP tasks such as Transformers are
still limited despite of its great popularity. The current work aims to fill this gap.

3 RESULTS

We first introduce the experiment setup, then report our results in five aspects.

3.1 EXPERIMENT SETTING

Tasks. To explore the ID of Transformers in a convenient manner, we conduct numerical exper-
iments on the text classification task. The reasons are as follows. First, the text classification is a
representative but important task in natural language processing, and has wide applications such as
spam detection (Crawford et al., 2015), (Asghar et al. 2020), text style classification (Wu et al.,
2019), (Sudhakar et al.,2019), sentiment analysis (Medhat et al.,|2014), (Xu et al.,|2019) and so on.
In addition, a great number of works, such as (Devlin et al., 2018), (Wang et al., 2020), (Shaheen
et al.,2020) and so on, have shown a great success of the Transformer architecture applied to the
classification task. Moreover, people usually use only a series of encoder blocks (with an additional
MLP (Rosenblatt, 1961) block for classification) in the framework of Transformer when conducting
the text classification, which implies the convenience for ID analysis. As a comparison, for other
tasks where decoders are necessary, e.g. the text generation, one may encounter difficulties for the
layer-wise ID computation and analysis.

Datasets. The experiments are performed on three datasets: IMDB (Maas et al.,|2011), AG (Zhang
et al., 2015) and SST2 (Socher et al., 2013). Among them, IMDB (Maas et al,, [2011)) is a two
classification movie review dataset with 25,000 training data and 25,000 test data; AG (Zhang et al.,
2015) is a news articles four classification dataset with 120,000 training data and 7,600 test data;
SST2 is a two classification movie review dataset with around 7,000 training data and 2,000 test
data.

Models. We use the classic Transformer model (Vaswani et al., [2017) with successive encoder
blocks to extract features and learn data representation of the full input texts. As a common prac-
tice and also for simplicity, pure MLPs (Rosenblatt, 1961)) are applied for the terminal classification
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layer, which maintains to a large extent the dominating effect on the final performance of the Trans-
former (encoders)ﬂ

Goals and related hyper-parameters. The present work aims to study and analyze the relation-
ship between intrinsic dimensions of the representations learned by Transformers and the corre-
sponding classification performance. To achieve this and conduct more comprehensive and rigorous
experiments, we set to vary the following hyper-parameters:

* D: depth, i.e. the total number of layers of the Transformer.

* ED: embedding (Mikolov et al. [2013) dimension. For simplicity and by convention (fol-

lowing the classic work (Vaswani et al., 2017)), we set the dimension of each hidden layer
to be equal.

That is, the goal is to find out their influences on the ID and classification accuracy. We unfold the
analysis from the following aspects.
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Figure 1: The variation of ID with respect to hidden layers.

3.2 THE LAYER-WISE VARIATION OF INTRINSIC DIMENSIONS

We first study the variation of ID across different layers. For a Transformer model with depth D and
hidden dimensions {n;}/2 ,, every input data is successively mapped into a n;-dimensional vector
space, [l = 1,2,--- , D. However, the hidden dimension is incapable of characterizing the inherent

geometrical structures of data. Here, we use the TwoNN (Facco et al., 2017) method to compute the
respective ID per layer.

Following the setting presented in Section [3.1} we perform experiments on three datasets (AG,
IMDB and SST2), using the Transformer model with varied depths and embedding dimensions:
D € {4,6,8}, and ED € {128,256, 512}. The intrinsic dimension and its variation with respect to
different layers are shown in Figure[I] The horizontal axis of Figure [T|represents each layer, where
emb and layer ¢ denote the embedding layer and the ¢-th encoder layer, respectively. The vertical

axis shows the corresponding ID. Every single line in Figure[T|represents the layer-wise variation of
ID under a certain hyper-parameters configuration.

From Figure[T] one can straightforwardly obtain the following observations:

* With the increase of depth, the overall intrinsic dimension appears a downward trend. Gen-
erally, the ID may only increase at the first encoder layer (see Figure |I| (c)), and then
decreases through the following layers, and reaches the minimum at the last layer. This

2We also refer https://github.com/lyeoni/nlp-tutorial/tree/master/
text—-classification-transformer for some codes.
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decrease process of ID across layers can be regarded as a type of dimension reduction for
Transformers along with the extraction of effective information for the final classification.

* When fixing the model depth on a certain dataset, we find that the intrinsic dimension
basically increases with the embedding dimension. In fact, according to Figure |1| the
above conclusion always holds for all depths and datasets. This result is natural at the first
glance, since when increasing the embedding dimension, the (initial) intrinsic dimension
generally increases as well, which leads to an increment of the terminal ID.

To scope the dimension reduction effect in a detailed manner, we can further check the variation of
ratios of intrinsic dimension over embedding dimension and hidden dimensions, which is convenient
and straightforward since the last two has been set to be equal. It is shown that the ratio is about
O(1071) at the embedding layer (approximately 0.1-0.3), while it is notably reduced to O(10~2) at
the final layer.

3.3 CORRELATIONS BETWEEN INTRINSIC DIMENSIONS AND CLASSIFICATION ACCURACY
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Figure 2: The positive correlations between the ID and classification accuracy.

Since ID characterizes the intrinsic (geometrical) structures of data distribution, and the classifica-
tion performance directly depends on the final representation extracted by the last hidden layer of
Transformers, it is reasonable to believe that the ID of the last hidden layer (terminal ID) is correlated
with the predicted classification accuracy.

Therefore, we numerically investigate the relationship between terminal ID and corresponding clas-
sification error rate for various configurations of hyper-parameters and datasets, see Figure [2| For
robustness, the training costs several independent runs using randomized initialization to ensure the
convergence. The horizontal axis in Figure 2] represents the error rate of classification and vertical
axis shows the ID of representation learned by the last hidden layer. The dash lines connect the
results for different depths under a fixed embedding dimension, with the stars as mean values for
both terminal ID and error rates.

From Figure |2} one can observe that although all experiments are performed under the same type
of hypothesis space (i.e. Transformers), there are remarkable differences in term of classification
performance and terminal ID along with the model size (the ED herein). As is shown in the solid
lines in Figure [2} the terminal ID basically increases with the embedding dimension, while the
classification error changes adversely. Interestingly, the uncovered phenomenon for Transformers
applied to NLP tasks is opposite to that in (Ansuini et al.,|2019), where the terminal ID of CNNs is
positively correlated with the classification error rate in image modeling.

The underlying interpretation may be as follows. When the embedding dimension increases, accord-
ing to the discussion in Section[3.2] we get a larger ID for the representation of input data, resulting
in an increment of the terminal ID. Meanwhile, a higher embedding dimension, as well as hidden
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dimensions, definitely extend the corresponding hypothesis space for modeling. Hence, it is reason-
able to gain a better classification accuracy. Based on this phenomenon, increasing the embedding
dimension helps to enhance classification performance via enlarging the intrinsic dimension.

This point may motivate a further extension for practical guidance in applications: one can imagine
a principled method to utilize the terminal ID as a posterior “indicator” for generalization. That
is, by monitoring the variation of terminal ID during training, we may achieve to guarantee better
classification performance without using a completely new dataset for both validation and test. This
would benefit a lot when encountering limited data in practical applications and hence deserves to
explore in the future work.

Remark 1 Our investigation shows the inherent nature of transformer models on textual tasks. For
ViT models, the conclusion conclusion no longer holds as in Table 1. We notice that either the ViT
embedding dimension or the ViT depth influence have little effect on ID.

fixed depth=7 | last layer’s ID fixed ED=384 | last layer’s ID
ED=192 23.52 depth=3 22.02
ED=288 23.07 depth=5 22.33
ED=384 22.51 depth=7 22.51

Table 1: The correlations between the ID and classification accuracy of ViT model on CIFAR-10
dataset. The left subtable shows the results under a fixed depth and the right one shows those under
a fixed embedding dimension.

3.4 A PRINCIPAL COMPONENT ANALYSIS VIEWPOINT OF DATA REPRESENTATION
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Figure 3: PCA results on data representation of the last hidden layer (ED = 256, depth = 6).

There are many tools to estimate the intrinsic dimension of data representation, such as a series
of methods based on principal component analysis (PCA) ((Fukunaga & Olsen, [1971)), (Bruske &
Sommer, |1998)), TwoNN (Facco et al., 2017) and so on). Due to the computational efficiency, the
TwoNN algorithm is selected. One can refer to Section 2] for further details.

According to the results shown in Figure [I] we conclude that the intrinsic dimensions of Trans-
formers are much smaller than embedding and hidden dimensions. In this section, we will further
illustrate that the data representation learned by Transformers exists on low-dimensional but curved
manifolds instead of flat subspaces, hence are incapable of model reduction via linear methods.

To achieve this, we perform the classic PCA (Pearson, |1901) method on the normalized covariance
matrix of each layer in Transformers for varied hyper-parameters and all three datasets. Figure
[3] shows the results obtained on the last hidden layer. The horizontal axis represents the order
of eigenvalues of data representation in a descending sort. The vertical axis shows the value of



Under review as a conference paper at ICLR 2023

corresponding eigenvalues. The green and red vertical dotted lines denote the number of components
required to capture 50% and 85% of the variance in data representation. Here, we call the abscissa
indicated by the red line as PCA-ID, meaning the “pseudo” intrinsic dimension computed by a direct
PCA method.

It is shown that the ID derived from the TwoNN method is much smaller than the PCA-ID. For
example, the ID shown in Figureﬂ] (a) is about 34 for ED = 256 on the AG dataset, while the PCA-
ID shown in Figure[3|(a) is about 180 under the same setting, which is 5-6 times larger. Furthermore,
the ratio of PCA-ID with respect to embedding dimension is about 0.7-0.9, which is much larger than
that of ID (0.05-0.15). The great difference between ID inferred by TwoNN and PCA method shows
the strong nonlinearity in the correlations among data samples. Based on the above results, we
conclude that the space where data representation is located is totally not a linear subspace, but a
certain curved manifold, which prevents people from performing the basic linear model reduction.

3.5 THE EFFECT OF INTRINSIC DIMENSION REDUCTION WITH RESPECT TO DEPTH

depth=4 depth=8
emb layer’s ID last layer’sID decrease | emb layer’s ID last layer’s ID  decrease
ED=128 42.04 27.85 14.19 43.81 27.14 16.66
ED=256 54.91 33.86 21.05 55.09 32.44 22.65
ED=512 60.93 37.21 23.73 60.96 32.46 28.50

Table 2: The ID reduction w.r.t. depth for different embedding dimensions on the AG dataset, where

“emb layer” denotes the embedding layer.

depth=4 depth=8
emb layer’s ID last layer’sID decrease | emb layer’s ID last layer’s ID  decrease
ED=128 52.36 38.74 13.62 51.14 37.68 13.46
ED=256 73.91 55.65 18.27 72.98 47.30 25.68
ED=512 102.41 69.86 32.55 103.33 60.55 42.78

Table 3: The ID reduction w.r.t. depth for different embedding dimensions on the IMDB dataset.

depth=4 depth=8
emb layer’s ID lastlayer’s ID  decrease | emb layer’s ID last layer’s ID  decrease
ED=128 40.85 34.50 6.34 41.39 30.12 11.26
ED=256 52.29 41.48 10.82 48.32 37.87 10.45
ED=512 60.30 46.22 14.08 59.8 43.27 16.53

Table 4: The ID reduction w.r.t. depth for different embedding dimensions on the SST2 dataset.

In Transformers as well as other neural network architectures, the model depth always plays an
important role. A shallow model may have weak representation ability and poor training perfor-
mance, while a quite deep model may lead to generalization issues such as overfitting (poor test
performance) and requires unacceptable computation and memory cost. In this section, we further
investigate the dependence of ID variation on the depth.

According to Figure[T] an ID reduction phenomenon across layers appears. To further track its effect
with respect to the model depth, one can naturally focus on the gaps between IDs of embedding
layers and last hidden layers. Since the relevant ID results have been already shown in Figure [T} we
just summarize them in Table and {4|P’| It is straightforward to have the following observations:

* Fix the dataset and embedding dimension, the IDs of embedding layers almost remain the
same despite the change of depth.

* Fix the dataset and embedding dimension, the IDs of last hidden layers often decrease
significantly with the increase of depth.

3Here, the depth 6 case is not included due to space constraints.
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» Combining the above two points gives that, the Transformer model shows a larger dimen-
sion reduction across layers for deeper architectures.

A direct explanation for the above phenomena is as follows. When fixing the embedding dimension,
the learned representation of input data basically remains accordant, which implies similar IDs of
embedding layers. Meanwhile, according to Figure [T] and the discussion in Section [3.2] the ID
reduction effect may strengthen through more layers, i.e. deeper models.
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Figure 4: The length distribution of each dataset.

3.6 INSTANCES OF DATA REDUCTION: INFLUENCE OF SEQUENTIAL LENGTHS

In practice, the Transformer model usually possesses massive parameters and hence requires large
dataset to guarantee reasonable training performance, resulting in enormous space and time costs.
Therefore, it would be meaningful if one can reduce the size of training dataset (“data reduction’)
without significant damages on the test performance. Motivated by this, we aim to investigate the
feasibility and procedure of data reduction in the training of Transformers from the viewpoint of
intrinsic dimension (of data representation). It is shown that unlike other hyper-parameters such as
the embedding dimension, the intrinsic dimension hardly changes with the sequential length of data
samples. This motivates potential chances to achieve data reduction by appropriately discarding
training samples.

As an initial attempt, we first focus on the sequential length of samples in the training dataset.
Specifically, given a dataset, we first sort all the sentences used for training by their lengths (i.e. word
counts, see the length distributions shown in Figure ), and then form a “long-set” by selecting the
top 80% longest sentences in the training dataset. Similarly, one can form a corresponding ““short-
set” by selecting the top 80% shortest sentences, while the original training dataset without any
reduction is called as "full-set”. In principle, we only remove extreme cases such as too short/long
samples, to hopefully avoid affecting the training data and performance. Naturally, the fest datasets
remain unchanged.

ID of embedding layer error rate

full long short | full long short
ED=128 | 4377 4623 4435 | 96 103 10.6
AG | ED=256 | 5549 5407 5721 | 88 95 10.1
ED=512 | 5896 5922 59.12 | 93 92 94

ED=128 | 51.10  51.17 4829 | 146 147 153
IMDB | ED=256 | 7438 7477 7178 | 13,5 13.6 14.1
ED=512 | 101.34 103.70 104.15 | 132 132 139
ED=128 | 42.10 41.63  42.16 | 233 259 26.1
SST2 | ED=256 | 53.17 53.14 5440 | 242 262 255
ED=512 | 62.23 60.51 62.84 | 22.8 24.6 243

Table 5: The effect of sequential lengths on IDs of embedding layers and classification errors, where
the depth of Transformers is fixed as 5.

We conduct experiments on these three training sub-datasets: long-set, short-set and full-set, for
various configurations of hyper-parameters (mainly embedding dimensions) and datasets. For each
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Transformer model trained under the above settings, we train and record the IDs of embedding layers
as well as the final classification error rates (on the full test datasets) in Table[3]

There is only a key phenomenon shown in Table 5} That is, if we check the results in Table [3]
row by row, both the IDs of embedding layers and classification errors do not change significantly,
despite that each Transformer model is trained on different subsets of the original training dataset.
This helps to verify the validity of data reduction in training, at least in the aspect of sequential
lengths. It would be valuable in applications where sufficient data is unavailable, and hence worthy
of exploration in the future work.

4 CONCLUSION

In this work, we propose a new perspective to understand the mechanism of Transformers, which is
related to intrinsic dimensions of data representation. Many interesting phenomena are numerically
uncovered to reveal the intricate relationships between intrinsic dimensions and task performance,
with respect to hyper-parameters such as depths, embedding dimensions of models and sequential
lengths of data. We form a series of empirical conclusions. On one hand, for the influence of
hyper-parameters on intrinsic dimensions and classification tasks performance, it is shown that there
are positive correlations among embedding dimensions, intrinsic dimensions and the classification
accuracy. In addition, the intrinsic dimension reduction across layers exists, which can be strength-
ened by deepening architectures. On the other hand, for the interaction between model and data
(i.e. modeling effect), we give numerical evidence that the data representation learned by Trans-
formers lies on curved manifolds. Furthermore, the data reduction in training can be valid, which
possibly motivates efficient methods to utilize data and applicable guidance for practical learning.
This deserves further exploration in the future. Certainly, the outlook is not limited. We intend
to extend the current research on classification to more general settings, particularly on generative
tasks. Moreover, the present work focuses on the basic transformer network, and it is also necessary
to further investigate the most commonly-used architectures such as typical pre-trained language
models. Apart from that, it is our goal to perform quantitative analysis to complete the theoretical
gaps of Transformers and intrinsic dimensions herein.
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