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Abstract—We propose a new sampling theorem, the
complete reconstruction of a function from its sam-
ples, for the space of variable bandwidth constructed
using Wilson expansions. The theorem is based on
the maximal gap between consecutive points and it
relates the lower sampling rate to the bandwidths
that have an influence on the reconstruction on each
particular interval of the signal.

1. MOTIVATION

A function f € L%(R) is said to be bandlimited
if it belongs to the so called Paley-Wiener space

PWo = {f € L*(R) : supp(f) C [-0,QJ}.

The well-studied theory of bandlimited functions
is grounded on the observation that in practical
applications, signal frequencies above a finite cut-
off are negligible. However, mathematically, ban-
dlimited functions are entire functions of time
and therefore represent infinite signals. Real-world
signals are, by nature, time-limited, and thus they
require an appropriate description that accounts for
this fact. According to the uncertainty principle
[14], this involves the use of functions that are not
bandlimited.

As a result, the concept of variable bandwidth
arises naturally and it is particularly intuitive when
considering music, where the highest frequency
varies with time. This motivates the allowance of
different local bandwidths for different intervals of
a signal in mathematical representation.

In the literature, several approaches to variable
bandwidth have been proposed.

1) A model that involves applying an invert-
ible transformation on time, known as time-
warping function <, to bandlimited signals
was proposed [7], [12], [21], [23], [24]. Here,
the derivative 1/4/(y~1(x)) of the warping
function is interpreted as the local bandwidth
of the resulting function of variable bandwidth
at x.
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2) Aceska and Feichtinger [3], [4] define the
space of functions of variable bandwidth as
a weighted modulation space determined by a
so-called variable bandwidth weight, which is
essentially a time-varying frequency cut-off.

3) A definition of variable bandwidth that is

based on the spectral subspaces of an elliptic
operator A, f = —- (p(z)L)f, where p > 0
is a strictly positive function, was proposed in
[10], [19].

The approach that we adopt is described in [6]
and it uses a discrete version of the space of
Aceska and Feichtinger [3], [4], where the short-
time Fourier transform is replaced by a frequency
truncation of a Wilson expansion.

The Wilson basis is an orthonormal basis for
L?(R) that was introduced by Daubechies, Jaffard,
and Journé in 1991 [13]. The Wilson basis func-
tions have the following form:

g(z —n), =0
%(eQﬂ'ﬂw + (_1)l+7te—27rilw)g(w _ ,,7‘/2)7 l 75 O7

for n,l € Z and | > 0,

where the window function g can be chosen to be
C*> with compact support. This basis is significant
because it overcomes the limitations of the Balian-
Low theorem, which states that a function g that
generates a Gabor orthonormal system cannot be
well-localized in both time and frequency. The
Wilson basis provides time-frequency localization
while preserving much of the structure of a Gabor
system. When a system of the form (I.1) forms a
Riesz basis, is called a Wilson Riesz basis. The
Wilson basis has proved to be a valuable tool
in time-frequency analysis and signal processing
since its introduction in 1991 [8], [9], [16]. One of
its most notable applications is in the detection of
gravitational waves [1], [2], [11].



We define the spaces of variable bandwidth as
in [6]. By letting b : Z — N be a bounded positive
sequence such that b(n) < B < oo, for every n €
Z and {ty, 1 }nez1en be the orthonormal Wilson
basis as in (I.1), we denote with PW2(g,R) C
L?(R) the Paley-Wiener-type subspace

b(n)

PW2(g,R) = { 3 custons € *(R),

nez =0
ce (7 x N)}.

(1.2)

In this work, we study sufficient conditions
for sampling for the variable bandwidth space
PW{(g,R). Sampling is a fundamental concept
in signal processing that involves the process of
measuring a continuous signal at a finite set of
discrete points in time [22]. In this regard, a set
A C R is called a set of (stable) sampling if
there exist constants A, B > 0 such that for all
[ € PW2(g,R), the following sampling inequality
holds:

2 < BIFI3.

A[IFI3 <D 1FO (L3)

AEA

The sampling inequality (I.3) indicates that all
the information carried by the function is cap-
tured by the evaluation of the function at the
samples. This is equivalent to requiring the repro-
ducing kernel sequence {ky}xea to be a frame for
PWZ(g, R).

Determining sufficient conditions for sampling
(SCS) is a very challenging task that consists in
investigating under which conditions on a sampling
set A a function in PW{(g,R) can be recon-
structed completely. In practice, this implies that
one needs to take more samples than the mini-
mum required by the critical density to achieve
a desirable level of accuracy in the reconstruction
of a function. The critical density is, therefore, a
theoretical concept that sets a lower bound on the
number of samples required for reconstruction. The
lower bound, also called lower Beurling density
D~ (A), has been studied in [6] by providing
necessary density conditions for sampling (NDCS)
(Theorem I1.2 and I1.3).

Section II contains the results about necessary
density conditions for sampling, while in Section
IIT the main results about sufficient conditions for
sampling are presented.

II. NECESSARY DENSITY CONDITIONS

Defining the usual translation and modulation
operators 1), f(t) = f(t — n), and

M;f(t) = f(t)e*™*, we can rewrite the entire
collection of functions that forms a Wilson basis
(I.1) as

Yy = di(My+ (1) M_ )Tz g
for (n,1) € Z*,1 > 0 where dy = 3 and d; =
I >1, Yan0="Thg, Y2ny1,0 = 0. Let

b(n)

P, = Z Cn,ldl(Ml —+
=0

\/*5

(7 1)l+nM_l)
be the trigonometric polynomial of degree b(n).
Then, every function f € PW2(g,R) is given by

x) = Z P, (z)g(x —n/2).

nez

IL1)

For a compactly supported window g, the param-
eter b(n) can be also understood as the local band-
width of f on an interval centered at n/2. Consid-
ering the restriction f|[n/2_1/2)n/2+1/2], this is ap-
proximately a trigonometric polynomial of degree
b(n). As a consequence, at least b(n) + 1 samples
are expected to be required within each interval
[n/2 —1/2,n/2 4+ 1/2] to recover f completely.
It turns out that the real challenge is to understand
the influence of the overlap of different translations
of the window g.

In the work [6], the main results about necessary
density conditions for sampling for PW?(g, R) are
presented.

Firstly, one needs to prove that the variable
bandwidth space defined using a Wilson basis is
a reproducing kernel Hilbert space.

Lemma IL1. The space PW2(g,R) of variable
bandwidth defined in (1.2) is a reproducing kernel
Hilbert space with reproducing kernel

b(n)

=22 Uil

nez l=0

¢nl )

To show that at each point in R, the linear func-
tional is bounded, the characterization of Wilson
basis in [18, Corollary 8.5.4] is used.

The first result about necessary density condi-
tions for the case of compactly supported windows
g states as follows.

Theorem IL.2 (NDCS - compact support). Let
g € C(R), real-valued, and even with supp(g) C
[—m,m]. Let PW2(g,R) be the space of variable
bandwidth defined in (1.2) and let A C R be a
set of sampling for PWZ(g,R). Then, every open
interval (o, B) contains at least

[B—a—2m]+ Z

n/2€[a+m,8—m]

b(n)



points of A.

From Lemma II.1, the result follows by applying
an easy argument that involves counting dimen-
sions as in [5].

A more general result holds for basis functions
g with unbounded support.

Theorem IL3 (NDCS). Let g € C(R), real-valued,
even, and such that |g(z)| < C(1 + |z|)~17¢ for
C >0, ¢ > 0. Let PW2(g,R) be the space of
variable bandwidth defined in (1.2) with b(n) > 1
for everyn € Z and let A C R be a set of sampling
for PWZ(g,R). Then

D~(A) = liminf inf 70 Br(@))

r—oo zER 2r

>1+5b

where b = liminf,_, o infepr % ZgEBr(x) b(n).

b represents a sort of average bandwidth over
an interval of length 2r. The theorem shows that
whenever the window function g has good decay
properties, the lower Beurling density D~ (A) con-
firms our expectations of having at least 1 + b
samples of A contained in a ball of radius r.

Remark. We would like to point out that for win-
dows g which are compactly supported, Theorem
IL.2 implies Theorem II.3.

III. SUFFICIENT CONDITIONS FOR SAMPLING

In this section, we investigate under which suf-
ficient conditions on a sampling set a function
f € PWZ(g,R) can be reconstructed completely.

The main ingredients to get sufficient conditions
for sampling are Wirtinger’s inequality and Bern-
stein’s inequality.

Lemma IIL.1 (Wirtinger’s inequality). If f, f' €
L?(a,b), a < c<b, and f(c) =0, then

/ (@)

b
< Smax((- Py (e} [ | @)Pd

The inequality follows from [20, p.184], by
applying a change of variables.

Bernstein’s inequality provides a bound for the
derivative of a trigonometric polynomial.

(1IL1)

Lemma IIL.2 (Bernstein’s inequality). Let P be a
trigonometric polynomial of degree n i.e.

P(x) = Z cpe?TkT,
[k|<n

Then

[P'|l2 < 27n||P]|s. (II1.2)

Define the set of points A as follows

A= {xk/Q,j :k/Q —+ Bk/2,5 *
k €Z, pg,;€10,1/2)} (IIL3)

where the sampling points in A are ordered by
magnitude,

e < T2 < Tg/2541 < -
Lo < x(k+1)/27j < x(k+1)/2,j+1 <..

and limy_ 4o Tp/2 = F-00. The sampling density
is measured by the maximal gap between the
sample, i.e.

5k/2 = sup (mk/Q,jJrl - l’k/z,j),

J=1,...Jmax(k/2)
where the number jyax(r/2) depends on the spe-
cific interval [k/2,k/2 + 1/2).

We present our new result that provides sufficient
conditions for sampling for PW2(g,R).
Theorem IIL3 (SCS). Let g € CY(R) be real-
valued and even, with supp(g) C [—% — €, 3 + €]
and 0 < e < 1/2.

Let PVVbQ(g7 R) be the space of variable bandwidth
defined in (1.2) and let A C R be as in (IIL.3). If
for every k € Z

32 (52/271"’52/271/2 + 51%/2 + 513/2“/2)'

2 2 9’13
v Rl + 5= ) <1
(I11.4)

then f € PW{Z(g,R) can be reconstructed com-
pletely from the samples in A.

The first part of the proof uses a technique that
is similar to the one in the preprint [6]. The proof
is a modification of the method proposed in [17]
and then called the adaptive weights method in
[15]. The idea of the proof consists in designing an
approximation operator that uses only the samples
f(CCk/Q}j). We find an approximation of f by a
step function on the projection onto PW7(g,R)
with P. We define

1
Yk/2,5 = i(xk/Zj + Tp2,541)
where yj 00 = k/2 and /05 k/2) = k/2 +

1/2, to be the midpoints between the samples and
set

Xk/Q’j = X[yk/z,j—hyk/z,j)'
The resulting approximation operator is
Jmax(k/2)
Af=P|> > flonzg) Xz |
kezZ j=1



where P is the projection onto PW2(g,R). The
idea of the proof consists in finding a constant
v < 1 such that ||f — Af|2 < 7v[|f]l2- A Neu-
mann series expansion of A~! will then make the
reconstruction of f possible. Wirtinger’s inequality
(IIL.1) is the essential tool for the first part of the
proof and it allows to bound the L?-norm of the
distance between the function f and its evaluation
at the sampling points in A. The definition of a
Wilson system in terms of a trigonometric poly-
nomial (II.1) and Bernstein’s inequality (II[.2) are
then fundamental to prove the second part. The
theorem presents a sufficient condition involving
the maximal gap between consecutive points of
the sampling set A. The method deeply relies
on the properties of the window function g and
this is visible from the fact that condition (III.4)
depends on the ||g||co and ||¢’||co. Moreover, the
requirement of g being compactly supported is
crucial. In fact, since supp(g) C [—1/2—¢,1/2+¢],
there are only four elements of the Wilson basis
that play a role in the expansion of each sample
f(xy)2,;) in the interval [k/2,k/2 +1/2)

k+2

f(xry2y) = }{: Py (21)2,5)9(Th)2,5 — 1/2).
n=k—1

As a consequence, the maximal gaps of four inter-
vals arise in condition (II1.4).

The same methodology can be employed when
substituting a Wilson orthonormal basis with a Wil-
son Riesz basis {1 i}nez,i=0,... () With lower
Riesz bound C' > 0. In this case, we have more
flexibility in the choice of the window but the
sufficient condition needs to be adjusted to take
care of the Riesz bound. The next result is a
sufficient condition for sampling theorem for the
space of variable bandwidth

— 2
})M/b(gJR)::

b(n)
{:ZE:EE:(huﬂ;nJ S LZ(EO,C c 42}

kEZ 1=0
(I11.5)
constructed using a Wilson Riesz basis.

Theorem III.4 (SCS - Wilson Riesz basis). Let
g € CH(R) with supp(g) C [-3 — €, + €]

and 0 < e < 1/2.

Assume g satisfies the following conditions:

(a) g(x) = g(=x), Yz € R.
(b) 9(w) = L forz € [~3+eq -
(c) gl—z)=1—g(x), forz e[t —e i+

(d) g is decreasing in [ — €, 3 + €.

— 2
Let PW,(g,R) be the space of variable bandwidth
defined in (IIL.5) and let A C R be as in (IIL.3). If
for every k € Z
8
el (52/2714‘452/271/2 + 451%/2 + 51%/2+1/2)'

. (bQ(k) + W") <1 (IIL6)
2 ’

— 2
then f € PW,(g,R) can be reconstructed com-
pletely from the samples in A.

As for Theorem III.3, there are only four ele-
ments of the Wilson basis that are involved in the
expansion of each sample f(x},/5 ;). The influence
of these four elements is translated into the impact
of the neighboring bandwidths on each interval
expressed by (III.6). Indeed, the bandwidths of
the two central windows have a stronger influence
on the sampling rate, which is motivated by the
constant 4 in (II1.6), while the windows at the
boundaries have a lighter weight in determining
the density of the space. Therefore, the condition
(IT1.6) provides a better understanding of the spaces
of variable bandwidth and it gives information
about the role played by the overlap of different
translations of g.
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