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Abstract

Large language models (LLMs) have achieved notable progress. Despite their
success, next-token prediction (NTP), the dominant method for LLM training and
inference, is constrained in both contextual coverage and inference efficiency due
to its inherently sequential process. To overcome these challenges, we propose
leap multi-token prediction (L-MTP), an innovative token prediction method that
extends the capabilities of multi-token prediction (MTP) by introducing a leap-
based mechanism. Unlike conventional MTP, which generates multiple tokens at
adjacent positions, L-MTP strategically skips over intermediate tokens, predict-
ing non-sequential ones in a single forward pass. This structured leap not only
enhances the model’s ability to capture long-range dependencies but also enables
a decoding strategy specially optimized for non-sequential leap token generation,
effectively accelerating inference. We theoretically demonstrate the benefit of L-
MTP in improving inference efficiency. Experiments across diverse benchmarks
validate its merit in boosting both LLM performance and inference speed. The
source code is available at https://github.com/Xiaohao-Liu/L-MTP.

1 Introduction

Large language models (LLMs) have demonstrated rapid and remarkable progress, driven by data,
computing, and architectural innovation advances [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. They exhibit
strong capabilities in world knowledge acquisition [12, 13] and enable breakthroughs across a wide
range of research domains, such as chemistry [14, 15], biology [16, 17], medicine [18, 19], and
personalization [20, 21, 22, 23]. As model scales and training data continue to increase, LLMs are
attaining ever more powerful generalization and reasoning abilities [24, 25, 26, 27, 28, 29, 30].

Next-token prediction (NTP) remains the mainstream strategy for both training and inference in
LLMs [31, 32, 33, 34, 35, 36, 37]. It generates tokens in an autoregressive manner, where each token
is predicted based only on the preceding context (see Figure 1(a)). However, despite its conceptual
simplicity, NTP results in inefficient generation, and limits the model to a focused yet short contex-
tual horizon, and overlooks “hard” decisions [38, 39]. Intriguingly, LLMs are verified with inherent
pre-planning capabilities, which indicates the potential of extending NTP to predict multiple tokens
at once [39]. This gives rise to the multi-token prediction (MTP) paradigm [39] (see Figure 1(b)).
Specifically, by incorporating additional language model heads, MTP enables the parallel prediction
of a sequence of adjacent tokens and brings two key benefits. First, it provides a broader training
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(a) Next-token prediction.
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(b) Multi-token prediction
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(c) Leap multi-token prediction

Figure 1: Illustrations of LLM architectures with three prediction paradigms, including NTP
(a), MTP (b), and L-MTP (c). NTP utilizes a single output head for sequential token prediction.
MTP employs multiple output heads for adjacent multi-token forecasting. As a comparison, L-
MTP reassigns prediction heads to leaping positions. For instance, given 4 heads, L-MTP predicts
[1, 3, 5, 7] tokens instead of the adjacent sequence [1, 2, 3, 4] in MTP with a stride of 2 and the initial
input token. The top depicts the training difference, while the bottom showcases the inference2.

signal by supervising multiple upcoming tokens at each step, which can enhance performance in
tasks requiring long-range reasoning or planning [39, 40, 41]. Second, it enables faster inference by
generating multiple tokens in a single forward pass, reducing latency and increasing throughput in
applications with efficiency constraints [39].

In this paper, motivated by the philosophy of going broader and faster, we extend the MTP paradigm
and propose leap multi-token prediction (L-MTP), which further amplifies both contextual coverage
and inference efficiency of LLMs. As illustrated in Figure 1(c), L-MTP introduces a leaping mech-
anism that skips intermediate tokens and directly predicts non-adjacent future tokens. Structurally,
L-MTP retains the core architecture of MTP, where multiple prediction heads are applied in par-
allel. Nevertheless, instead of targeting consecutive positions, each head in L-MTP is reassigned
to predict tokens at leaping intervals (e.g., positions 1, 3, 5, and 7). This yields a broader training
signal than MTP, as the model learns to capture longer-range dependencies beyond adjacent-token
contexts. During inference, L-MTP further improves generation speed by reusing overlapping con-
text across decoding steps. By jointly predicting multiple and strategically spaced tokens, L-MTP
enables each forward pass to generate more tokens per step, which helps reduce the total number
of decoding iterations required. This leads to faster inference compared to standard MTP, while
maintaining consistency in the generated outputs.

The study of L-MTP can be justified from both human thinking and recent trends in language model
reasoning. In human thinking, we rarely reason in a strictly sequential fashion. Instead, we often
skip over intermediate elements to complete reasoning more efficiently [42, 43, 44]. This leap-wise
reasoning aligns naturally with L-MTP’s mechanism of skipping intermediate tokens and predicting
non-adjacent ones. Similarly, in language model reasoning, recent advances in efficient reasoning
have revealed that many intermediate reasoning steps can be compressed or abstracted without loss
of correctness [45, 46, 47]. By predicting tokens at leaping positions, L-MTP mimics this abstraction
process, not by explicitly modeling token importance, but by altering the prediction pattern to skip
intermediate positions, to accelerate LLM inference.

We provide a theoretical analysis to demonstrate the inference acceleration of our L-MTP, by focus-
ing on the attenuation and consistency of output token probabilities. Besides, through comprehen-
sive experiments, we show that L-MTP can improve the performance of LLMs in a series of tasks

2To avoid dense or confusing presentation, we here omit prediction, verification, and acceptance sub-
procedures during the inference of MTP and L-MTP. More details can be checked in Section 2.
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(e.g., math and code tasks) and meanwhile improve inference speed. For instance, L-MTP achieves
competitive performance and outperforms MTP at most tasks. L-MTP also boosts existing MTP
models with 22% more inference speed-up with the same number of heads. Furthermore, we pro-
vide experimental evidence that L-MTP is extendable to speculative decoding techniques, making
models up to 4 times faster at inference time across a wide range of settings.

2 Preliminaries

In this section, we formulate and detail the training and inference procedures of next-token predic-
tion (NTP) and multi-token prediction (MTP) for large language models (LLMs).

NTP. Given input tokens x≤t, where ≤ t in the subscript represents the abbreviation of {1, 2, . . . , t},
the LLM with parameters θ predicts the next token xt+1 and is optimized via the following objective:

LNTP = −
∑
T

log p(xt+1|x≤t; θ), (1)

where T denotes the number of tokens. The decoding process of NTP in inference also follows
an autoregressive manner, which generates tokens one by one. The next token is sampled from
p(xt+1|x≤t; θ).

MTP. A natural extension for NTP is MTP [39] that predicts multiple tokens at once. Given input
tokens x≤t, the LLM with parameters θ̄, predicts the following n tokens, by involving more output
heads (e.g., 4 output heads totally). Therefore, the optimization objective is derived from Eq. (1) to:

LMTP = −
∑
T

log p(x[t+n,...,t+2,t+1]|x≤t; θ̄). (2)

In this case, the LLM is requested to pre-plan the adjacent context rather than the single next
token. For MTP, during decoding, the next n tokens can be sampled independently, following
p(xt+i|x≤t; θ̄), i ∈ {1, 2, . . . , n}. Recent research [39, 48] disentangles the LLM with the LLM
backbone and output heads, where the former yields hidden states and the latter maps them into
a vocabulary distribution. Therefore, the LLM backbone can be equipped with multiple heads to
predict the tokens independently according to the shared hidden states. To this end, we have

p(xt+n,...,t+2,t+1|x≤t; θ̄) =

n∏
i=1

(
p(xt+i|z≤t; θ

i) · p(z≤t|x≤t; θ
′)
)
, (3)

1 2 3 4 5
1. Prediction

2 3

2. Verification in parallel

3. Acceptance

Figure 2: MTP with self-
speculative decoding, in-
volving three sub-procedures.

where z denotes the hidden states, θ′ represents the parameters for
the LLM backbone, and θi is the parameters for the i-th output
head. Following token predictions, MTP typically incorporates ver-
ification and acceptance sub-procedures to determine which tokens
are eligible for output (cf., Figure 2). Specifically, the verification
sub-procedure invokes LLMs to evaluate the predictions in parallel
and records their probabilities for determining the acceptance. Ac-
cepted token will be used to update the KV cache, and the process
proceeds to the next iteration. Such decoding is proven as a lossless
LLM acceleration technique, where the sampling is consistent with
the distribution of vanilla autoregressive decoding [49].

3 L-MTP: Leap Multi-Token Prediction

Overview. Despite the potential of MTP, we go beyond it with one innovative solution to achieve a
broader prediction range and faster inference. Unlike conventional MTP, which focuses on consecu-
tive tokens, L-MTP introduces a leap-based strategy, allowing it to predict tokens at non-sequential
positions within the context window. This design enables the model to efficiently capture long-
range dependencies without the need for dense token predictions. During inference, L-MTP reuses
partially overlapping context across prediction steps, maximizing information utilization while mini-
mizing redundant calculations. Given input tokens x≤t, L-MTP aims to predict a sequence of tokens
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Figure 3: Training recipe for L-MTP
with objective LL-MTP. We warm up
additional heads {θi}i>1, and then op-
timize the whole model, with multiple
leap tokens as supervision.
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Figure 4: Incorporation with tree-attention. We take
multiple candidates concurrently to construct the tree
paths (left), thus exploring the accepted one. Our back-
ward decoding strategy offers consecutive sequences,
which can be verified with crafted tree-attention (right).

at leaping intervals, specifically at positions, i.e., x[t+k(n−1)+1,...,t+k+1,t+1], where k denotes the
number of jumped tokens. For example, with t input tokens and k = 2, the model is expected to
predict the tokens at positions [t+1, t+3, t+5, . . . , t+2n− 1], effectively skipping intermediate
tokens in each prediction step. We detail our L-MTP below.

3.1 L-MTP Training Recipe

We equip an LLM with multiple output heads for predicting tokens at different positions. The head
is a multilayer perceptron (MLP) with the last layer transforming hidden states to vocabulary (see
more implementation details in Appendix B.5). We utilize two stages to train the LLM with multiple
heads: (1) head warm-up; (2) full model tuning.

Head warm-up. We first construct the self-distillation data by inputting the questions while col-
lecting the output from the untapped LLM. These outputs follow the original distribution of LLM’s
predictions. We optimize new heads by assigning them different supervisions, adhering to the leap-
ing pattern xt+k(n−1)+1. The primary goal of this stage is to adapt new heads to the LLM. Therefore,
the original head and LLM backbone are frozen. The training objective is formulated as

L(1)
L-MTP = −

∑
T

log p(x[t+k(n−1)+1,...,t+k+1]|z≤t; {θi}i>1). (4)

Full model tuning. After that, we use the curated data to continue training the model. At this stage,
all the components in our specialized LLM, including the LLM backbone and output heads, are
optimized. The optimization objective is defined as

L(2)
L-MTP = −

∑
T

log p(xt+1]|x≤t; θ
′, θ1) + β · log p(x[t+k(n−1)+1,...,t+k+1]|x≤t; θ

′, {θi}i>1), (5)

where β controls the contribution of additional heads.

3.2 L-MTP Inference Procedure

Despite L-MTP offering a broader prediction range, at every pass, it can only predict an incomplete
sequence. Fortunately, we can step backward to leverage the prior predictions, or forward to utilize
the posterior prediction to compensate for the incompleteness (an alternative solution explained
in Appendix C.1). Furthermore, by exploiting speculative decoding techniques (i.e., parallel tree
decoding), L-MTP can achieve a larger accept rate, thus achieving further inference accelerate.

Looking backward. Given x≤t tokens3, L-MTP predicts tokens {xt+k(i−1)+1}i∈[n], while leaving
gaps between them (i.e., k−1 tokens are skipped). However, if we look backward, the desired tokens
have already been predicted by prior steps. For instance, tokens {xt+k(i−1)}i∈[n] are predicted given

3Typically, t > 1 with the input containing at least one start token, like “<|begin of text|>” in Llama
series.
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x≤t−1. In this case, we have:{
p(xt+i|x≤t−(i−1) mod k)|i ∈ {1, 2, . . . , k(n− 1) + 1}

}
. (6)

The continuous token sequence is sampled by looking backwards (−) k − 1 steps. Here, mod k
helps to switch the conditions. Since the priors are generated beforehand (or in parallel), we do not
need to infer again, but retrieve them.

Combining with tree attention. L-MTP seamlessly integrates with speculative decoding by
sampling consecutive token sequences for verification. Drawing inspiration from parallel decod-
ing [50, 51, 48, 52], we combine L-MTP with tree attention to enable efficient decoding. We con-
struct a hierarchical tree structure, where the i-th layer represents candidate tokens generated by
the i-th prediction head. Paths in the tree are explored to identify the accepted one. To facilitate
parallel verification, we design a tree attention mask that restricts each hidden state to attend only
to its ancestors [50, 48]. Figure 4 illustrates the implementation of the tree attention with L-MTP
decoding. Further details are provided in Appendix C.2.

4 Theoretical Analyses

Given the input x≤t, LLMs are capable of predicting further future tokens, such as xt+i, i > 1. This
motivates the development of MTP, where future tokens can be predicted from far previous tokens,
rather than merely the last ones. By observing the acceptance rates of generated multiple tokens, we
draw two properties:

Definition 1 (Attenuation). For a language model predicting multiple tokens conditioned on x≤t,
the marginal probability of predicting each subsequent token decreases as the prediction horizon
increases. Formally, p(xt+1|x≤t) > p(xt+2|x≤t) > · · · > p(xt+n|x≤t), ∀i ∈ {1, 2, . . . , n}, where
n is the maximum prediction horizon (the number of heads), assuming the probabilities are well-
defined and non-zero.

Remark. Attenuation reflects the increasing uncertainty in the language model’s predictions as it
forecasts tokens further into the future. This behavior arises because the prediction of xt+i relies
on the fixed context x≤t, and the influence of this context diminishes with increasing i. As a
result, the model’s confidence, as measured by the marginal probability p(xt+i|x≤t), decreases
monotonically.

Assumption 2 (Consistency). The expected marginal probability of predicting xt+i is stable
across arbitrary inputs and follows a predictable function of the prediction horizon i. Formally:
Ex≤t∼D [p(xt+i|x≤t)] = f(i), ∀i ∈ {1, 2, . . . , n}, where f(i) is a function characterizing the ex-
pected probability of xt+i.

Remark. Consistency ensures that the language model’s predictions for future tokens xt+i exhibit
stable statistical behavior in expectation, regardless of the variability in the input sequences x≤t.
The function f(i) encapsulates the expected confidence in predicting the i-th token ahead, which
may decrease with i in accordance with the Attenuation definition (i.e., f(i) > f(i+ 1)).

Acceptance length. The expected length for accepted tokens can be expressed as E[L] =∑n
m=1 p(L > m). According to different prediction strategies, we have the following expectations: E[L]s =

∑n
m=1

(∏m
i=1 Ex≤t∼D[p(xt+i|x≤t])

)
(Vanilla strategy)

E[L]l =
∑k(n−1)+1

m=1

(∏m
i=1 Ex≤t∼D[p(xt+i|x≤t−(i−1) mod k])

)
(L-MTP strategy)

(7)

where vanilla strategy predicts tokens xt+1, xt+2, . . . , xt+n sequentially using the hidden state at t.
L-MTP predicts two interleaved sequences. Specifically, L-MTP uses the hidden state at t − 1 to
compensate for the non-predicted tokens.

Theorem 3 (Less attenuation, more speed-up). Let γ represent the attenuation coefficient, and
f(i) := exp [−γ · (i− 1)] be the probability decay function modeling the predictive confidence
at step i. Then there exists a constant C > 0 such that E[L]l > E[L] holds asymptotically as
n → ∞, provided that γn2 ≤ C, i.e., γ = O(1/n2). See proof in Appendix A.

5



𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓
𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝑘 = 1
𝑘 = 2

(a) exp[−γ·(i+(i−1) mod k)]

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓
𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝑘 = 1
𝑘 = 2

(b) ∏m
i=1 exp[−γ·(i+(i−1) mod k)]

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓
𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝜸	 = 𝟎. 𝟏

𝜸 = 𝟎. 𝟎𝟏

𝜸	 = 𝟎. 𝟏

𝜸	 = 𝟎. 𝟎𝟓

𝑘 = 1
𝑘 = 2

(c) ∑n
m

∏m
i exp[−γ·(i+(i−1) mod k)]

Figure 5: Different curves of expected marginal probability (a), joint probability (b), and accepted
length (c), with k ∈ {1, 2}. The leap strategy extends the range of prediction at position i, and
achieves a higher length of expectation.

Remark. L-MTP introduces a longer prediction range (k(n − 1) + 1) to compensate for the
loss of confidence on leaping positions. Theorem 3 reveals the relation between attenuation and
the number of prediction heads. Less attenuation indicates higher speed-up of L-MTP compared
to the vanilla strategy. In practice, n would not be too large. Less attenuation (γ) with fewer
overheads of heads (n) leads to further higher speed up. We illustrate the simulated curves for a
better understanding of the superiority of L-MTP (see Figure 5).

Illustration of analyses. To intuitively demonstrate the effectiveness of our method, we provide the
illustration of the above theoretical analyses as shown in Figure 5. We simulate the probabilities and
expectations of length and observe that L-MTP (k > 1) outperforms MTP (k = 1) given different
attenuation cases. Less attenuation leads to higher speedup of L-MTP.

5 Experiments

In this section, we conduct experiments to address the following research question:

• RQ1: How does L-MTP perform on different LLM tasks compared to other prediction paradigms?
Can it benefit the training of LLMs, thus boosting model performance?

• RQ2: Can L-MTP bring further inference acceleration by the decoding strategy of looking back-
ward? Is L-MTP’s decoding strategy extendable to further models?

• RQ3: What is the prediction accuracy of each output head? Does it satisfy our theoretical analyses
in Section 4?

• RQ4: What is the potential of L-MTP? Does it suggest further findings on different scales of
models and data?

5.1 Experimental Setup

Base LLMs. The experiments utilize the following base large language models: Qwen 2.5 (3B and
7B parameters), Llama 3.2 (3B parameters), Llama 3.1 (8B parameters), and Gemma 3 (4B and 12B
parameters). These models are selected to represent a diverse range of architectures and parameter
scales for comprehensive evaluation. We elaborate on more details in Appendix B.2.

Baselines. For efficacy comparison, we evaluate two prediction paradigms: next token prediction
(NTP) and multi-token prediction (MTP). These paradigms assess the models’ ability to gener-
ate accurate and contextually relevant outputs under different prediction strategies. For efficiency,
we use NTP with autoregressive decoding as the basis. We compare L-MTP with MTP, which
leverages self-speculative decoding, and a trivial forward decoding way (see the implementation in
Appendix C.1), to analyze the inference efficiency.

Datasets. We curate the training dataset from Math [53], Evol-Instruct-Code [54, 55], and Alpaca-
GPT4 [56]. In the first stage, we use the full data for self-distillation. For the second stage, we
randomly select 10,000 examples with a ratio of 4:4:2, corresponding to math, code, and general
data, respectively. To benchmark the methods, we select Math500 [57] (4-shot) and GSM8K [58]
(4-shot) for math evaluation, MBPP, MBPP+ [59, 60], HumanEval, and HumanEval+ [61, 60] for
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Table 1: Performance comparison with different prediction paradigms across diverse tasks and
benchmarks. In each case, the best average result (Avg.) by comparing among NTP, MTP, and
L-MTP is demonstrated in bold.

Math500 GSM8K MBPP MBPP+ HumanEval HumanEval+ MMLU IFEval Avg.
Ll

am
a3

.2
-3

B Base 2.20 1.06 50.00 40.48 27.44 24.39 54.23 18.23 27.25
NTP 3.00 3.71 47.09 36.24 21.34 17.68 54.34 20.74 25.52
MTP 3.40 3.87 46.83 36.51 21.95 18.29 54.22 18.59 25.46

L-MTP 4.80 5.91 46.56 36.51 24.39 20.73 54.17 20.38 26.68

Ll
am

a3
.1

-8
B Base 4.20 9.86 61.38 51.32 39.02 31.71 63.26 18.23 34.87

NTP 5.60 11.30 61.38 51.06 42.68 35.37 63.64 20.14 36.40
MTP 6.40 10.08 60.32 49.74 41.46 35.98 63.52 19.42 35.87

L-MTP 6.40 10.92 61.38 50.53 42.68 36.59 63.70 22.18 36.80

Q
w

en
2.

5-
3B Base 35.40 53.75 62.70 53.97 68.29 61.59 65.13 32.73 54.20

NTP 25.40 49.13 66.93 57.94 67.68 60.98 65.17 34.17 53.43
MTP 25.40 45.79 67.72 57.67 65.85 59.15 65.21 35.49 52.79

L-MTP 28.20 46.25 67.99 59.26 67.68 60.37 65.23 35.01 53.75

Q
w

en
2.

5-
7B Base 63.00 56.79 75.93 65.34 78.05 71.34 71.93 42.69 65.63

NTP 49.40 52.99 78.31 67.46 78.05 69.51 71.78 43.41 63.86
MTP 49.00 52.62 78.04 67.99 76.22 69.51 71.85 41.49 63.34

L-MTP 46.00 56.03 78.04 67.72 77.44 71.95 71.98 44.12 64.16

G
em

m
a3

-4
B Base 0.00 0.00 60.58 51.59 33.54 28.05 38.21 26.50 29.81

NTP 6.20 4.70 58.20 51.06 46.34 39.02 58.29 35.49 37.41
MTP 6.00 4.32 58.47 50.53 43.29 37.20 58.25 34.65 36.59

L-MTP 7.60 4.25 57.67 49.47 45.73 38.41 58.33 34.65 37.01

G
em

m
a3

-1
2B Base 0.00 9.78 73.28 59.52 45.73 36.59 23.79 29.38 34.76

NTP 10.00 13.42 71.16 59.79 63.41 56.10 71.69 29.38 46.87
MTP 9.20 5.61 70.11 58.47 61.59 54.27 71.67 30.46 45.17

L-MTP 17.20 26.38 70.11 60.05 62.20 55.49 72.10 33.09 49.58

code evaluation, and MMLU [62] and IFEval [63] for general evaluation. We detail the statistics and
utilization of these datasets in Appendix B.3, Appendix B.4, and Appendix B.6.

Evaluation metrics. For performance comparison, we utilize accuracy for both math and general
tasks and pass@1 for code tasks. For efficiency analysis, we employ the speedup ratio as the metric,
which is calculated by the relative generated tokens per second compared to the original. Higher
values indicate better performance.

Implementation details. To adapt L-MTP for NTP-based methods, we employ a two-stage training
procedure. At the head warming up stage, we freeze the LLM backbone while training the heads
with a learning rate of 1×10−3 for 5 epochs. We utilize the cosine scheduler and set the warmup
ratio as 0.1. At the next stage, we utilize LoRA [64] with rank being 32 and alpha being 16 to tune
the full model. Here we only train the model for 3 epochs with the learning rate being 1×10−5. We
set k = 2 and n = 4 by default. This training setting is also employed for MTP implementation to
ensure fairness. We also provide the pseudo-code of L-MTP in Appendix B.1. All the experiments
are conducted on 2× NVIDIA H100-80G GPUs.

5.2 Results and Discussions

Overall performance (RQ1). To answer RQ1, we compare L-MTP with MTP and NTP across
diverse datasets and involve a range of base models as backbones, as shown in Table 1. Through
the comparison, we can observe the improvement brought by L-MTP for different scales and series
of models, especially on math tasks for the Llama and Gemma series, and code tasks for the Qwen
series. Furthermore, we find all models gain improvement on general tasks, exemplified by IFEval.
Notably, L-MTP achieves better performance for most tasks compared to MTP. Intriguingly, we ob-
serve that in some cases, even NTP also brings worse results. Although L-MTP can compensate for
the margin, the deterioration still cannot be mitigated. Carefully choosing higher-quality data would
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Figure 6: Speedup with self-speculative decoding for different series of LLMs (“G”↔Gemma,
“L”↔Llama, and “Q”↔Qwen). The Z-axis represents the speedup ratio.
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Figure 7: The prediction accu-
racy at different positions esti-
mated on the alpaca-eval split.
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Figure 9: The prediction accu-
racy improves as training data
increases (from 1K to the full).

be beneficial. However, in this paper, we do not focus on how to select data, but on investigating the
effect of L-MTP compared to MTP. Such a phenomenon also motivates us to explore more in-depth
analyses and discussions.

Inference acceleration (RQ2). L-MTP implements the decoding by looking backward to achieve
inference acceleration without any architecture modifications or complex operations. We provide
the inference speedup comparison as shown in Figure 6. We also implement a trivial solution for
leaping prediction by looking forward, denoted as F-MTP. We provide more implementation details
in Appendix C.1. Compared to MTP, L-MTP achieves comparable yet sometimes higher speedup,
especially on GSM8K. L-MTP predicts the farther position, while leaving the blank filled by the
previous prediction, thus achieving faster inference.

Table 2: The speed up ratio comparison
when extending L-MTP to Medusa on dif-
ferent scales of models.

GSM8K MBPP

Viccuna 7B
MTP 1.83× 1.97×
L-MTP 2.32× 2.01×

Viccuna 13B
MTP 2.24× 1.98×
L-MTP 2.43× 2.02×

We also explore the potential by extending L-MTP de-
coding to existing models, like Medusa [48], which is
specialized for improving the acceptance rate for mul-
tiple heads. We equip these models with L-MTP de-
coding and showcase the results in Table 2. Directly
changing the decoding strategy to the leaping paradigm
brings up to 1.3× speed up (22% relative boosting).
These results demonstrate the potential of L-MTP, es-
pecially for models with higher acceptance rates.

The expected distribution at each position (RQ3). We calculate the prediction accuracies at each
position to verify our theoretical analyses in Section 4. We plot the different accuracies for differ-
ent models (box), and show the average ones at each position (line) for both MTP and L-MTP in
Figure 7. These practical results manifest the property of Attenuation (cf., Definition 1) and Con-
sistency (cf., Assumption 2), and resemble our simulated illustration, particularly providing a strong
support for our theoretical analyses.

Comparison to MTP with n = 7. Observed from Table 3, we can see that directly increasing
the horizon of MTP does not improve the performance overall. But we can still observe some
improvement on HumanEval. The interesting thing is that when we decrease the number of heads
to 3, L-MTP (k = 3, n = 3) can achieve a better performance than MTP (n = 7). The theory on the
prediction analysis at different positions can answer this (Section 4). Distant tokens would lead to
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Table 3: Performance comparison to MTP w.r.t. different prediction horizons across diverse tasks
and benchmarks. MTP n=7, L-MTP k=2,n=4, and L-MTP k=3,n=3 can predict the next 7 tokens for
one-time decoding.

Math500 GSM8K MBPP MBPP+ HumanEval HumanEval+ MMLU IFEval Avg.

MTPn=4 25.40 45.79 67.72 57.67 65.85 59.15 65.21 35.49 52.79
MTP n=7 24.40 43.29 63.49 55.29 68.29 61.59 65.11 33.09 51.82
L-MTP k=2,n=4 28.20 46.25 67.99 59.26 67.68 60.37 65.23 35.01 53.75
L-MTP k=3,n=3 28.00 51.86 60.05 52.65 66.46 62.20 65.06 32.49 52.3520
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Figure 10: The illustration of the warm-up procedure (top) and full model fine-tuning (bottom) of
adapting multiple output heads to LLMs. The curves showcase the loss changes along with the
training for NTP, MTP, and L-MTP.

noise, while our leap can catch future tokens, but also leap some. An accumulated noise would be
smaller than MTP. A smaller number of heads (n = 3) while with the leaping strategy can achieve a
comparable performance (52.79, MTP with n = 4) or outperform MTP (51.82, n = 7).

Training loss curves. We showcase the training loss trends across different model series, i.e.,
Gemma3-12B, Llama3.1-8B, and Qwen2.5-7B, for the two-stage training. As shown in Figure
10, we observe the losses steadily decreasing and convergence to stability, even if L-MTP predicts
further positions with the same overhead. To endow the pre-trained model with multi-head predic-
tion capability, we also observe a turning point, indicating the myopia of models. For other smaller
models, we also present the training loss trends in Figure 12 for head warm-up and Figure 13 for
full model tuning (cf. Appendix D).

Potential analysis (RQ4). We emphasize the potential of L-MTP by investigating the myopia of
LLMs and the effect of data amount. (1) Myopic generation. We demonstrate the prediction accu-
racy across different scales of models, as shown in Figure 8. The accuracy drops consistently when
changing the small model to the larger one for all series of LLMs, indicating the inherent myopia
imposed by NTP pre-training. We also provide the loss curves during training in Appendix D, which
show an inflection when warming up the heads. Recent work [39] suggests training a model from
scratch with the MTP objective. This is also promising for L-MTP to inherently benefit the model
with a broader range of predictions and faster inference. (2) Data scales. We illustrate the increasing
prediction accuracy when adding more data in Figure 9 at the head warming up stage. Large-scale
data introduces more diversity to help additional heads adapt the LLM backbone. However, we
also observe that the increase is not linear. To obtain higher accuracy, equipping L-MTP with more
sophisticated techniques for training or model architecture [65, 52] will also be promising.

6 Related Work

Multi-token prediction. Previous studies demonstrate that multi-token prediction (MTP) encour-
ages pre-planning capabilities in large language models (LLMs). Qi et al. [38] pioneer n-step-
ahead prediction to optimize language models, mitigating overfitting to strong local dependencies.
Gloeckle et al. [39] pretrain LLMs with additional prediction heads to achieve significant perfor-
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mance improvements, particularly on code-related tasks. Industrial deployments have also adopted
MTP to improve both training efficiency and pre-planning [40, 41]. MTP has sparked growing inter-
est in exploring its potential, including adapting next-token prediction (NTP) models for MTP [66]
and applying it to domains such as speech [67]. Furthermore, recent work investigates MTP’s po-
tential for inference acceleration by incorporating additional prediction heads, as exemplified by
Medusa [48]. We discuss LLM inference acceleration further in the next subsection.

In addition, recent research on MTP shows significant promise, with the support of LLMs inher-
ently maintaining certain pre-planning [68]. These methods typically assume prediction within an
adjacent context for LLMs, predicting the next n tokens simultaneously at each time step. We go
beyond its prediction pattern and introduce leaps between prediction tokens, therefore extending a
broader training signal.

LLM inference acceleration. There is a bunch of work focusing on accelerating LLMs, especially
on their inference procedure [69, 70, 71, 72]. The remarkable techniques involve quantization [73,
74], pruning [75, 76], knowledge distillation [77, 56], compact architecture design [78, 79, 80],
and dynamic network [81, 82]. The production deployment also advances to improve the inference
efficiency, like memory management [83, 84] and parallelism [85, 86]. In this paper, we focus on
the inference acceleration benefited by LLM decoding.

Prior works accelerate inference on greedy decoding [87, 88], while recent speculative decod-
ing extends it with provably losslessness [49, 89, 90]. Speculative decoding follows the prin-
ciple of draft-then-verify, where a draft model (smaller) efficiently generate multiple tokens
for the parallel verification via the target model (larger). The drafting procedure can employ
an independent model [50, 91] or enhance the own model [92], like adding additional FFN
heads [87, 48, 52]. During the verification, the vanilla sampling only process tokens in a single draft
sequence [49, 93], while recent methods utilize the token tree to verify multiple draft sequences in
parallel [50, 51, 48, 52], further improve the token acceptance rate. In L-MTP, we apply our looking
backward decoding by utilizing the additional LLM heads for self-speculative decoding, paired with
the tree-based verification.

7 Conclusion

In this paper, we propose leap multi-token prediction as an improvement over vanilla multi-token
prediction in the training and inference of large language models for generative or reasoning tasks.
Both theoretical insights and empirical evidence are offered to justify the superiority of the proposed
method, where both model performance and inference speed can be enhanced simultaneously in a
series of scenarios. In future work, we would like to better understand how to adaptively choose
n and k in leap multi-token prediction losses. One possibility is to determine their values based
on the local uncertainty or entropy of the predicted tokens, which allows the model to leap more
aggressively in low-entropy regions while maintaining finer granularity in more ambiguous contexts.
Also, reinforcement fine-tuning has emerged as a promising paradigm for training large language
models. Incorporating our method into this training framework opens up exciting opportunities and
is worth further exploration.
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A Detailed Proof of Theorem 3

For LLMs with n output heads that predict multiple tokens at once, the expectation of the accepted
length can be represented as:

E[L] =
n∑

m=1

( m∏
i=1

Ex≤t∼D[p(xt+i|x≤t)]
)

(Vanilla). (8)

In this case, we only utilize the last hidden state, resulting in n tokens xt+n:t+1. Without changing
the original probabilities, we propose a decoding strategy by looking backward that yields reorga-
nized expectations:

E[L]b =
k(n−1)+1∑

m=1

( m∏
i=1

Ex≤t∼D[p(xt+i|x≤t−(i−1) mod k)]
)

(L-MTP). (9)

Proof of Theorem 3.

Proof.

E[L]b =
k(n−1)+1∑

m=1

m∏
i=1

Ex≤t∼D[p(xt+i|x≤t−(i−1) mod k]) (10)

=

k(n−1)+1∑
m=1

m∏
i=1

f(i+ (i− 1) mod k) (11)

=

n∑
m=1

m∏
i=1

f(i+ (i− 1) mod k) +

k(n−1)+1∑
m=n+1

m∏
i=1

f(i+ (i− 1) mod k) (12)

E[L]b − E[L]︸ ︷︷ ︸
∆b

=

k(n−1)+1∑
m=1

m∏
i=1

p(xt+i|x≤t−(i−1) mod k)−
n∑

m=1

m∏
i=1

p(xt+i|x≤t) (13)

=

n∑
m=1

[
m∏
i=1

f(i+ (i− 1 mod k))−
m∏
i=1

f(i)

]
︸ ︷︷ ︸

∆1
b

+

k(n−1)+1∑
m=n+1

m∏
i=1

f(i+ (i− 1 mod k))︸ ︷︷ ︸
∆2

b

.

(14)

Here ∆b is the difference between two expectations, expressed as sums involving products of prob-
abilities, with a function f(i) that decreases as i increases. Besides, k ≤ n, which means the stride
k is at most the number of heads n. That f(i) is a monotonically decreasing function, meaning
f(i) ≥ f(j) for i < j. Formally,

f(i+ (i− 1 mod k)) ≤ f(i),with equality only when i mod k ≡ 1. (15)

Therefore,

∆b = ∆1
b +∆2

b , ∆1
b ≤ 0, ∆2

b > 0. (16)

For ∆b > 0, the positive ∆2
b must outweigh the negative ∆1

b . The decay rate, controlled by γ, and
the number of terms, controlled by n, will determine this balance.

To resolve the conditions for ∆b > 0, we assume f(i) ∼ Θ(1/poly(i)), i.e., f(i) =
1/exp[γ · (i− 1)], where γ > 0 is the attenuation coefficient.
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∆1
b =

n∑
m=1

[
m∏
i=1

1

exp[γ(i+ (i− 1 mod k))]
−

m∏
i=1

1

exp[γ · i]

]
. (17)

∆2
b =

kn−1∑
m=n+1

m∏
i=1

1

exp[γ(i+ (i− 1 mod k))]
. (18)

∆b =

n∑
m=1

[
m∏
i=1

1

exp[γ(i+ (i− 1 mod k))]
−

m∏
i=1

1

exp[γ · i]

]
(19)

+

kn−1∑
m=n+1

m∏
i=1

1

exp[γ(i+ (i− 1 mod k))]
(20)

=

n∑
m=1

[
exp[−γ

m∑
i=1

(i+ (i− 1 mod k))]− exp[−γ

m∑
i=1

i]

]
(21)

+

kn−1∑
m=n+1

exp[−γ

m∑
i=1

(i+ (i− 1 mod k))]. (22)

We resolve it in the case for k = 2. Specifically,

∆b =

n∑
m=1

(
exp[−γ

m∑
i=1

(i+ (i− 1 mod 2))]− exp[−γ

m∑
i=1

i]

)
(23)

+

2n−1∑
m=n+1

exp[−γ

m∑
i=1

(i+ (i− 1 mod 2))] (24)

=

n∑
m=1

(
exp[−γ

m(m+ 1)

2
+
⌊m
2

⌋
]− exp[−γ

m(m+ 1)

2
]

)
(25)

+

2n−1∑
m=n+1

exp[−γ(
m(m+ 1)

2
+ ⌊m

2
⌋)] (26)

=

n∑
m=1

exp[−γ
m(m+ 1)

2
]
(
exp[−γ

⌊m
2

⌋
]− 1

)
+

2n−1∑
m=n+1

exp[−γ(
m(m+ 1)

2
+ ⌊m

2
⌋)]

(27)

Consider the upper bound of |∆1
b |:

|∆1
b | =

n∑
m=1

exp[−γ
m(m+ 1)

2
]
(
1− exp[−γ

⌊m
2

⌋
]
)

(28)

≤
n∑

m=1

γ
⌊m
2

⌋
exp[−γ

m(m+ 1)

2
] (1− exp(−x) ≤ x, ∀x ≥ 0) (29)

≤ γ

2

n∑
m=1

m exp[−γ
m(m+ 1)

2
] (

⌊m
2

⌋
≤ m

2
) (30)

≤ γ

2

∫ n+1

0

x exp[−γ
x2

2
]dx (31)

=
γ

2
· 1
γ

∫ √
γ(n+1)

0

y exp[−y2

2
]dy (let y =

√
γx) (32)

=
γ

2
· 1
γ

(
1− exp[−γ

(n+ 1)2

2
]

)
(

∫ a

0

ye−y2/2dy = 1− e−a2/2) (33)
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=
1

2

(
1− exp[−γ

(n+ 1)2

2
]

)
. (34)

Afterward, consider the lower bound of |∆2
b |:

∆2
b =

2n−1∑
m=n+1

exp[−γ(
m(m+ 1)

2
+
⌊m
2

⌋
)] (35)

≥
2n−1∑

m=n+1

exp

[
−γ

m2

2

]
(36)

≥
∫ 2n

n+1

exp[−γ
x2

2
]dx (37)

≥ 1
√
γ

∫ √
γ·2n

√
γ(n+1)

exp[−y2

2
]dy (y =

√
γx) (38)

≥ 1
√
γ

(
exp[−2γn2]

2γn
− exp[−γ(n+ 1)2]

γ(n+ 1)

)
. (39)

(

∫ b

a

exp[−y2/2]dy ≥ exp[−b2/2]

b
− exp[−a2/2]

a
, for b > a > 0)

≳
1
√
γ
· exp[−2γn2]

2n
. (40)

Substitute the bounds:

∆2
b > |∆1

b | ⇒
1
√
γ
· exp[−2γn2]

2n
>

1

2
(1− exp[−γ · (n+ 1)2

2
]).

Introducing β = γn2, this becomes:

exp[−2β]

n
√
β

>
β

2
⇒ exp[−2β] >

nβ3/2

2
⇒ exp[−2β]√

β
> β ⇒ exp[−2β] > β3/2 ⇒ 1 > β3/2e2β .

For the inequality to hold, it suffices that β = O(1), which implies γ = O
(
1/n2

)
.

B Implementation Details

B.1 Pseudo-Code for L-MTP

We provide the training and inference pseudo-code for L-MTP. For training, we only need to add a
leap control k to reassign the prediction positions to modify MTP to L-MTP.
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Training of L-MTP

# multi -head forward computing >>>
for i in range(self.n_head):

logits.append(self.heads[i]( hidden_states))
# multi -head forward computing <<<
# ....
# Leap Multi -token Prediction >>>
# if k == 1: L-MTP = MTP
for i, logits_ in enumerate(logits):

h_logits = logits_[:, : -(k*(i+1))]. contiguous ()
h_labels = labels [..., k*(i+1) :]. contiguous ()
loss_i = self.loss_fct(logits=h_logits , labels=h_labels ,

vocab_size=self.config.vocab_size)
loss += loss_i

# Leap Multi -token Prediction <<<
# ...

For inference, we add a cache to store the previous hidden state for our decoding. The decoding
involves both previous and current hidden states to yield k(n− 1) additional tokens.

Inference of L-MTP

# multi -head forward computing >>>
for i in range(self.n_head):

logits.append(self.heads[i]( hidden_states))
# multi -head forward computing <<<
# ....

# get the previous one
if self.model.past_hidden_states is None:

self.model.past_hidden_states =
hidden_states [:, -2]. unsqueeze (1)

past_hidden_states = torch.stack([self.model.past_hidden_states ,
hidden_states [:, -1]. unsqueeze (1)], dim=0)

logits_ = self.heads(past_hidden_states)
lmtp_logits = logits_.flatten(start_dim =0, end_dim =1)
# update the past hidden states
self.model.past_hidden_states = past_hidden_states [-1]
# ...

B.2 Base LLMs

The experiments leverage a diverse set of base large language models (LLMs) to ensure a com-
prehensive evaluation across varying architectures and parameter scales. Below, we introduce the
selected models: Qwen 2.5 (3B and 7B) [31] developed by Alibaba Cloud, Llama 3.2 (3B), Llama
3.1 (8B) [2] developed by Meta AI, and Gemma 3 (4B and 12B) [94] developed by Google.

B.3 Training Datasets

Math4 [53]: This dataset comprises a curated collection of mathematical problems and solutions,
spanning topics such as algebra, calculus, geometry, and discrete mathematics. It is designed to
enhance the reasoning and problem-solving capabilities of large language models, particularly in
numerical and symbolic computation tasks. We utilize the training dataset with 7.5K problems.

4https://github.com/hendrycks/math
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Evol-Instruct-Code5 [54, 55]: This dataset is an evolved version of instruction-based code genera-
tion data, built upon iterative refinement and augmentation techniques. It contains a wide range of
programming tasks, solutions, and explanatory instructions across multiple languages (e.g., Python,
Java, C++). This dataset is curated following the code generation instruction process described in
the WizardCoder [54]. It is based on the Code Alpaca 20k dataset [55] and evolves each instruc-
tion through a randomly chosen evolution prompt, see more details in its public repository 6. As a
result, this dataset is constructed with 80K examples with the merging of the seed dataset and three
evolutions.

Alpaca-GPT47 [56]: The dataset is a collection of English instruction-following data generated
by GPT-4 using Alpaca prompts, specifically designed for fine-tuning LLMs. This dataset is a
derivative of the original Alpaca dataset and leverages the same prompts but uses GPT-4 to generate
the completions, resulting in higher quality and more detailed responses. The original Alpaca dataset
used text-davinci-003 to complete the prompts. In contrast, Alpaca-GPT4 uses GPT-4, resulting
in more detailed and higher-quality responses. The dataset consists of 52K unique instruction-
following examples.

B.4 Evaluation Benchmarks

MATH500 [57] is a subset of the MATH dataset, comprising 500 challenging mathematical prob-
lems designed to test advanced mathematical reasoning and problem-solving skills. It includes
problems from various domains such as algebra, calculus, geometry, and number theory, primarily
at high school and early undergraduate levels.

GSM8K [58] is a dataset of grade-school-level math word problems. It focuses on elementary arith-
metic, basic algebra, and logical reasoning, which requires models to understand natural language
descriptions and perform multi-step calculations. We utilize its test split, which contains 1,319 ex-
amples in total.

MBPP & MBPP+ [59, 60] is a dataset of 974 Python programming problems designed to evaluate
code generation and problem-solving abilities. Tasks range from simple functions to moderately
complex algorithms, requiring correct implementation in Python. MBPP+ adds more unique test-
cases (30×) from the original MBPP [60].

HumanEval & HumanEval+ [61, 60] is a dataset of 164 hand-crafted Python programming prob-
lems, focusing on evaluating the functional correctness of code generation. Each problem includes a
function signature, description, and test cases to verify the solution. HumanEval+ adds more unique
test-cases (80×) and fixes incorrect ground-truth solutions in HumanEval [60].

MMLU [62] is a comprehensive benchmark consisting of 57 tasks covering topics from STEM
(science, technology, engineering, and mathematics), humanities, social sciences, and professional
fields. The tasks are multiple-choice questions at high school, college, and professional levels,
designed to evaluate the model’s broad knowledge and reasoning capabilities. Performance is mea-
sured by accuracy across all tasks.

IFEval [63] is a dataset designed to assess a model’s ability to follow explicit instructions in natural
language. It includes a variety of tasks where models must generate responses that adhere strictly to
given guidelines, such as formatting, content constraints, or specific reasoning steps.

B.5 Head Architecture

We describe the head architecture of Medusa [48], which is also adopted in our implementation.
Specifically, given the hidden state z at the last layer of LLMs, the head will first transform it via
z′ = z + SiLU(Wz + b), where W ∈ Rd×d, b ∈ Rd×1, d is the dimension of hidden state and
SiLU is the a Sigmoid Linear Unit (SiLU) function, denoted as SiLU(x) = x · σ(x). After that,

5https://huggingface.co/datasets/ise-uiuc/Magicoder-Evol-Instruct-110K
6https://github.com/nickrosh/evol-teacher
7https://github.com/Instruction-Tuning-with-GPT-4/GPT-4-LLM
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the transformed hidden state is mapped to the logits, with the output dimensions being the size of
the vocabulary. Such a process can be formulated as Wheadz

′. Notably, Whead is initialized with the
weight of the original head of the backbone LLM, and W is initialized with zeros.

B.6 Data Curation

Self-distillation [95]. At the head warm-up stage, the main goal is to align additional heads with
the original head to improve acceptance rates, as also suggested in [48]. Therefore, we employ the
self-distillation strategy for different backbone LLMs. In this case, we use vLLM 8 for efficiently
generating the responses for every data point. The generated dataset will be stored and then serve as
the training data for warm-up training.

Downsampling [96, 70]. At the continued training stage, we downsample the dataset randomly,
where we take 4,000 examples for both code and math datasets and 2,000 examples for the general
dataset. Therefore, we prepare 10K examples for continuing to train the model. We keep the curated
dataset fixed for a fair comparison in our experiments.

C Decoding Strategy

C.1 Forward Decoding

We also provide another trivial alternative by looking forward, denoted F-MTP. For instance, F-MTP
predicts tokens {xt+k(i−1)+2}i∈[n] are predicted given x≤t+1. In this case, we have:{

p(xt+i|x<t+(i−1) mod k)|i ∈ {0, 1, . . . , kn}
}
, (41)

where the token sequence is sampled by looking forward (+) k − 1 steps. Forward decoding prior-
itizes early tokens, resulting in tokens {xt+k} being all predicted by the original LLM head. This
decoding strategy serves as our baseline for efficient analysis.

C.2 Tree Attention

Tree construction. Following the verification of token tree [50, 48], we merge the candidate tokens
generated from multiple LLM heads to construct the tree. We employ a greedy search method
from top to bottom to explore a layered graph and find the node sequences (paths) with maximum
cumulative expectation. The expectation value is calculated by the estimated accuracy of each head.
It starts from a root node and iteratively expands paths by selecting the neighbor with the highest
expectation, computed as the product of node accuracies along the path. Neighbors are generated
by either moving to the next node in the same layer or extending to the next layer, up to a specified
maximum depth and child count per layer. We cache computed expectations to avoid redundant
calculations and return a list of selected node sequences. We illustrate a tree structure example in
Figure 11. We can observe that the token tree provides multiple token sequences (paths) for the
following verification, thus improving the token acceptance rate.

Tree decoding. Upon the pre-defined token tree structure, we employ tree decoding to process the
generated multiple predictions. First, we initialize the tree attention and indices given the tree paths
(cf., Figure 4). Once we generate multiple tokens’ logits, we select the top-k candidates, which are
assembled as input for the target models. By utilizing the tree attention, the target model yields
the prediction of the original head for verification in parallel, finally accepting the candidates and
starting the next iteration.

D Additional Experimental Results

We present the detailed training loss trends in Figure 12 for head warm-up and Figure 13 for full
model tuning, with losses steadily decreasing and convergence to stability.

8https://docs.vllm.ai
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Figure 11: Token tree constructed according to the accuracy of heads. We use 3 heads for the Vicuna
7B model. The head accuracy is estimated when employing L-MTP decoding.

20

40

60
Gemma3-4BGemma3-4B

MTP
L-MTP

20

40

60
Llama3.2-3BLlama3.2-3B

MTP
L-MTP

20

40

60

80

100
Qwen2.5-3BQwen2.5-3B

MTP
L-MTP

20

40

60

80 Gemma3-12BGemma3-12B

MTP
L-MTP

20

40

60

80 Llama3.1-8BLlama3.1-8B

MTP
L-MTP

20

40

60

80
Qwen2.5-7BQwen2.5-7B

MTP
L-MTP

Figure 12: The illustration of the warm-up procedure of adapting multiple output heads to LLMs.
The curves showcase the loss changes along with the head warm-up training for MTP and L-MTP.

E Broader Impact Statement

Leap multi-token prediction (L-MTP) redefines the traditional autoregressive paradigm by skipping
intermediate tokens and predicting non-adjacent ones, mirroring human-like reasoning. This leap-
based strategy broadens the contextual window, enhances inference efficiency, and reduces compu-
tational costs, making LLMs more suitable for complex decision-making tasks. Environmentally,
L-MTP’s efficient decoding lowers energy consumption and supports greener AI deployments. Its
design also expands access to high-performance LLMs, reducing barriers for resource-constrained
developers. Furthermore, L-MTP introduces new possibilities for non-sequential reasoning, which
paves the way for more efficient and scalable language models.

F Reproducibility

We provide implementation details, including illustrative algorithm descriptions and pseudo-code.
The source code is publicly released for reproducibility.

24



0.5

0.6

0.7

0.8

0.9 Gemma3-4BGemma3-4BGemma3-4B

NTP MTP L-MTP
0.7

0.8

0.9

1.0 Llama3.2-3BLlama3.2-3BLlama3.2-3B

NTP MTP L-MTP 0.5

0.6

0.7

0.8 Qwen2.5-3BQwen2.5-3BQwen2.5-3B

NTP MTP L-MTP

0.4

0.6

0.8
Gemma3-12BGemma3-12BGemma3-12B

NTP MTP L-MTP 0.6

0.7

0.8

0.9
Llama3.1-8BLlama3.1-8BLlama3.1-8B

NTP MTP L-MTP
0.4

0.5

0.6

0.7
Qwen2.5-7BQwen2.5-7BQwen2.5-7B

NTP MTP L-MTP

Figure 13: Full model fine-tuning with respect to different prediction paradigms. The curves show-
case the loss changes along with the full model tuning for NTP, MTP, and L-MTP.

G Limitations

Modern large language models are rapidly scaling up, with recent models reaching tens or even
hundreds of billions of parameters (e.g., DeepSeek-R1-70B/671B [97] and Llama-3.1-405B [2]).
Our experiments are conducted on models up to 12B due to computational constraints. Despite
this limitation, the results effectively validate our core ideas. In future work, we plan to extend our
method to larger models to further assess its scalability and effectiveness at greater capacity.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We elaborate on the contributions and scope in both the abstract and intro-
duction, supported by our theoretical and empirical results.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We state the limitations in Appendix G.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate “Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We provide a complete proof in Appendix A, with assumptions required for
our theoretical results (Section 4).

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theo-

rems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide experimental details in the main content (see Section 5.1).

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the full instructions to access the data and code.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Pseudo-code are provided in Appendix B.1 as well. Data statistic is also
detailed in Section 5.1 and Appendix B.3 and B.4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report the experimental results on standard benchmarks.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer “Yes” if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the implementation details in Section 5.1, including the hardware
used for experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We adhere to the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We provide the impact statement in Appendix E and also highlight the poten-
tials from analyses (see Section 5.2).

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper involves only publicly available datasets and models. No specific
safeguards were necessary.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the relevant papers and provide links to existing assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]

Justification: This paper does not introduce new assets. Therefore, no documentation is
applicable.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing or research with human subjects.
Therefore, the inclusion of participant instructions, screenshots, and compensation details
is not applicable.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: This paper does not involve LLMs for any important, original, or non-
standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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