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Abstract

Exploring the personality of large language001
models (LLMs) is an important way to gain002
an in-depth understanding of LLMs. It is well003
known that ChatGPT has reached a level of004
linguistic proficiency comparable to that of a005
9-year-old child, prompting a closer examina-006
tion of its personality. In this paper, we propose007
to detect the personality of LLMs by question-008
naire and text mining methods, with the guide009
of BigFive psychological model. To explore the010
origins of the LLMs personality, we conduct011
experiments on pre-trained language models012
(PLMs, such as BERT and GPT) and Chat mod-013
els (ChatLLMs, such as ChatGPT). The results014
show that LLMs do contain certain personal-015
ities, for example, ChatGPT tends to exhibit016
openness, conscientiousness and neuroticism,017
while ChatGLM only exhibited conscientious-018
ness and neuroticism. More importantly, we019
find that the personality of LLMs comes from020
their pre-training data, and the instruction data021
can facilitate the generation of data contain-022
ing personality. We also compare the results023
of LLMs with the human average personality024
score, and find that the humanity of FLAN-T5025
in PLMs and ChatGPT in ChatLLMs is more026
similar to that of a human, with score differ-027
ences of 0.34 and 0.22, respectively.028

1 Introduction029

Humanity is the major difference between artifi-030

cial intelligence and human intelligence. Since031

the release of ChatGPT, the gap in capabilities be-032

tween AI and humans has been gradually narrow-033

ing. LLMs can achieve levels close to or beyond034

humans in many areas, and have completely substi-035

tuted humans in some scenarios. For instance, they036

serve as human assistants that can understand and037

respond to human language more naturally, help038

customer service agents respond to client queries039

promptly and accurately, and offer more personal-040

ized experiences (Jeon and Lee, 2023; Liu et al.,041

2023; Dillion et al., 2023). Unlike traditional deep042

learning models, LLMs achieve remarkable perfor- 043

mance in semantic understanding and following 044

instructions (Lund et al., 2023; Liu et al., 2023), 045

which is the answer why LLMs behave more like 046

humans. 047

The research from Standford suggested that 048

ChatGPT has reachede the level of a human 9- 049

year-old child (Kosinski, 2023). Recent research 050

from Microsoft suggests that OpenAI’s latest large 051

language model, GPT-4, possesses fundamental 052

human-like capabilities, including reasoning, plan- 053

ning, problem-solving, abstract thinking, under- 054

standing complex ideas, rapid learning, and expe- 055

riential learning (Bubeck et al., 2023). Experts 056

from Johns Hopkins University have found that 057

the theory of the mind of GPT-4 has surpassed hu- 058

man abilities, achieving 100% accuracy in some 059

tests through a process of mental chain reasoning 060

and step-by-step thinking (Moghaddam and Honey, 061

2023). It seems that LLMs is already an complete 062

human being. But, when we converse with LLMs, 063

we can still determine that it is not human from 064

its fixed-format response templates and polite but 065

emotionless textual expressions. We think that this 066

is related to the personality within LLMs, which is 067

the major difference between LLMs and humans. 068

In human society, personality serves as a key in- 069

dicator to differentiate individuals and characterize 070

their behavior and responses in various situations. 071

Humans have been studying personality and have 072

developed standardized systems to assess individ- 073

ual traits, such as the Big Five model (Costa and 074

McCrae, 1992), which categorizes personality into 075

openness, conscientiousness, extraversion, agree- 076

ableness, and neuroticism. Other widely-used psy- 077

chological models include MBTI (Jessup, 2002), 078

16PF (Cattell and Mead, 2008), and EPQ (Birley 079

et al., 2006). Early research in psychology estab- 080

lished standard evaluation methods, such as ques- 081

tionnaires and analysis of subjects’ daily textual 082

output (text mining). 083
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Questionnaire is the most commonly used084

method for personal character assessment, such085

as MBTI, Big Five, and 16PF, as mentioned ear-086

lier. Questionnaire generally fall into two cate-087

gories (Boyd and Pennebaker, 2017). The first088

involves providing a series of statements and asks089

participants to indicate the extent to which each090

statement applies to themselves, such as "You act as091

a leader" and then choosing a response from a five-092

point scale ranging from "Very Accurate" to "Very093

Inaccurate." The second involves presenting sev-094

eral scenarios and asking participants to choose the095

most appropriate response, such as "When faced096

with a difficult problem, would you A) approach097

it optimistically and proactively, B) avoid it, or C)098

think about it repeatedly." This method is relatively099

straightforward, and participants can hide their true100

personality by randomly choosing answers. An-101

other method involves mining comments, diaries,102

and other texts posted by participants in their daily103

lives and analyzing the features of these texts, such104

as word choice, expression, and punctuation usage,105

to draw conclusions. This type of method is also106

commonly used in social media, it can avoid par-107

ticipant masking, but suffer from feature extraction108

difficulties.109

The factors influencing the personality of large110

language models include both the model’s archi-111

tecture, which is akin to innate characteristics in112

humans, and the training data, which represents the113

acquired knowledge of humans. Similar to humans,114

we believe that the training data has a more pro-115

found impact on shaping the model’s personality.116

Therefore, our primary focus is to delve into the117

personality of the model and examine how data118

influences it. In this paper, we use both methods to119

detect the personality of LLMs, with the guide of120

BigFive psychological model (Vanwoerden et al.,121

2023; Lin et al., 2023). Our main contributions122

include:123

• We propose the combining of questionnaire124

and text mining to detect the personality of125

large models, which can obtain more accurate126

results.127

• We identify the personality types included in128

the large model without any prompting by129

using questionnaire and text mining, and find130

that the humanity of FLAN-T5 in PLMs and131

ChatGPT in ChatLLMs is more similar to that132

of a human.133

• Experiments indicated that the personality 134

knowledge of the large model comes from its 135

pre-trained data, and the instruction data can 136

make LLMs more inclined to show a certain 137

personality. 1 138

2 Related Work 139

In this paper, we explore the psychological traits 140

of large models. So we will introduce some re- 141

search work on psychological and some of the key 142

research from PLMs to ChatLLMs. 143

2.1 Personality Traits 144

The most widely and frequently used personal- 145

ity models are the bigfive model (Costa and Mc- 146

Crae, 1992) and the MBTI model (Jessup, 2002). 147

At the beginning of psychological research, ques- 148

tionnaires (Vanwoerden et al., 2023) and self- 149

report (Lin et al., 2023) methods were the main 150

research tools used to determine and examine an 151

individual’s personality. This method focuses on 152

providing the participant with a number of descrip- 153

tive states to answer according to his or her person- 154

ality, one of the more famous ones being IPIP 2 155

(International Personality Item Pool) (Goldberg 156

et al., 2006). Then the personality of the partic- 157

ipant can be calculated by their answers (Hayes 158

and Joseph, 2003). But those methods gradually 159

abandoned by computer science scholars due to 160

their low efficiency and ecological validity. Then 161

computer scholars are beginning to use lexicon- 162

based methods, machine learning-based methods, 163

and neural network-based methods to mine person- 164

ality traits from text, which increases efficiency by 165

eliminating the need to collect questionnaires. The 166

lexicon-based methods include LIWC (Pennebaker 167

et al., 2001), NRC (Mohammad and Turney, 2013), 168

Mairesse (Mairesse et al., 2007) and so on, those 169

lexicon can be used to extract the psychological 170

information contained in the text. However, due 171

to the different systems and classification criteria 172

used by different researchers, the mixing of multi- 173

ple dictionaries may introduce errors. In addition, 174

the method has limited ability to extract features 175

in long texts. Machine learning-based methods in- 176

clude SVM, Naïve Bayes and XGBoost Nisha et al. 177

(2022). Neural network-based methods include 178

using CNN (Majumder et al., 2017), RNN (Sun 179

1We will release all experimental data and intermediate
results.

2https://ipip.ori.org/
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et al., 2018), RCNN (Xue et al., 2018), pre-trained180

models (Wiechmann et al., 2022) . Those methods181

achieved higher accuracy than machine learning-182

based methods.183

2.2 Large Language Models184

LLMS has a significant impact on the AI commu-185

nity, with the emergence of Chatgpt3 and GPT-4186
4leading to a rethinking of the possibilities of Arti-187

ficial General Intelligence (AGI). The base model188

of ChatGPT is GPT3 (Brown et al., 2020), which is189

a pre-trained model that conclude 175B parameters.190

GPT-3 can generate human-like text and complete191

tasks such as language translation, question answer-192

ing, and text summarization with impressive accu-193

racy and fluency. Models similar to GPT3 include194

LLaMA (Touvron et al., 2023), BLOOM (Scao195

et al., 2022) and T5 (Raffel et al., 2020). Although196

the OpenAI team did not release the technical de-197

tails of ChatGPT, from the content of Instruct-198

GPT (Ouyang et al., 2022), it can be guessed that199

the process of training with instruction data is very200

important. Then, the research team at Stanford201

University obtained Alpaca 5 by train LLaMA with202

the instruct dataset generated by ChatGPT. They203

also released this dataset Alpaca-52k. Then, more204

and more large models of the ChatLLMs were re-205

leased, such as ChatGLM based on GLM (Zeng206

et al., 2022; Du et al., 2022), BLOOMZ and Vicuna.207

Although these models are slightly weaker in capa-208

bility than ChatGPT, they have fewer parameters209

and consume fewer resources.210

Following the release of these models, it is now211

well established for individual researchers to train212

a ChatLLM from a base PLM. This also opens213

up the possibility of exploring the knowledge con-214

tained within the large model. Also with the cur-215

rent ChatLLMs being so human-like in their per-216

formance, we believe that psychological measures217

of humans can be used to test the personality of the218

large model.219

2.3 Personality in LLMs220

There have been several research works focusing221

on the personality of LLMs, with all of them em-222

ploying the Big Five model as the psychological223

framework. Ganesan et al. (2023)investigate the224

zero-shot ability of GPT-3 to estimate the Big 5225

personality traits from users’ social media posts.226

3https://openai.com/blog/chatgpt-plugins
4https://openai.com/research/gpt-4
5https://crfm.stanford.edu/2023/03/13/alpaca.html

Jiang et al. (2022) detect the personality in LLMs 227

using questionnaire method and propose an induce 228

prompt to induce LLMs with a specific personal- 229

ity in a controllable manner. However, Song et al. 230

(2023) argued that self-assessment tests are not 231

suitable for measuring personality in LLMs and 232

advocated for the development of dedicated tools 233

for machine personality measurement. 234

As we can see, the bigfive model and the ques- 235

tionnaire method are more common methods used 236

for big model personality detection. But, the cur- 237

rent method is more controversial. In order to solve 238

this problem, we to use both questionnaire and text 239

mining method. We think that combine those two 240

methods can get more objective results. 241

3 Method 242

As we mentioned above, we used questionnaire and 243

text mining to detect the personality of LLMs. The 244

process of the two methods is shown in Figure 1. 245

In questionnaire method, we use the MPI120 246

questions to replace [Statement], then, ask each 247

LLM to give an answer form (A) to (E). The 248

model’s score on each question is calculated based 249

on IPIP’s scoring criteria. It is designed following 250

the IPIP study, we use the mean score to calcu- 251

late the model’s performance on each psychologi- 252

cal traits, and the standard deviation to assess the 253

model’s responses. The formula for calculating the 254

"score" is as follows: 255

scoreP =
1

NP

i∑
i∈P

{f(answeri, statementi)} (1) 256

where P represents one of the five personality 257

traits, NP represents the total number of statements 258

for trait P , and f(answeri, statementi) is a func- 259

tion used to calculate the personality score, which 260

ranges from 1 to 5. Additionally, if a statement is 261

positively correlated with trait P , answer choice A 262

will receive a score of 5, whereas if it is negatively 263

correlated, it will receive a score of 1. 264

In text mining method, we provide the model 265

with the first sentence of a paragraph and allow it to 266

continue writing. Then, we use a specially designed 267

prompt to enable ChatGPT to determine the person- 268

ality traits contained in the model’s continued text. 269

We also show some examples in Appendix. The 270

prompt that we input into ChatGPT is as follows: 271

"[Sentence1] The Big Five characteristics of the 272

passage above are . Please determine the Big Five 273
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(a) (b)

Figure 1: The two cases to detect the personality traits in LLMs. (a) is the questionnaire method and (b) is the
text mining method. In questionnaire method, we use the MPI120 questions to replace [Statement] (for example,
"Get angry easily"), and then we use the scoring program to calculate the model’s scores on different psychological
characteristics based on the model’s answers. In text mining method, we give the model the first sentence of a
paragraph and then let the model continue the writing. Then we use a specially designed prompt to allow ChatGPT
to determine the personality traits contained in the model’s continued text.

Figure 2: The process of two methods. Where ScoreP
is defined by formula 1 and ScoreT is defined by for-
mula 2

characteristics of the following passage. Please274

only answer using words from the list [’Openness’,275

’Conscientiousness’, ’Extraversion’, ’Agreeable-276

ness’, ’Neuroticism’]. [Sentence2]. Remember that277

only one trait is highly demonstrated in the passage,278

and you should provide the trait in your response."279

In this case, "[Sentence1]" refers to a paragraph280

from the Big Five personality classification dataset281

included in the prompt, and "[Sentence2]" refers282

to the passage generated by the LLM based on the283

prompt. Based on the ChatGPT results, we can284

determine the personality traits exhibited by the285

LLMs in the continued sentences at the beginning286

of different scenarios and derive the personality287

traits to which LLMs conform through statistical288

analysis.289

But, what we obtained through text mining is the290

number and percentage of data items in the gen- 291

erated text that contain a certain personality trait. 292

This cannot be directly analyzed jointly with the 293

questionnaire result. Therefore, we propose a trans- 294

formation to convert the text mining results to the 295

same score as the questionnaire. In the process of 296

text mining, we use 50 samples to generate text for 297

each personality trait, which we denote as Tj . Then, 298

based on International Personality Item Pool (IPIP) 299

models, the ti belonging to Tj will be categorized 300

into three types: 301

(i) ’ti’ is generated by one of the 50 samples and 302

is not charged to have the corresponding trait. 303

We believe this represents a negative correla- 304

tion with the current trait, which is the same 305

as "Very Inaccurate" in the questionnaire, so 306

the score for this case is 1. 307

(ii) ’ti’ is generated by one of the 50 samples 308

and is charged to have the corresponding trait, 309

which is the same as "Normal" in the ques- 310

tionnaire, so the score for this case is 3. 311

(iii) ’ti’ is not generated by one of the 50 samples 312

and is charged to have the corresponding trait. 313

We believe this represents a positive correla- 314

tion with the current trait, which is the same 315

as "Very Accurate" in the questionnaire, so 316

the score for this case is 5. 317

For each personality trait in text mining, we cal- 318

culate the score using formula 2. 319
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scoret =
1

N

num(Tj)∑
i∈P

S(ti) (2)320

where scoret is the score of a personality trait321

in text mining. S(ti) is the score of ti.322

4 Dataset and Models323

We employ personality questionnaire survey324

datasets (Casipit et al., 2017) and personality clas-325

sification datasets (Pennebaker and King, 1999)326

in this paper. Specifically, our method mainly fo-327

cuses on the Big Five psychological traits, and thus328

we use the MPI120 dataset from the IPIP as our329

personality questionnaire dataset. This dataset con-330

tains 120 individual state descriptions that cover331

all five traits of the Big Five. During the test, par-332

ticipants are required to choose one answer from333

five options. It is worth noting that not all of these334

descriptions are positively correlated with the Big335

Five personality traits, and some questions have a336

higher score indicating a deviation from a certain337

personality trait. For example, "Make friends eas-338

ily" is positively correlated with "Openness" while339

"Avoid contacts with others" is not. All of these340

statements are included in the MPI120 dataset. In341

the experiment using text generation by LLMs, we342

used the Big Five personality classification dataset,343

which includes 2468 articles written by students,344

and each article is labeled with a Big Five category.345

To investigate the sources of personality knowl-346

edge embedded in LLMs, we select two sets of347

baseline models. One set consists of LLMs for348

text generation, such as BERT-base (Devlin et al.,349

2019), GPT-neo2.7B, flan-T5-base (Raffel et al.,350

2020), GLM-6b (Du et al., 2022), LLaMA-7b (Tou-351

vron et al., 2023), BLOOM-7b (Scao et al., 2022),352

and so on. The other set consists of models353

trained on the instruct dataset, which can better354

follow human instructions and includes Alpaca7b,355

ChatGLM-6b, BLOOMZ-7b, and ChatGPT.356

All LLMs checkpoints are obtained from the357

Hugging Face Transformers library, and inferences358

are accelerated by two NVIDIA A100 80GB GPUs359

and four RTX 3090 GPUs. For ChatGPT, we called360

its API to obtain experimental results.361

5 Experiments362

As mentioned above, we employ both question-363

naire and text mining methods to conduct the ex-364

periments.365

5.1 Questionnaire 366

We conduct experiment based on Figure 1(a). Since 367

the PLMs are unable to follow the instructions we 368

shown above, we let the model continue to gener- 369

ate answers by few-shot learning and prompt. We 370

will give three examples with different answer for 371

on statement, then, we give the real statement and 372

make PLMs answering it. For Chat-LLMs, we use 373

the shown instruct template. After all the LLMs 374

have responded to the statement, we manually iden- 375

tify the responses of each model and give answers 376

(A) through (E). The results are showed on Table 377

1. 378

Table 1 shows the results of LLMs’ personality 379

analysis on MPI120 dataset. The results of GLM 380

and LLaMA are not presented due to their inabil- 381

ity to generate appropriate answers, regardless of 382

the form of prompt used. These models simply 383

repeat the prompt even when employing few-shot 384

methods. Since BLOOMZ’s training data does not 385

include Chinese, we only used English prompts to 386

conduct experiment on BLOOMZ. The score and σ 387

of "human" were calculated based on the analysis 388

of 619,150 responses on the IPIP-NEO-120 inven- 389

tory (Jiang et al., 2022). It is worth noting that the 390

average human score was derived from the test re- 391

sults of 619,150 internet users and was not filtered 392

for factors such as nationality, gender, or age due to 393

the constraints of the study conditions. The average 394

score serves as a reference point for the findings 395

of this paper, but it does not necessarily imply that 396

closer alignment with this score indicates superior 397

performance. 398

As shown in Table 1 ChatGPT achieves perfor- 399

mance closest to human performance when using 400

Chinese prompts, followed by ChatGPT-en. This 401

seems to indicate that ChatGPT’s personality per- 402

formance with Chinese prompts is closer to the 403

human average, which is inconsistent with the con- 404

ventional view that ChatGPT is trained with a large 405

amount of English text, and therefore it works bet- 406

ter in English than Chinese. To verify the validity 407

of the results, we calculated the number of options 408

given by ChatGPT in the English prompt and the 409

Chinese prompt respectively. We find that the rea- 410

son why the personality is closer to the average hu- 411

man performance in the Chinese prompt is because 412

there are a large number of "(C) Neither Accurate 413

Nor Inaccurate. " in ChatGPT’s responses in the 414

Chinese prompt, which accounted for 55.83% of 415

the total responses, compared to only 20.83% in 416
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Model O C E A N δ
score σ score σ score σ score σ score σ score σ

BERT-base 3.08 1.91 2.71 1.81 3.88 1.62 2.38 1.76 3.79 1.69 0.80 0.73
ERNIE 3.00 2.04 2.83 2.04 4.00 1.77 2.17 1.86 3.83 1.86 0.86 0.89
Flan-T5 3.50 1.02 3.05 1.11 3.67 0.76 3.50 1.18 2.13 1.08 0.34 0.13
BLOOM 3.13 1.45 3.04 1.52 3.29 1.55 2.67 1.43 3.75 1.26 0.59 0.42
BLOOMZ 4.38 0.88 4.38 0.71 4.17 1.31 3.54 1.47 2.33 1.46 0.61 0.32
GLM - - - - - - - - - - - -
ChatGLM6b-ch 3.00 1.98 3.25 1.96 4.00 1.77 2.63 1.91 3.83 1.86 0.69 0.87
ChatGLM6b-en 3.29 1.40 3.21 1.59 3.91 1.25 3.46 1.14 3.25 1.36 0.34 0.32
LLaMA - - - - - - - - - - - -
Alpaca7b-ch 3.00 2.04 2.83 2.04 4.00 1.77 2.17 1.86 3.83 1.86 0.86 0.89
Alpaca7b-en 3.25 0.74 2.96 0.69 2.79 0.78 3.38 0.58 2.92 0.58 0.37 0.35
GPT-NEO 3.25 1.36 3.00 1.44 2.50 1.50 2.83 1.52 2.63 1.31 0.54 0.40
ChatGPT-ch 3.46 0.78 3.00 1.06 3.33 0.76 3.33 1.24 2.75 1.07 0.22 0.18
ChatGPT-en 3.29 1.40 3.20 1.58 3.91 1.25 3.46 1.14 3.25 1.36 0.34 0.32
human 3.44 1.06 3.60 0.99 3.41 1.03 3.66 1.02 2.80 1.03 - -

Table 1: LLMs’ personality analysis on MPI120 is presented in the following table. The "score" column shows the
average score on current personality traits, and the "σ" column shows the standard deviation. However, due to the
inability of GLM and LLama to generate accurate responses even after multiple prompt replacements, their scores
are not shown in this table. The score and σ of "human" are calculated based on the analysis of 619,150 responses
on the IPIP-NEO-120 inventory. "δ" refers to the mean absolute error between each model’s predictions and human
scores. It is worth noting that, similar to human personality assessment, the scores here only partially indicate
whether the model possesses a certain trait (equivalent to 3 in human testing when a certain threshold is exceeded).
Additionally, a high or low score does not necessarily reflect the model’s strength or weakness in that trait.

the English prompt. This suggests that it is just a417

coincidence, and indicate that ChatGPT are more418

inclined to choose the appropriate answer in the419

English prompt.420

From the results of the scores in the GPT and421

LLaMA groups, we can see that Instruct data train-422

ing leads to a model that is more inclined to show423

personality and performs closer to the human aver-424

age. Additionally, it is worth noting that ChatGLM-425

EN and ChatGPT-EN achieved almost the same426

results, possibly due to the use of similar training427

data as ChatGPT.428

In the results of PLMs, Flan-T5 exhibits the429

smallest mean absolute error, indicating the clos-430

est proximity between its scores and the human431

average scores. Following closely behind are GPT-432

NEO and BLOOM, with only a slight deviation433

from Flan-T5’s performance. These results sug-434

gest that the psychological performance of these435

two models is comparable to the human average,436

likely due to the wide distribution of pre-training437

data used by both models. It is worth noting that438

bert-base performs better than ERNIE, which is439

contrary to our expectations. We hypothesize that440

this may be due to the fact that bert-base is trained441

on purely English data, whereas ERNIE utilizes442

a large amount of Chinese datasets, which may443

introduce some biases in psychological cognition444

compared to English. As a result, ERNIE exhibits445

the largest mean absolute error among the models. 446

In the results of ChatLLMs, it can be observed 447

that almost all models perform better in English 448

than in Chinese, suggesting that the training data 449

for English is closer to the average level of English- 450

speaking humans. This may also indicate some psy- 451

chological differences between groups that use Chi- 452

nese and those that use English. ChatGPT achieves 453

answers closest to human performance when us- 454

ing Chinese prompts, followed by ChatGPT-en and 455

GLM-en. Alpaca performs similarly to ChatGPT 456

in English, further demonstrating the importance 457

of training data to models’ psychological cogni- 458

tion. Compared to PLMs, ChatLLMs perform bet- 459

ter, which we believe is due to the use of instruction 460

data. 461

Furthermore, comparing the result of PLMs and 462

LLMs, we can find that the performance of GPT- 463

NEO differs from that of ChatGPT, and the perfor- 464

mance of BLOOM differs from that of BLOOMZ, 465

which also demonstrates that training data affects 466

models’ personalities. 467

5.2 Text Mining 468

Numerous early studies in psychology have indi- 469

cated that personality can be analyzed and inferred 470

not only through questionnaire but also through the 471

analysis of users’ daily comments through the writ- 472

ing styles. Despite obtaining scores of the model on 473
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Model O C E A N
I50 Total P I50 Total P I50 Total P I50 Total P I50 Total P

LLaMA 5 11 0.45 4 12 0.33 2 4 0.50 2 2 1.00 7 19 0.37
BLOOM 15 23 0.65 16 29 0.55 4 5 0.80 3 9 0.33 22 44 0.50
FLAN-T5 5 8 0.63 4 9 0.44 3 4 0.75 2 3 0.67 4 12 0.33
GPT-NEO 16 25 0.64 10 18 0.56 8 10 0.80 4 8 0.50 17 41 0.41
Alpaca 5 6 0.83 2 6 0.33 3 3 1.00 1 1 1.00 5 13 0.38
BLOOMZ 23 36 0.64 13 28 0.46 9 14 0.64 5 8 0.63 23 50 0.46
ChatGLM 15 23 0.65 20 35 0.57 2 8 0.25 5 10 0.50 11 29 0.38
ChatGPT 30 45 0.67 22 41 0.54 6 13 0.46 4 9 0.44 20 41 0.49
Self-alpaca 6 6 1.00 8 17 0.47 2 3 0.67 0 2 0 13 28 0.46

Table 2: The results of personality for each model, obtained by text mining. The "I50" indicates how many items
match the current features in the scene and opening cue corresponding to the bigifve features. "Total" indicates
how many of the 120 generated texts are recognized by the model as matching the current features. "P" indicates
the percentage of "I50" in "Total". "Self-alpaca" is trained by our-self, we follow the research process of Stanford
University’s Alpaca and perform full-parameter fine-tuning of llama-7b using the instruction-based data provided
by Alpaca.

the personality traits through questionnaire in Ta-474

ble 1, we deem the method unfair in the process of475

making LLMs to select answer. PLMs lack instruc-476

tion understanding capability and are more likely477

to be influenced by one-shot or few-shot examples478

provided during the prompt process. Additionally,479

Chat-LLMs exhibit difficulties in making decisions480

for some questions and simply select "(C) Neither481

Accurate Nor Inaccurate. ". Hence, we decided to482

detect the personality of LLMs using text mining483

method.484

To evaluate the personality form the texts gen-485

erated by the models, we selected 50 samples486

that match each of the five Big Five personality487

traits from the Big Five personality classification488

dataset (Pennebaker and King, 1999). We ulti-489

mately choose 120 instances while ensuring that490

each of the Big Five personality traits is represented491

by at least 50 instances. Numerous individuals (Jun492

et al., 2021; Jain et al., 2022) have already demon-493

strated the ability to discern personality traits from494

text using neural network models, hence we choose495

Pysattention (Zhang et al., 2023)(See section ap-496

pendix 7) and ChatGPT as classifiers. The results497

of ChatGPT are shown in Table 2 and Table 3. We498

also tested the accuracy of ChatGPT in Section 7.3.499

From Table 2,we can find that the number of500

texts classified as "Agreeableness" has significantly501

decreased, while the number of texts exhibiting502

other personality traits has remained relatively sta-503

ble. However, the number of texts classified as be-504

longing to a certain personality trait has increased505

for the Chat-LLMs models. Moreover, "Neuroti-506

cism" has become the most frequently observed507

personality trait in the generated text.508

We can find that BLOOM, GPT-NEO,509

BLOOMZ, ChatGLM, and ChatGPT exhibit 510

a personality tendency towards ’Openness’, 511

’Conscientiousness’, and ’Neuroticism’. These 512

results suggest that the model’s personality remain 513

consistent through the process of instruction-based 514

data and human feedback reinforcement learning. 515

In contrast, the proportion of text generated by 516

FLAN-T5 and Alpaca that exhibit each personality 517

trait is relatively low. This may be attributed 518

to the shorter length of sentences generated by 519

these models, resulting in limited personality 520

information being included, making it difficult for 521

ChatGPT to identify effective personality traits. 522

Since we are unable to access the pre-training 523

data of the models and cannot identify whether 524

psychological knowledge is included in the pre- 525

training data, we explore the impact of instruction- 526

based data on the models based on the LLMs. 527

We follow the research process of Stanford Uni- 528

versity’s Alpaca and perform full-parameter fine- 529

tuning of llama-7b using the instruction-based data 530

provided by Alpaca. To avoid interference from 531

personality knowledge in the instruction-based 532

data, we manually filter the data to remove emo- 533

tional, mood, and self-awareness data, resulting 534

in a final set of 31k instruction-based data. We 535

train a new model according to Stanford’s param- 536

eter settings since we have limited computational 537

resources. The results are shown in Table 2 "Self- 538

alpaca". From the results of "LLaMA" and "Self- 539

alpaca" we can find that, although we use less data, 540

"Slef-alpaca" can still produce more text with per- 541

sonality, which proves the effect of the instruct data. 542

But, the personality is not changed by the instruct 543

data, which indicate that the personality of LLMs 544

come from their pre-training data. 545
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Model O C E A N δ
score σ score σ score σ score σ score σ score σ

LLaMA 2.17 1.28 2.26 1.37 1.74 0.83 1.60 0.49 2.69 1.55 1.29 0.37
BLOOM 2.81 1.46 3.21 1.50 1.77 0.82 2.07 1.23 4.14 1.08 1.12 0.28
FLAN-T5 1.96 1.07 2.05 1.19 1.72 0.76 1.67 0.82 2.26 1.37 1.45 0.20
GPT-NEO 2.93 1.47 2.56 1.44 2.04 1.10 1.98 1.12 4.03 1.27 1.17 0.25
Alpaca 1.82 0.88 1.88 1.04 1.65 0.59 1.55 0.35 2.31 1.39 1.54 0.34
BLOOMZ 3.56 1.34 3.20 1.55 2.30 1.31 1.96 1.07 4.54 0.50 1.01 0.34
ChatGLM 2.81 1.46 3.55 1.40 2.02 1.20 2.10 1.22 3.31 1.58 0.83 0.35
ChatGPT 4.05 0.69 3.93 1.22 2.29 1.36 2.05 1.19 3.97 1.24 0.97 0.26
human 3.44 1.06 3.60 0.99 3.41 1.03 3.66 1.02 2.80 1.03 - -

Table 3: The result of Text Mining. We compared with the average score of human as same as in Table1. The
"score" column shows the average score on current personality traits obtained by formula 2, and the "σ" column
shows the standard deviation. "human" is same as Table 1.

Model O C E A N
Ques Text δ Ques Text δ Ques Text δ Ques Text δ Ques Text δ δ̄

LLaMA - 2.17 - - 2.26 - - 1.74 - - 1.60 - - 2.69 - -
BLOOM 3.13 2.81 0.32 3.04 3.21 0.17 3.29 1.77 1.52 2.67 2.07 0.60 3.75 4.14 0.39 0.60
FLAN-T5 3.50 1.96 1.44 3.05 2.05 1.00 3.67 1.72 1.95 3.50 1.67 1.33 2.13 2.26 0.13 1.17
GPT-NEO 3.25 2.93 0.32 3.00 2.56 0.44 2.50 2.04 0.46 2.83 1.98 0.75 2.63 4.03 1.70 0.73
Alpaca 3.25 1.82 1.43 2.96 1.88 1.08 2.79 1.65 1.14 3.38 1.55 1.83 2.92 2.31 0.61 1.22
BLOOMZ 4.38 3.56 0.82 4.38 3.20 1.18 4.17 2.30 1.87 3.54 1.96 1.48 2.33 4.54 2.21 1.51
ChatGLM 3.29 2.81 0.48 3.21 3.55 0.34 3.91 2.02 1.89 3.46 2.10 1.36 3.25 3.31 0.06 0.83
ChatGPT 3.29 4.05 0.76 3.20 3.93 0.73 3.91 2.29 1.62 3.46 2.05 1.39 3.25 3.97 0.72 1.04

Table 4: The final results after two experiments. "Ques" denotes the score using the questionnaire, "Text" denotes
the score using the Text mining, gray denotes that the model has the corresponding psychological traits (In section 3
we standardized the scores for text mining to 1 to 5, which is consistent with the range of scores in the questionnaire,
so here we draw on the thresholds of the questionnaire methods, and we consider the model to have this trait when
the scores of both methods exceed 3.). δ denotes the absolute value of the difference between the two approaches,
and δ̄ denotes the mean value of the δ.

Table 3 is the results after using formula 2 scoret546

. We compared the scores obtained through this547

scoring method with the average human scores.548

From Table 3, we can see that ChatGLM has the549

closest score to the human average, followed by550

ChatGPT. In terms of standard deviation, the scores551

calculated by this method are much smaller than the552

human average, demonstrating the reasonableness553

of our proposed scoring method.554

Through questionnaire and text mining, it is evi-555

dent that both PLMs and Chat-LLMs exhibit cer-556

tain personality traits (shown in Table 4). Chat-557

GPT exhibits the personality traits of ’Openness’,558

’Conscientiousness’, and ’Neuroticism’, while559

BLOOMZ exhibits the personality traits of ’Open-560

ness’ and ’Conscientiousness’. It can be seen that561

the scores for "Extraversion" and "Agreeableness"562

in the text mining method are low, which may be563

due to the fact that less information is included in564

the text generation. The average absolute error of565

the two methods ranges from 0.7 to 1.51, indicating566

that the two methods are relatively close and can567

be used together to determine the personality.568

6 Conclusion 569

In this paper, we investigate whether personality 570

traits are included within LLMs. We adopt the 571

Big Five model as a psychological model and test 572

the model using both questionnaire and text min- 573

ing. Through the experimental results, we find that 574

PLMs contain certain personality traits, and the 575

personality knowledge of ChatLLMs also comes 576

from their base model. If the model’s personality 577

is not modified through instruction data, that in- 578

struction data will make the model produce more 579

text with personality. At the same time, we obtain 580

the personality traits of ChatGPT, BLOOMZ, and 581

other LLMs that they tend to show without any in- 582

duced prompt. Our experiments also prove that the 583

personality of ChatGPT is closest to the average 584

human performance, followed by ChatGLM. To 585

the best of our knowledge, this paper is the first to 586

comprehensively compare pre-trained models with 587

ChatLLMs and investigate the effect of instruction 588

data on the model’s personality using clear instruc- 589

tion data. 590
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7 Appendix 802

7.1 Examples of Two Methods 803

The process of the two methods is shown in Fig- 804

ure 1. As we can see, for questionnaire, we de- 805

sign special prompts, for ChatLLMs, the prompt 806
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is " Question: Given a statement of you:"You807

{STATEMENT}. Please choose from the follow-808

ing options to identify how accurately this state-809

ment describes you. Options (A).Very Accurate810

(B).Moderately Accurate (C).Neither Accurate Nor811

Inaccurate (D).Moderately Inaccurate (E).Very In-812

accurate Answer: "813

For PLMs, we use few-shot prompt, " Ques-814

tion: Given a statement of you: You feel happy.815

Please choose from the following options to816

identify how accurately this statement describes817

you. Options: (A).Very Accurate (B).Moderately818

Accurate (C).Neither Accurate Nor Inaccurate819

(D).Moderately Inaccurate (E).Very Inaccurate.820

your answer is (A). Question: Given a statement821

of you: You feel happy. Please choose from822

the following options to identify how accurately823

this statement describes you. Options: (A).Very824

Accurate (B).Moderately Accurate (C).Neither825

Accurate Nor Inaccurate (D).Moderately Inaccu-826

rate (E).Very Inaccurate. your answer is (E).827

Question: Given a statement of you: You feel828

happy. Please choose from the following options829

to identify how accurately this statement describes830

you. Options: (A).Very Accurate (B).Moderately831

Accurate (C).Neither Accurate Nor Inaccurate832

(D).Moderately Inaccurate (E).Very Inaccurate.833

your answer is (C). Question: Given a statement834

of you: You Please choose from the follow-835

ing options to identify how accurately this state-836

ment describes you. Options: (A).Very Accurate837

(B).Moderately Accurate (C).Neither Accurate Nor838

Inaccurate (D).Moderately Inaccurate (E).Very In-839

accurate. your answer is ".840

For text mining, our prompt is only the first sen-841

tence, there are some examples:"I feel refreshed842

and ready to take on the rest of the day", "Well,843

here we go with the stream of consciousness es-844

say", "I can’t believe it! It’s really happening! My845

pulse is racing like mad", "I miss the way my life846

used to be a little bit" and so on.847

7.2 Analysis of Different LLMs848

Figure 3 shows the scores of five models with an849

average absolute error of less than 0.5 on the big850

five personality traits. It can be observed that most851

models score high on Openness and Extraversion,852

which is consistent with human expectations. The853

score distribution of chat-LLMs is nearly identical,854

while the scores of the PLMs, T5, differ signifi-855

cantly from those of other models. These findings856

Figure 3: The Questionnaire Results Achieved by Model
with Mean Absolute Error Less Than 0.5

Figure 4: Results of Text Mining Method. The propor-
tion that does not match generated template personality.
Where "P" is the score in Table 2 , "1 - P" means 1
minus P.

demonstrate that training models using directive 857

data leads to a convergence towards similar person- 858

alities. 859

We plotted the results as shown in Figure 4. In 860

this figure, the dashed line corresponds to Chat- 861

LLMs. We observe that there is little difference 862

in the model’s performance across the ’Openness’, 863

’Conscientiousness’, and ’Neuroticism’ personal- 864

ity traits. However, regarding ’Extraversion’ and 865

’Agreeableness’, only ChatGPT and ChatGLM ex- 866

hibit both of these personality traits. 867

7.3 Accuracy of ChatGPT in Text Mining 868

As we mentioned in section 5.2, we choose Chat- 869

GPT as the classifier. To validate ChatGPT’s classi- 870

fication proficiency, we employed a subset compris- 871

ing 20% of the Big Five personality classification 872

dataset (Pennebaker and King, 1999) as our test 873

dataset. We conducted tests using a specific prompt, 874

" Determine from your knowledge what the Big- 875

Five personality trait is in the following sentence 876
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by answering in the format "O:1, C:0, E:1, A:1,877

N:1", where 1 means that thoes sentences have this878

personality trait and 0 means that thoes sentences879

don’t, and if you’re not sure please answer 2, being880

careful not to include other outputs If you are not881

sure whether you have this personality trait or not,882

please answer 2, taking care not to include other883

outputs. Here are the sentences you need to judge:884

[Sentences]". The "[Sentences]" is been replaced885

by the content generated by tested models. The886

results are shown in Table 7.3.887

Table 5: Accuracy of ChatGPT

O C E A N
ChatGPT 52.59 58.62 53.45 57.76 50.86

The average accuracy of ChatGPT is 54.66%,888

which is not a effective classifier. We also try psy-889

attention Zhang et al. (2023), but the average ac-890

curacy of it is 65.66%, which is also not enough891

high.892

7.4 Statistics of Questionnaire and Text893

Mining894

Questionnaire: In order to prevent large models895

from evading questions by frequently responding896

with "C: Neither Accurate and Nor Inaccurate," we897

conducted statistical analysis on the distribution898

of their answers. Table 7 presents the statistical899

results for the "O, C, E" features. To validate the900

reasonableness of the answer distribution, we uti-901

lized responses from ten million individuals in the902

big-five-personality-test dataset 6 as the benchmark.903

The "Human" indicates the percentage of each op-904

tion derived from the aforementioned dataset.905

From the Table 7, it’s evident that the proportion906

of option C in the responses from the large models907

is relatively low. With the exception of "BLOOM,"908

"ChatGPT," and "Alpaca7b-en," all other models909

have proportions of option C lower than those of910

human responses. This suggests that the models’911

responses to the questionnaire are effective.912

Text Mining: In the text mining section, we913

utilize classifiers to determine the personality of914

content generated by models. Therefore, if the915

generated content is relatively short, it will impact916

the classifier’s ability to make accurate judgments.917

Hence, we conducted statistical analysis on the918

length of generated content. Table 6 is the reuslt.919

6https://www.kaggle.com/datasets/tunguz/big-five-
personality-test

As you can see, apart from FLAN-T5, the lengths 920

of content generated by other models all exceed 921

100, with the majority surpassing 300. Conse- 922

quently, we consider this content to be effective 923

as well. 924

Table 6: Statistics on the average length of content gen-
erated by different models, where datasets denotes the
average length of the Big Five personality classification
dataset (Pennebaker and King, 1999).

Models Length_avg
LLaMA 540
BLOOM 867
FLAN-T5 38
GPT-NEO 3952
Alpaca 100
BLOOMZ 173
ChatGLM 319
ChatGPT 386
Datasets 672

7.5 Results of Psyattention in Text Mining 925

Due to ChatGPT’s average accuracy being only 926

54.66%, we introduced Psyattention as a classifier, 927

which has an accuracy of 65.66%. The results are 928

shown in Table 8. As we can see, Psyattention 929

tends to give high scores in N, lower scores in 930

C and A, and almost no scores in E. This might 931

be because Psyattention is not suitable for shorter 932

texts. Although it has a higher accuracy rate, we 933

still opt for ChatGPT. 934
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Model O C E
A B C D E A B C D E A B C D E C_total

BERT-base 9 3 0 1 11 11 2 1 3 7 5 0 2 3 14 0.04
ERNIE 12 0 0 0 12 13 0 0 0 11 6 0 0 0 18 0.00
Flan-T5 1 4 3 14 2 0 6 0 12 6 0 3 3 17 1 0.04
BLOOM 5 2 8 3 6 6 1 10 0 7 5 1 9 0 9 0.38
BLOOMZ 1 0 0 4 12 0 1 0 12 11 1 4 0 4 15 0.00
GLM - - - - - - - - - - - - - - - -
ChatGLM6b-ch 11 1 0 1 11 10 0 0 2 12 6 0 0 0 18 0.00
ChatGLM6b-en 4 3 4 8 5 4 7 1 4 8 2 2 1 10 9 0.04
LLaMA - - - - - - - - - - - - - - - -
Alpaca7b-ch 12 0 0 0 12 13 0 0 0 11 6 0 0 0 18 0.00
Alpaca7b-en 0 4 10 10 0 0 6 13 5 0 0 10 9 5 0 0.44
GPT-NEO 3 5 4 7 5 4 7 3 5 5 8 7 2 3 4 0.13
ChatGPT-ch 0 0 17 3 4 3 2 13 4 2 0 0 20 0 4 0.69
ChatGPT-en 3 4 3 3 11 0 5 6 10 3 5 3 5 7 4 0.19
Human 0.15 0.15 0.2 0.26 0.24 0.14 0.19 0.23 0.27 0.17 0.15 0.22 0.22 0.24 0.17 0.22

Table 7: Statistics on the distribution of answers for each model for the different traits in section 5.1 Questionnaire.
Where Human is the percentage of each option we counted based on big-five-personality-test dataset. We can find
that the distribution of human responses to each option is relatively balanced, and the percentage of almost all large
model choices of "C: Neither Accurate and Nor Inaccurate" is close to that of human responses, which proves that
the answers we obtained through the questionnaire method are valid.

Model O C E A N
I50 Total P I50 Total P I50 Total P I50 Total P I50 Total P

LLaMA 43 66 0.65 9 48 0.19 0 0 0.00 8 14 0.57 50 84 0.60
BLOOM 41 59 0.69 5 33 0.15 0 0 0.00 7 15 0.47 50 84 0.60
FLAN-T5 5 10 0.5 2 19 0.11 0 0 0.00 10 26 0.38 40 66 0.61
GPT-NEO 35 50 0.7 10 70 0.14 0 0 0.00 13 32 0.41 44 64 0.69
Alpaca 24 41 0.59 1 9 0.11 0 0 0.00 5 6 0.83 50 94 0.53
BLOOMZ 34 60 0.57 3 18 0.17 0 0 0.00 7 10 0.7 50 118 0.42
ChatGLM 19 29 0.66 1 6 0.17 0 0 0.00 1 1 1.00 50 88 0.57
ChatGPT 14 23 0.61 1 4 0.25 0 0 0.00 1 4 0.25 50 89 0.56
Self-alpaca 11 17 0.65 0 17 0.00 0 0 0.00 6 11 0.55 50 97 0.52

Table 8: The results of personality for each model, obtained by text mining, classified by Psyattention. The "I50"
indicates how many items match the current features in the scene and opening cue corresponding to the bigifve
features. "Total" indicates how many of the 120 generated texts are recognized by the model as matching the
current features. "P" indicates the percentage of "I50" in "Total". "Self-alpaca" is trained by our-self, we follow
the research process of Stanford University’s Alpaca and perform full-parameter fine-tuning of llama-7b using the
instruction-based data provided by Alpaca.
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