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Abstract

Many real-world multi-label prediction problems
involve set-valued predictions that must satisfy
specific requirements dictated by downstream us-
age. We focus on a typical scenario where such
requirements, separately encoding value and cost,
compete with each other. For instance, a hospital
might expect a smart diagnosis system to cap-
ture as many severe, often co-morbid, diseases
as possible (the value), while maintaining strict
control over incorrect predictions (the cost). We
present a general pipeline, dubbed as FavMac,
to maximize the value while controlling the cost
in such scenarios. FavMac can be combined
with almost any multi-label classifier, affording
distribution-free theoretical guarantees on cost
control. Moreover, unlike prior works, it can han-
dle real-world large-scale applications via a care-
fully designed online update mechanism, which is
of independent interest. Our methodological and
theoretical contributions are supported by exper-
iments on several healthcare tasks and synthetic
datasets - FavMac furnishes higher value com-
pared with several variants and baselines while
maintaining strict cost control. Our code is avail-
able at https://github.com/zlin7/FavMac

1. Introduction

Multi-label classification, which aims to predict a set of
possible labels for a particular input, is an important task
in many domains such as computer vision and healthcare.
The possible set of output labels reflects some underlying
structure of the world. For instance, in healthcare contexts,
patients are likely to exhibit a set of (related) symptoms and
co-morbid conditions at the same time. Generating a good
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prediction set that adequately captures the co-occurrence
of such labels is a problem that goes well beyond the more
customary multi-class setting where one simply outputs the
most likely class. Much research effort has concentrated on
estimating the conditional probability P{Y} = 1|X }, where
X is the input, and Y} is the indicator of class k. However,
examining prediction set generation when tied to a concrete
downstream task has received considerably less attention.
This aspect is nonetheless significant in real-world decision-
making pipelines where the notion of a good prediction set
is also dictated by how it is to be harnessed, by the concrete
cost associated with incorrect predictions, and what value
the predicted set brings. Stated differently, given a base
classifier p, we could measure metrics like mean average
precision (mAP) and quantify the quality of our classifier,
but when do we exactly predict Vi =12
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Figure 1. Severity vs the predicted probability of various diseases.
Choosing a prediction set is a complex decision involving both.
More details in Section 3.1.

The answer to this question depends on the goals and require-
ments of the specific downstream task under consideration.
Often, these goals could be conflicting, have an attendant
cost-value calculus, and thus could engender incurring nec-
essary trade-offs. For example, in medical coding or disease
detection tasks, we would like the prediction set to cover
as many (true) disease diagnoses as possible for a patient,
while also wanting to control the total number of incorrect
diagnoses. Because the validation of any disease diagnosis
may incur additional costs (e.g., expensive reviews) and
(potentially invasive) unnecessary examinations. In such
a use-case, a prediction set with more disease codes could
possibly have higher value but also higher cost, which we
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would like to control. Crucially, in such applications, we
would also like to have provable guarantees on cost control.

Conformal prediction (CP) is a versatile and powerful frame-
work to obtain coverage guarantees for prediction intervals
or prediction sets. One of its most popular formulations,
namely the split-conformal method, can be applied to black-
box models such as large neural networks to furnish prov-
able distribution-free finite-sample guarantees. Remarkably,
the method only requires a bare-bones exchangeability as-
sumption and a hold-out calibration set. A few recent works
used CP techniques to construct prediction sets while con-
trolling costs like the number of false positives (Bates et al.,
2020; Fisch et al., 2022). However, the more general and
practically relevant formulation involving the value-vs-cost
trade-off remains unexplored. We explore such a formula-
tion building on ideas from (Fisch et al., 2022).

Another challenge rarely addressed in prior works is the
efficient online computation of conformal prediction. Most
existing conformal prediction methods typically involve
querying thresholds (e.g., quantiles) during inference. This
becomes a problem in large-scale applications. For example,
a health insurance company could have hundreds of millions
of records, making real-time vanilla quantile queries infea-
sible. Such applications require additional design considera-
tions to improve feasibility. Furthermore, in the healthcare
context specifically, such a challenge is also inherent in the
structure of the problem for reasons that go beyond the scale.
In applications such as disease diagnosis and medical cod-
ing, we make predictions in a dynamic setting. The data for
the general patient population is also constantly updating,
thus changing the data distribution and the quantiles.

In this paper, we present a general and efficient frame-
work to maximize the value associated with the predic-
tion sets, while providing provable cost control. As part
of our solution for large-scale settings, we also propose
QuantileTree, an efficient data structure specifically
designed to track and query weighted quantiles. Given the
prevalence of weighted quantiles in the conformal predic-
tion literature (Bates et al., 2020; Tibshirani et al., 2020;
Guan, 2022), QuantileTree could be of independent
interest to machine learning practitioners.

Summary of Contributions:

e We propose FavMac, or Fast online value-
Maximizing prediction sets with conformal cost-
control, where both the notions of value and cost are
user-defined. To the best of our knowledge, FavMac
is the first method to provide expected cost control and
violation risk control for any continuous cost function.

» We recast the task as online weighted quantile computa-
tion, and propose an efficient new data structure (chris-
tened QuantileTree), reducing the complexity by

a factor of V. QuantileTree can also be plugged
into other (conformal prediction) contexts where an
empirical distribution function (eCDF) is used.

* We conduct extensive experiments and ablation studies
on several real-world healthcare problems to verify the
effectiveness of FavMac over competing methods.

2. Related Works

Uncertainty Quantification: Uncertainty quantification
(UQ) for modern machine learning models has attracted a
lot of recent research attention. In the context of classifica-
tion, one major task (especially for deep neural networks)
is calibrating the predicted conditional probability (Guo
et al., 2017; Murphy & Winkler, 1984; Vaicenavicius et al.,
2019). Another major line of research uses prediction sets
to encode predictive uncertainty (Sadinle et al., 2019; Zaf-
falon, 2002; Corani & Zaffalon, 2008). Classification with
rejection (Hendrickx et al., 2021; Lin et al., 2022) could be
viewed as a special case of such research since rejections
are similar to an uninformative prediction set ). From the
perspective of UQ, our work can be viewed as calibrating a
cost function at the level of a prediction set.

Conformal Prediction: Conformal Prediction (CP) is a
powerful tool that is able to provide finite-sample coverage
guarantees (Vovk et al., 2005). In the context of (the more
widely studied) multi-class classification, the typical guar-
antee is P{Y € S} > 1 — ¢, and the performance metric
(the “value”) is efficiency, or E[|S|] (Sadinle et al., 2019;
Angelopoulos et al., 2021b). (Cauchois et al., 2022) study
CP in the multi-label case, but unlike our task, it targets
the coverage of all labels (namely zero cost). Our work
(especially Theorem 4.6) should be considered a form of
CP. Moreover, QuantileTree is applicable to other CP
methods in an online setting.

Risk Controlling Prediction Sets: A few recent works
on risk-controlling prediction sets are highly related to our
work. (Fisch et al., 2022) define and propose a method for
the false-positive control problem. Our work can be viewed
as a generalization of (Fisch et al., 2022) with new chal-
lenges from online updates, value-cost trade-off, and more
general cost functions. (Bates et al., 2020; Angelopoulos
et al., 2021a) also perform violation control for general cost
functions, but they focus on the population cost, providing a
different guarantee than ours'. Another major difference is
that these works do not have an explicit value-cost trade-off.
We control the cost via an upper-bound? that creates a total
ordering of all candidate sets (an equivalent form of which
was first defined in (Fisch et al., 2022)) with nested level-

!The difference is similar to that between a confidence interval
and a prediction interval.
2C, defined in Section 4.3.
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sets, which is inspired by nested CP (Gupta et al., 2022).
Nevertheless, nested CP focuses on covering the target Y’
entirely (i.e. the special case of zero cost).

Set-based Optimization: Our fundamental goal is to find
prediction sets that have downstream task-dictated desir-
able properties. A lot of papers directly maximize a set-
based utility function encoding a trade-off between value
and cost, including Fg-measure (del Coz et al., 2009), dis-
counted accuracy (Corani & Zaffalon, 2009), %—convex func-
tions (Mortier et al., 2021) and many others (Zaffalon et al.,
2012; Yang et al., 2017; Nguyen et al., 2018). In reality, it
is hard to pinpoint a utility function that precisely specifies
the trade-off, as reflected by the number of different choices.
By decoupling the trade-off into value and cost functions,
our setup avoids such ambiguities and permits explicit cost
control * with theoretical guarantees for high-stakes applica-
tions. Set-based optimization also appears in combinatorial
game theory problems like auction or allocation of indi-
visible goods (e.g. (Aziz et al., 2020; Igarashi & Peters,
2019)), which motivated our terminology of “value” and
“cost” as our problem could be viewed as allocating classes
to two agents - “predict” and “not predict”. An obvious
challenge is the combinatorially-hard integer programming
for optimizing over general set functions. While a general
panacea likely does not exist, techniques exist to simplify
the search for special classes of functions, such as those
in (Mortier et al., 2021), the (common) additive functions
in this work, or the more general sub-modular functions for
which submodular optimization (Krause & Golovin, 2014)
could be useful. Orthogonal to our primary focus on con-
formal cost control, these strategies could however benefit
from the prediction set selection detailed in Section 4.5.

Quantile Computation: A byproduct of this work is a data
structure (QuantileTree) that speeds up a key online
quantile query step (common in CP methods). Quantile
computation/estimation has a long history in data science.
However, most works study approximate quantile computa-
tion, with a focus on accuracy, space and memory efficiency,
in the context of streaming or distributed computing (Chen &
Zhang, 2020; Zhang & Wang, 2007; Cormode et al., 2005).
Moreover, most do not estimate weighted quantiles, except
the weighted quantile sketch in (Chen & Guestrin, 2016). In
contrast, QuantileTree computes exact weighted quan-
tiles, and can be used to represent any finite distribution.

3. Problem Setup

In this section, we formalize our problem with necessary no-
tation and definitions. Recall our multi-label classification
task with input X € X, and labels Y C Y = [K] (rep-

3Despite the name, cost-sensitive learning (Elkan, 2001) is
similar to utility maximization without prediction sets: The trade-
off is typically encoded in one objective function to minimize.

resented as K -dimension multi-hot vectors). We assume
that a (black-box) base multi-label classifier p is already
trained, on a separate training split, with py (z) predicting
P{Y = k|X = z}. We make no assumptions about the
underlying joint distribution of Z = (X,Y"), except for the
usual exchangeability assumption on test set [Z1, Zs, .. .]:

Definition 3.1. (Exchangeability (Vovk et al., 2005)) A

sequence of random variables, 21, Z5,...,Z, € Z are
exchangeable if for any permutation = : {1,...,n} —
{1,...,n}, and every measurable set E C Z", we have

P{(Z1,. ., Zn) € B} =P{(Zr)s- -+ Znm)) € E}. (1)
Note that although we operate in an online setting, this
assumption is reasonable in many settings where we can
believe that the underlying distribution (e.g. the patient
distribution) does not change. The theoretical results in this
paper will be based on Definition 3.1. However, they can be
used in consonance with recent works (Barber et al., 2022;
Gibbs & Candes, 2022; Gibbs & Candes, 2021) to handle
scenarios with mild distributional shifts as well.

Our goal is to find a good prediction set Sy 41 that maxi-
mizes a value metric V (Sy11; Y1) while controlling cost
C(SN+1;Yn+1) (both user-defined) with provable guaran-
tees. We assume that both V' and C and bounded and take
values between [0, C\qz] and [0, Viqz], for some constants
Cinaz and Vi, 4., respectively, a mild assumption given the
finite domains. We assume that both V" and C' are monotone
set functions:

Definition 3.2. A function f(.S) mapping a set in 2% to R
is monotone if VS, 5, S C S = f(S) < f(5).

Definition 3.2 is very common for value functions in game
theory (e.g. in fair allocation) (Brustle et al., 2020; Balcan
et al., 2012). The monotone requirement can be removed
without affecting our general algorithmic procedures, but
it keeps the cost-value trade-off more intuitive. Finally,
unlike (Karimi et al., 2020; Gendler et al., 2022), we assume
any observation Y is non-noisy.

For cost control, there could be two possible goals: Con-
trolling the expected cost, or controlling the probability of
a cost violation, which we will henceforth refer to as “Ex-
pected Cost Control” and “Violation Control” respectively:

Definition 3.3. (Expected Cost Control) Given a target cost
¢, the expected cost control problem is:

max _ E[V(Sn4+1;Yn41)] )
Sn4+1€2Y
s.t. E[C(Sn+1;Yn+1)] <c 3)

Definition 3.4. (Violation Control) Given a target cost ¢
and a violation probability target ¢, the violation control
problem is defined as:

E[V(Sn+1;YN+1)] )

max
Sny1€2Y

st. P{C(Sn+1;Yn41) >} <6 (5)
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Remarks: Our notion of violation control (Definition 3.4)
looks similar to that of risk control defined in (Angelopoulos
et al., 2021a; Bates et al., 2020). However, apart from the
additional goal to maximize value, there is a crucial differ-
ence: The equivalent of “cost” in their case is an expectation
on the population, whereas Definition 3.4 bounds the cost
on one instance (which has a large variance). Definitions 3.3
and 3.4 can also be viewed as generalizations of (Fisch et al.,
2022) to general cost functions (instead of false positives),
along with the additional value-maximization goal.

3.1. Examples of Cost and Value Function

Next, we present concrete examples of cost and value func-
tions to ground our discussion. The most straightforward
examples for value and cost could be the number of True or
False Positives in the prediction set. Formally, we have:

Vrp(S;y) =
Crp(S;y) =

K{k:keS keuy} (6)
Hk:keSkdgy} @)

Here, both Vp and Crp takes values in {0,1,..., K}. In
many applications, however, this might not be enough.

Table 1. Notations used in this paper.

Symbol Meaning
X, Y, Z Random input X and label set Y; Z = (X,Y).
Y =[K] The set of all K classes

P, V,rVs. Pi, Uk, Tk vector v.s. its k-th entry

Se2Y Prediction set
Uux)c2y Universe to choose the prediction sets from
V(S;Y) Value of set S (to maximize)
C(S;Y) €10,Cmaz]  Costof set S (to control)
C(S;X),V(5;X)  Cost and value proxy (estimates for C' and V)
CJr (t; 2) Maximum cost with proxy C' < ¢

() = [ (@)]iz

Probability prediction by the base classifier

Example in hospital coding: For a hospital quality-
assurance system detecting missing diagnoses, .S could be
a set of disease codes. Diseases are typically grouped into
hierarchical condition categories (HCC) codes, and assigned
morbidity scores (risk adjustment factors). Some diseases
are obviously more severe than others. As illustrated in
Fig. 1, Metastatic Cancer and Acute Leukemia is 25+ times
more severe than Diabetes without Complication*. The
severity can be encoded in V or C' via weights wy:

Vrpc(S;y) = Z {yr = 1}wi (®)
kesS

Crpc(S;y) =) 1{yr = O}wy. ©)
keS

We refer to Vrpc and Crpc as “continuous” functions’.
Crpc also has applications in health insurance plans and

4According to the 2023 Midyear “Community NonDual Aged”
factors released on www . cms . gov.

>Their ranges are technically discrete, but close to continuous
for any practical value of K: There are 35 codes in MIMIC, so a
float32 number cannot encode all values of Vrpc and Crpc.

could be interpreted as incorrectly billed conditions, as wy,
roughly corresponds to expected cost.

4. Methodology

In this section, we lay out the exact methodology and the
attendant theory for cost control, using ideas from conformal
prediction. We will also describe how to improve the value
of the final chosen prediction set. The computational details
for efficient online updates are deferred to Section 5. The
list of major notations can be found in Table 1.

4.1. Preliminary: Split Conformal False Positive Control

We begin by introducing (split) conformal prediction and
showing how to use it to conservatively control Crp. How-
ever, we first need to define the notion of a quantile function:
Definition 4.1. (Quantile Function @)) The 5-quantile for a
set of values {v; } ¥, is defined by the empirical CDF F:

A, (1)

QB F i

N
= inf{t : F(t) > B} where F(t) :== Y (10)

i=1

Here, A,(t) is the indicator function 1{¢ > v}. When
possible, we write Q(8; {v; }Y) for readability.
Theorem 4.2. (Split Conformal Prediction (Papadopoulos

et al., 2002)) Assuming exchangeability of [Z1, ..., ZN+1],
for aﬁxed measure g and any € € (0,1):

Plo(zn) <Q(1 - a{a(Z)} 1 Ufoo}) 21— (D)

Eq. (11) can be better understood as a statement on rankings.
That is, due to exchangeability, the ranking of g(Zn+1)

among {g(Z;)}*1* follows a uniform distribution.

Suppose for a moment that our goal is to control the false
positive rate for class k only. We could focus on only the sub-
population where k ¢ Y. If we define the nonconformity
score for Z; as g(Z;) 1= pr(X;), (Lei, 2014) gives us:

Theorem 4.3. Assuming [Z1, ..., Zny1] are i.id., let

k€ §N+1 S pr(Tns1) >t (12)
sttty = Q1 — & {pr(xs) : yir =0} U {o0}). (13)

Then, we have P{k € §N+1|k‘ ZYni1} <e

Theorem 4.3 can be used to conservatively control C'rp:
Theorem 4.4. (The ClassWise method) Assuming
(Z1,...,ZNy1] arei.id., let € = = and Sy 1 be defined
like in Theorem 4.3, then E[CFP(SNH, Yri1)] <e

We defer all proofs to the Appendix. The intuition for
ClassWise is that we evenly distribute the “cost budget”
to each class, so in expectation the total cost < c¢. While
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Theorem 4.4 does the job to control C'gp, it is conservative
as long as 3k, P{k € Y’} > 0. Moreover, it cannot handle
other cost functions and lacks a notion of value. Next, we
will present FavMac to overcome these limitations.

4.2. Proxy Functions

In Section 4.1, we chose a threshold ¢, for 1 — py(X) based
on {Z;}¥ | to make a prediction for X. For more general
cost control problems, we can find a proxy (or estimate) C'

for our cost function C'. In many cases, C can be derived
from the base prediction p. For instance, for Crp and
Crpc, we could have the following cost proxies:

Crp(S;z) = (1 - pr(x)) (14)
kesS

Creo(Siz) =Y (1 - pr(@))ws. (15)
kesS

For a generic, non-additive set function C', one possible
proxy could be a Monte-Carlo estimate:

Cure (8;2) = Byp(@)[C(S; (,9))]. (16)

The value proxy V can be defined analogously to C'. Note
that the sampling in Eq. (16) is trickier than it might seem
because we cannot derive class correlations from p. One
could also potentially estimate such correlational informa-
tion, or directly train a C on the training set. Next, the cost
proxy will be used to select the acceptable prediction sets.

4.3. The Expected Cost Control

To proceed, we fix a /(X ) C 2¥, the universe of all label
sets that we would want to consider. For example, when ) is
small, we could simply enumerate /(X ) = 2¥. The choice
of U is discussed in Section 4.5. For both expected cost
and violation control, we will create a total ordering of the
subsets of U/, which allows us to pick a threshold like before
to keep the “acceptable” sets. The rest of section 4, from
here, elucidates these details and theoretical guarantees.

Define the maximum cost corresponding to a threshold ¢
as:

CH(t; 2) = Sfé}j‘(’;){c(& z): C(S;x) < t}. 17

Now, we create a total ordering via CT, allowing us to pick
a threshold T, to control C'* (thus C):

— . = <
lc_sup{t N+ 1 C} (18)

Finally, we simply pick the expected value-maximizing set:

Sni1 = arg max V(S;zNg1)- (19)
SeU(zn4+1):C(S;zn41)<Te

We get a cost control guarantee similar to that in (Fisch

et al., 2022), first proven in (Angelopoulos et al., 2021c):

Theorem 4.5. Assuming exchangeable {Z;}N !

¢ € (0,Craz), and S’N+1 from Eq. (19):

Ez, .. 254, [C(Svi13Zn11)] < e (20)

. For any

4.4. The Violation Control

Analogously to the above, for the violation control, we could
have the threshold T s and prediction set Sy as:

SN {CH (4 Z) < ¢}
= : 1= > —
T, s = sup {t N >1 5}, @1
Sna1 = arg max V(S; Xni1). (22)

SEU(XN+1):C(S;XN41)<Te.s

Theorem 4.6. Assuming exchangeable {Z; YN, For any

¢ € (0,Craz), 0 € (0,1), and §N+1 from Eq. (22):

Pz, ZN+1{C(§N+1; Zn+1)<c}>1-9§ (23)

Note that the randomness is taken over 21, ..., Zy4+1. In
particular, it means the guarantees hold with respect to a
random X 41, and is only marginal. The proofs for both
Theorem 4.5 and Theorem 4.6 (see Appendix) simply lever-
age the exchangeability of {Z; }+".

4.5. Value-Maximization via the Choice of ./

The choice of U significantly impacts performance. To see
why, suppose /(X)) is an uninformative random subset of
2V that does not depend on X. Since we only pick one
element S € U , but perform the cost control on the entire
{Sel: CA'QS’;X) < T} (see Eq. (19)), the gap between
CT and C(S) will be larger as |U| increases, leading to
more conservative 5. On the flip side, as U/ expands, it also
could potentially include a set with higher expected value.
Using the information from X (and our knowledge of the
value and cost functions) could potentially achieve higher
value while satisfying cost control requirements.

The Full Universe A simple starting point, as suggested
earlier, is U(X) = 2Y. We denote this as U tut- Clearly,
Uy is only practical when K is small, as || = 2K We
consider more practical universes I/ below.

As many real-world value/cost functions are additive, we
discuss the additive case before extending to the general
case.

The Greedy Sequence (Additive) When K is large, we
could employ a different strategy and add one class at a
time and create a sequence of sets, by having U(xz) =

{5y (x)}1<y with S (x) = 0 and
S+ (@) = Sy () U{o(j + 1;2)} 4)

where o is an ordering of [K| that depends on z. A recent
work on false positive control (Fisch et al., 2022) proposes to
greedily add classes with the highest predicted probability:

Ovron(T) := argsort(—p(z)) (25)
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This happens to be suitable given their particular goal: Max-
imizing the true positive rate (TPR). To extend this idea, it
might seem natural to simply replace the TPR-maximizing
sequence with the value-maximizing sequence:

Ovatue(T) 1= argsort(—p(z) O v) (26)

where v denotes the value vector, with vy being the value
for class k, and ® being the Hadamard product. However,
this is sub-optimal, because it fails to consider the trade-
off between value and cost. Instead, we propose the ratio-
maximizing sequence, where the ratio refers to the marginal
value divided by the marginal cost proxy:

Oratio(T) := argsort(—r) s.t. 7 := pr(z )vk/Ck x). (27)
Here, Cj, (X) denotes the predicted marginal cost for class
k. For example, for Crp (Eq. (14)), Crpi(z) = 1 —pi(x).
Note that we dropped the dependency on S here because of
the additive assumption.

The Greedy Ratio Sequence (General) The Ratio

method described above could be further generalized to
any cost and value functions:

Okatio(j +1,2) 1= argmaxr(k, Si;))  (28)
NG

V(S U (k) = V(S) 9)
C(SU{k}) —C(S)

FavMac by default uses Eq. (29), as well as the faster
special case Eq. (27) when possible.

where r(k, S) :=

5. Fast Online Update with QuantileTree

We have presented the analytical form for the thresholds for
both the expected cost and violation control in Eq. (18) and
Eq. (21). However, both involve computing the supremum
over a set of feasible values, which is costly, especially in
an online setting where the thresholds need to be constantly
re-computed. In this section, we will first cast the threshold-
finding problem into a more general task of quantile finding,
and then present an efficient implementation for the quantile
finding problem (thus permitting computation of the thresh-
olds dynamically). These two tricks reduce the complexity
by a factor of IV (sample size). We focus on computing 7,
and defer T, s to the Appendix as the latter is much simpler.

Suppose each sample corresponds to up to M (= |U(X)])
thresholds. There are O(M N) potential thresholds. For
each threshold ¢, evaluating Zivzl C*(t; Z;) is Q(MN)
depending on the implementation. If we perform a binary
search on the thresholds, each online update will cost at least
O(MN log (MN)), or roughly O(N log N) when N >
M. This is too expensive when [V is large - for example,
tens of billions for a company processing insurance claims.
The first step towards an efficient algorithm is the observa-

tion that finding the threshold is similar to finding a weighted
quantile of all thresholds recorded so far. Formally, given

a set of values vy,...,vn4; With welghts Wi, ..., WN
the CDF F of the welghted distribution is (Guan, 2022)
N+1 N+1

= Z wiA
i=1

Recall the definition of ) as was provided in Eq. (10). Now,
we formally establish the equivalence between 7T, and a
weighted quantile, in the theorem below:
Theorem 5.1. For each data x;,

t) where » w; = 1. (30)
=1

sort U(z;) as

[Si,(l), RN Si,(M)] such that é(Siy(j))AS é(SZ'}(jJrl)). As-
suming Vz, ) € U(x) and C(0; Z) = C(0; X) = 0. Let
CI(J') = I}}g?{c(si,(j’);zi)} (3D
¢t —ch
i = (L)1 > 1), (32)

where W = Z -wj ; is a normalizing factor. Denote the
weighted quantlle as

N
¢(N 4+ 1) — Cras
?QFZZZUH,(]')A&L@) (33)

i=1 j

T: = Q(

Then, T, is the immediate successor of T. when
c(N+1)—Chasx
% is in the domain of I in {¢(S;;))}i; (un-

likely in practice). Otherwise, T = T..

With Theorem 5.1, the problem becomes finding the
weighted quantile® in an efficient manner. We will achieve
this with a custom data structure, and our high-level idea
is to combine a self-balancing binary search tree and a seg-
mentation tree: The former allows for efficient updates of
{ci, ) }iL,, and the latter enables efficient query of the
welghted quantile. The INSERT and QUERY operations are
briefly described in Algorithm 1. We refer to this data struc-
ture as QuantileTree. To the best our knowledge, this
is a new data structure to store and query any empirical CDF
and is perhaps of independent interest’. Several technical
details are deferred to the Appendix, including the (simpler)
computation of T, 5 and how to DELETE data points, which
is important if in practice we need to account for distribu-
tion shift with a rolling (instead of expanding) window in
calibrating our thresholds. Complete implementations are
included in the supplementary material. Finally, we present
the full pipeline of FavMac for expected cost control in
Algorithm 2, with the slightly different version for violation
control in the Appendix.

Complexity: The sorting of [c; (;)] takes O(M log M) and
each insertion into the tree takes O(log (M N)). Thus, in-
serting a data point (z;,y;) takes O(M log (M N)) in total

8Strictly speaking, we sometimes need to find its immediate
successor. However, the chance of this is very low, and if we skip
this step, we are only changing < to < in Eq. (3).

"Much effort has been denoted to estimating quantiles in very
large-scale applications, but here we focus on the exact quantiles
of any discrete CDF. See discussion in Section 2.
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Algorithm 1 QuantileTree (short version)

Struct Node:

color # For red/black marking

value # Recording v; (the threshold in A,,,)

sum # The sum of all w; under this node

weight # w;. weight (thus sum) is un-normalized.
Function INSERT (value v, weight w) :

Insert a leaf Node(value=c, weight=w)

Fix the tree to a valid red-black tree, while maintaining

valid sum values.
End Function

Function QUERY (quantile q) :

Compute the cumulative weight cw =root . sumxq.
Find the node(cw) corresponding to cw using binary
search on sum.

return node(cw).value
End Function

Algorithm 2 Expected Cost Control (online)

Input: data {(X1,Y1),(X2,Y2),...}, value and cost
function V and C'
tree ¢ aQuantileTree object.
for N =0,1,...do
if N > some burn-in period then
T, + tree.QUERY({ T COmar
Find the greedy-ratio U/(zy,1) with Egs. (24)
and (29) and the relevant proxy V and C from Sec-
tion 4.2.
Pick Sy 1 from U(z 1) with Eq. (19) and T.,.
end if
Insert {(én,(j), wn,(j))} 1L, to tree (Theorem 5.1).
end for

(same for deletion). A query step takes O(log (M N)). They
add up to O(M log (M N)) per update, which improves at
least a factor of N over the binary search version with a com-
plexity of O(M N log (M N)) (or O(log N) vs O(N log N)
if we consider N > M).

6. Experimental Evaluation
6.1. Datasets and Tasks

We consider the following datasets and tasks for evaluation.

e MNIST: A synthetic dataset created by superimposing
MNIST (Lecun et al., 1998) images, with each class
appearing with a probability of 0.4. The task is to
detect all digits that appear in the image. Training/test
split is 54000/10000.

e MIMIC: The MIMIC-III dataset (Johnson et al., 2016;
Goldberger et al., 2000; Johnson et al., 2019) is col-
lected from the critical care units of the Beth Israel
Deaconess Medical Center and contains data from 38K

patients. For each discharge report, we randomly mask
out 30% of the HCC codes (and the associated ICD-9
codes) and remove the relevant diagnoses section in the
discharge notes. Input include the remaining free-text
notes and patient features pre-processed by (Harutyun-
yan et al., 2019). Training/test split is 27,895/8,570.

e Claim: Insurance claim prediction on a proprietary
dataset from a large healthcare data provider in North
America. For each claim date, we use the previous 26
weeks to predict any HCC code to appear in the next
26 weeks. Training/test split is 236,089/75,484.

For both MIMIC and Claim, we created a “(select)” ver-
sion that only focuses on 10 frequent codes in order to eval-
uate Uy, (Which requires enumerating all 2K sets). We
create the synthetic MNI ST to evaluate different methods on
more complex (made-up) value functions, as well as when
the label is not too sparse. (E[|Y|] ranges from 0.4 to 0.8 in
MIMIC and Claim).

Value and Cost Functions For MIMIC and Claim, we
define Virp and Cgp like in Section 3.1, as well as Vi pco
and Crpc with the corresponding risk adjustment factors.

We let wy, = k and define the same for MNI ST®.To illustrate
the flexibility of FavMac, we also define a “general” (non-
additive) value function for MNIST:

k+5 )
ot 2 k=5 G4
kesSny

Vaen(S;Y) = ]
kesny
For readability, all value and cost functions have been nor-
malized to take values in [0, 100].

Experiment Setup We set the target cost ¢ from 5 to 50 with
a stride of 5 (rounded for C'rp), as well as the commonly
used & = 0.1. The base classifiers are deep neural networks,
with architecture and training details in the Appendix. For
Crp control, we use the continuous values functions.For
Crpc control, we use all value functions: Vrp, Vrpeo and
Vyvuourr. Vrp with Crp is skipped because it reduces to
experiments in (Fisch et al., 2022). For each random seed,
we randomly sample 3000 samples from the test set and use
1000 points as “burn-in”. Mean and standard deviations for
10 seeds are reported. For Claim, we include a “sequen-
tial” version (Claim-S) in the Appendix with a temporal
train/test split of 75/25 to simulate real-world applications.

6.2. Baselines

We compare our method with the following baselines (where
applicable, as none can be applied to all experiments):
InnerSet, a one-sided variant of (Cauchois et al., 2022)
adapted to FP control in (Fisch et al., 2022); ClassWise,
which controls class-wise false positive with € = % (Theo-
rem 4.4); FPCP (Fisch et al., 2022), equivalent to Eq. (25)

8We treat class 0 as 10 so it has nonzero weight.
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but trains an additional DeepSets (Zaheer et al., 2017) as
Crp. All these methods do not support flexible value func-
tions, but where applicable they should provide (sometimes
conservative) cost control.

We also include variants of FavMac with different U:
Value (Eq. (26)), Prob (Eq. (25)) and Full (using Uyy).
Unless specified, FavMac refers to the variants with greedy
ratio (Egs. (27) and (29)). We want emphasize again that
in controlling C'rp, FavMac—Prob behaves exactly the
same as FPCP. However, we refer to it as Prob in Crpc
control, as FPCP does not apply to general cost functions
and technically is too costly to compute in its original form
(see Fig. 2). This name also highlights the cause of different
performance - difference in /.

Evaluation Metrics include the empirical mean of Excess
Cost (C(S) — ¢), Violation Frequency (1{C(S) > c}), and
Value (V' (5)), as well as Computation Time.
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Figure 2. Computation time as a function of N, on Claim-S.
As expected, Quant ileTree gracefully handles large IV, while
BinarySearch does not finish.
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Figure 3. The Vrpc vs Crp (value-cost) curve on MIMIC. Here
we extend the target cost up to 95. FavMac achieves better trade-
offs than FPCP, while InnerSet and ClassWise are conser-
vative, realizing lower values.

6.3. Results

Below we compare main results from the experiments, with
full results in the Appendix due to space constraints. We
use p-value=0.01 for all tables (paired t-test when possible).

Table 2. Mean value of the prediction sets with expected false
positive control. The higher the better.

Value (1) ClassWise InnerSet FPCP | FavMac

MIMIC (select) 2.1440.08 0.87+0.06 2.16+0.07 2.26+0.08
MIMIC 1.44+0.05 0.34+0.03 1.561+0.04 1.64+0.05
Claim (select) 1.83+0.11 1.45+0.06 2.02+0.10 2.11£0.11
Claim 1.1740.07 0.68+0.04 1.184+0.07 1.2240.06
MNIST 35.34+0.23 24.06+0.34  37.4440.27 | 38.20+0.26
MNIST (GEN) 35.87£0.28 24.764+0.35 38.31+£0.32 | 39.64+0.34

Table 3. Mean value of the prediction sets with false positive
violation control. The higher the better.

Value (1) InnerSet FPCP | FavMac

MIMIC (select)  0.30+0.04 2.08+0.07 2.214+0.07
MIMIC 0.14+0.02 1.41£0.04 1.61+0.05
Claim (select) 1.0240.05 2.00+0.10 2.09+0.11
Claim 0.42+0.02 0.914+0.05 1.214+0.06
MNIST 16.12+0.54  36.39+£0.26 | 37.31+0.25
MNIST (GEN) 16.84+0.57 37.26+0.30 | 38.80+0.34

The mean Values for false positive control are reported
in Tables 2 and 3, where FavMac significantly outper-
forms baselines, giving up to 33% relative improvement
against the best baseline, with p-value from 7e-14 to le-5.
ClassWise and InnerSet are fundamentally conser-
vative, as reflected in the low value their prediction sets
achieve. Table 4 includes values for continuous cost control,
for variants of FavMac using different ¢/ (and should be
viewed as an ablation study). Note also how Full tends to
perform badly despite searching through a much larger U/.
Like noted earlier, this is due to larger gap between C (S”)
and C't as |U| increases.

On the cost side, Table 5 shows the mean Excess Cost, de-
fined by the mean cost minus target cost (averaged across
all targets). Table 6 shows the mean Violation Frequency,
namely the proportion of prediction sets with cost higher
than target. ClassWise is conservative, verifying Sec-
tion 4.1, and InnersSet is too as it controls the probability
that any class is wrong. Like FavMac, FPCP controls Crp
well (but achieves lower values and cannot control general
costs). Results on continuous costs are in the Appendix.

Finally, results for FPCP are computed using
QuantileTree. As shown in Fig. 2, Computa-
tion Time is significantly improved by QuantileTree.
Even with binary search on the thresholds, the original
method still takes too long to finish.

7. Conclusion

We have formalized a new problem of value-maximization
with cost control for multi-label prediction sets, and pro-
posed a framework, FavMac, to solve this problem. Im-
proving upon previous works, FavMac explicitly maxi-
mizes a value function for the prediction set, and is able
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Table 4. Mean value of the prediction sets with continuous cost
control by variants of FavMac. The difference is only the ¢/ being
used. The Ratio version of FavMac consistently outperforms
other variants. (Prob is equivalent to Rat 1o with Vrpc).

Expectation Control Full Prob value | Ratio
MIMIC (select,TP) 3.4940.10 3.63+£0.10 3.63+0.10 3.63+0.11
MIMIC (TP) - 1.9140.02 1.9140.02 1.95+0.03
Claim (select,TP) 4.51£0.16 4.51£0.16 4.51£0.16 4.55+0.16
Claim (TP) - 1.854+0.08 1.854+0.08 1.88+0.09
MNIST (TP) 34.62+0.26  36.80+0.29 36.80+0.29 | 37.05+0.29
MIMIC (select,TPC) 1.934+0.05 2.0940.05 2.12+0.06 2.0940.05
MIMIC (TPC) - 1.59+0.04 1.50+0.04 1.591+0.04
Claim (select, TPC)  2.0540.08 2.08+0.09 2.0240.10 2.08-£0.09
Claim (TPC) - 1.2440.06 1.1840.06 1.2440.06
MNIST (TPC) 33.874+0.22  36.65+0.25 35.99+0.26 | 36.65+0.25
MNIST (GEN) 36.54+0.27 37.60+0.31 38.39+0.34 | 38.87+0.32
Violation Control

MIMIC (select,TP) 3.4010.10 3.32+0.09 3.324+0.09 3.43+0.10
MIMIC (TP) - 1.8440.03 1.84+0.03 1.89+0.03
Claim (select,TP) 4.4240.16 4.4440.16 4.4440.16 4.45+0.16
Claim (TP) - 1.81£+0.08 1.8140.08 1.84+0.08
MNIST (TP) 31.10+0.22  32.764+0.26  32.76+£0.26 | 33.48+0.25
MIMIC (select,TPC)  1.86+0.05 1.86+0.05 1.72+0.05 1.86+0.05
MIMIC (TPC) - 1.51+0.04 1.38+0.04 1.51+0.04
Claim (select,TPC) 1.994-0.08 2.02+0.08 1.884+0.08 2.02+0.08
Claim (TPC) - 1.21£0.06 1.1440.06 1.21£0.06
MNIST (TPC) 30.02+0.22  32.374+0.26  30.76+£0.29 | 32.37+0.26
MNIST (GEN) 33.1740.27 33.464+0.30 34.40+£0.36 | 35.65+0.33

Table 5. Excess cost, where values that are significant different
from O (too conservative) are marked red.

Excess Cost ClassWise InnerSet FPCP \ FavMac

MIMIC (select)  -2.324+0.46  -26.584+0.13  0.02+0.15 | -0.01+0.15
MIMIC -0.914+0.36  -27.10+0.05  -0.0440.08 | -0.05+0.05
Claim(select)  -2.48+0.51 -23.404+0.26  -0.0340.19 | -0.0440.20
Claim -1.154+0.57 -24.404+0.19  -0.034+0.06 | -0.05+0.05
MNIST -13.14+0.25  -27.09£0.11  -0.08£0.10 | -0.07+0.12
MNIST (GEN)  -13.144+0.25 -27.09+0.11 -0.08£0.10 | -0.08+0.09

Table 6. Violation probability, where values that are significantly
different from 0 (too conservative) are marked red.

Violation (6§ = 10%) InnerSet FPCP | FavMac

MIMIC (select) 0.134+0.02 10.05+0.49 | 10.134+0.32
MIMIC 0.0140.00 10.00+0.48 9.954+0.55
Claim (select) 0.3040.07 9.944-0.69 9.7540.73
Claim 0.06+0.02 10.08+0.34 | 9.8440.45
MNIST 0.10£0.03 9.88+£0.42 9.91£0.39
MNIST (GEN) 0.1040.03 9.884+0.42 10.0840.48

to control, in either expectation or violation risk, any
continuous cost function. Moreover, with the help of
QuantileTree, a new custom data structure, FavMac
can perform online updates efficiently for large-scale appli-
cations. Empirical evidence suggests that FavMac tends to
achieve higher value while providing rigorous cost control.
Since the trade-off between value and cost is common in
many areas, we hope this paper will provide useful insights
for various application areas, as well as serve as a founda-
tion for potential future research in this task. For example,
examining better I/ as well as different C and V for specific
value and cost functions.
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A. Proofs
A.1. Proof for Theorem 4.3
This is a relatively standard result and can be found, for instance, in (Lei, 2014). Hence we instead present a brief justification.

Proof First of all, since [Z1, ..., Zn41] are assumed to be i.i.d., if we focus on the subset for which Y}, = 0, they are still
i.i.d. (with the new distribution being the conditional distribution of (X |y, =0, Y |y, =0)), thus exchangeable. If Y11 5 = 1,
then the statement we want to prove is vacuously true. For simplicity, we denote the total number of samples with Y;, = 0
still as NV 4+ 1, and will now assume all data have Y, = 0 (as we have restricted to this distribution). Now, we could invoke
the split conformal procedure from 4.2, and arrive at:

P{pe(Xn+1) < Q(1 — & {pu(X;)} U{oo}} =21 - 35)
= P{pp(Xny1) <t} >1-c¢ (36)

= P{k e Sy} <e (37)

(38)

Note that if we are to assume exchangeability, we need to assume exchangeability of all conditional distributions (with
different Y'), making it not too different from just assuming the stronger assumption of i.i.d. O

A.2. Proof for Theorem 4.4

Proof:
E[CFP(SN+17YN+1)] = E[‘{k ke SN-!-lak g YN+1}|] (39)
=E[ Y 1{k:k€ S,k ¢ Yy} (40)
ke[K]

= Y P{k:ke Sy kg Y} (41)

ke[K]
= Z P{k & Yny1}P{k:k € Sny1|k € YNi1} 42)

ke[K]
< > Plk:ike Syalk g Yy} (43)

ke[K]

Applying Theorem 4.3 to each k for Eq. (43) (with € = %), we have

C
E[Crp(Sn+1,Yn41)] < K=

ke[K]

c. (44)
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A.3. Proof for Theorem 4.5

Like (Fisch et al., 2022), the proof below uses a result from (Angelopoulos et al., 2021c). We modified the proof in
(Angelopoulos et al., 2021c) so it is simpler and more self-contained.

Proof: Denote C; (-) = C;" (-, Z;) for convenience. [C},...,C}; 1] are thus exchangeable non-decreasing bounded
functions in [0, Cy,q.]. Due to exchangeability,

SYMRCH®)] B CH )]

Vi € [N +1],Vt, E[C (t)] = N1 = N1 . (45)
Letd =c— ?V"rf . We rewrite the definition in Eq. (18) for 7, as well as a new quantify 7}
T, = sup{t : %ﬂ i Clt) <} (46)
i=1
T! = sup{t : ﬁ Nil CH(t) <c}. (47)
i=1

(Note that if we are taking sup over empty sets 7. would be —oo, and S = which will trivially satisfy all cost requirements.)
Because

N N+1

1 4 Craz 1 i
—_— () <c— T(t) < 48
Nﬂgc,()fc NH:»NH;Q()J, (48)
we have T” > T, which means by definition of 7"
N+1 ~+
1 C (T,
Zz:l 7 ( ) S c. (49)
N+1
Invoking Eq. (45) for ¢ = N + 1 we have
E[CJJ\F,H(TC)] <ec (50)
Finally, by definition of C*:
E[C(Sn+1;Zn+1)] <E[ max  {C(S;Zn41): C(S; Xny1) <T.] <ec. (51)
SeU(Xn+i1)
Note that all expectations are taken over the randomness of all of [Z7, ..., Zn41]- O
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A.4. Proof for Theorem 4.6

Although there is a similar result in (Fisch et al., 2022) leveraging (Angelopoulos et al., 2021c), we will use a different
proof approach here. We will define T, 5 in a seemingly different way that makes the guarantee self-evident. Then, we will
establish equivalence to Eq. (21). Note we defined T s like in Eq. (21) (which might look less familiar to readers versant
in conformal prediction literature) in order to align with (Fisch et al., 2022) as well as Eq. (18) (and to make it clear why
QuantileTree can be deployed similarly in both versions of cost control).

Proof: Denote random variable

T, := mtax{t €T, U{oo}:CT(t;Z;) < c} (52)
where 7; := {C/(S; X;) : S e U(X;)}. (53)
It is clear that [T1, ..., Tn41] are exchangeable because [Z1, ..., Zxn1] are exchangeable. Note that C*(T}; Z;) < c.

Observe crucially that

e Since C*(t; Z;) is non-decreasing in t, we have C T (t; Z;) > ¢ > CH(T;; Z;) = t > T;.

* By the definition of T} we also note that ¢ > T; = C¥(t; Z;) > ¢ (if T; = oo this is vacuously true).

Thus, we have T; = sup{t € R : CT(t; Z;) < ¢}, or equivalently:

t>T, < CH(tZ) > c (54)

If we choose Ti. s = —Q(1 — &; {—T;} Y., U {co}), Theorem 4.2 directly gives us:

P{Tny1 > Tes} =P{CT (Tes; Zn41) <} =216 (55)
Finally, like before:
P{C(Sny1;Zny1) < ¢} > P{S%%{C(s; Z):C(8;X) < T.5} <c} (56)
S
=P{CH(T.5:Zn41) <c} > 16 (57)

Now, we only need to show that the T . s defined above is the same as the one in Eq. (21). To see this:

N
QL= 6 {~T}L, U{oo}) = —inf{t: Y 1{t > —T;} + 1{t > 00} > (1 - 6)(N + 1)} (58)
N
=sup{t: Y I{t<Ti}+1{t < —oo} > (1-0)(N +1)} (59)
N
—sup{t: Yy {t<T;} > (1-6)(N+1)} (60)

Note again that 1{t < T;} = 1{C™*(¢; Z;) < ¢}, which means

N
T.s =sup{t: Y 1{CT(t;Z;) <c} > (1-8)(N+1)} (61)

=1
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A.5. Proof for Theorem 5.1

Proof: For simplicity, write M = C(NH)%, and define:

N
=inf{t: > > w A, = M} (62)
i=1 j
= inf{t : ZZ’(“—“”)MDC )} > M} (63)
i=1j5>1

Note that Cj(o) = ¢;,(0) = C4,(0) = 0 for any 7, which means

ZMR{t>c V= L omax{et e < ) (64)
=~ W i,(5) W i,(j) * “.0) = -
Thus,
N
= inf{t: Y max{c]; : é ) <t} > WM} (65)
=1

Note the similarity between Eq. (65) and what we want below (i.e. Eq. (18)):

N N
T. = sup{t: Z CT(t;Z;) < M} = sup{t: Zmax{cj:(j) DGy <t} < WM} (66)

=1 i=1
Rewrite the empirical weighted CDF as
N m
F=Y "3 wiple,,, = > widy, (67)
=1 j =1

where t; < to < ...t,, are the distinct values in {éi,j}, and wf =) (irf):.y=t1 Wir(3)+ WLOG, assume 77, = t;-. Also
)i = ,
write a version that is not “inclusive” of the threshold, defined as

ZZ“’L GOt > é )} —szﬂ{t>tz (68)

=1 j
Note the sign in the indicator function is now > instead of >. It is now clear that Eq. (65) and Eq. (66) can be written as:

=inf{t: F(t) > WM} (69)
T.=sup{t: F'(t) < WM} (70)

Consider ¢+ _1, the immediate predecessor of 7. By definition of T (Eq. (69)) we know
Fltye_) < WM. (71)
Moreover, by definition of F' and F’ we have
F(T)) —wp. = F'(T)) = F(tj«—1) < WM. (72)

Following a similar logic, we know that F”(t;+11) = F(T7).

o If F(T!) = WM exactly, then technically T is ;- 1. However, the probability of this happening is very low (if Cis
continuous, such as those constructed from p).

* Otherwise, F(T!) > WM, which means T, = T}.
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B. Details on the Quantile Tracking Algorithms
B.1. Maintenance of QuantileTree

Our exact implementation can be found in the supplementary material. The base structure of QuantileTree is a
red-black tree (Guibas & Sedgewick, 1978). Many implementations could be found online, and we based ours on
https://github.com/Bibeknam/algorithmtutorprograms. Like shown in Algorithm 1, we add two fields
to a Node: sum and weight. Since each node represents a point mass of the empirical CDF (corresponding to a value v), the
weight is naturally the mass of this value. In other words, a QuantileTree with {Node(value = v;, weight = w;)}
represents the empirical CDF ZZ w; Ay, (We use A, instead of the more commonly used notation d,, because ¢ is already
used in Definition 3.4). Finally, we maintain a segmentation tree using Node . sum, which keeps track of the sum of weights
of the sub-tree rooted at this node.

B.2. Full Algorithm with DELETE

Due to space constraint, we did not include the DELETE operation in Algorithm 1. In Algorithm 3, we present the full
algorithm with this operation. Algorithm 4 explains the case for expected cost control.

Algorithm 3 QuantileTree

Struct Node:
color # For red/black marking
value # Recording v; (the threshold in A,,)
sum # The sum of all w; under this node
weight # w;. weight (thus sum) is un-normalized.
Function INSERT (value v, weight w) :
Insert a leaf Node(value=c,weight=w)
Fix the tree to a valid red-black tree, while maintaining valid sum values.
End Function
Function DELETE (value v, weight w) :
Find node for v, denoted as node(v)
if node(v).weight = w then
Remove node(v)
Fix the tree to a valid red-black tree, while maintaining valid sum values
else
| node(v).weight < node(v).weight — w
end
End Function
Function QUERY (quantile q) :
Compute the cumulative weight cw =root . sumxq.
Find the node(cw) corresponding to cw using binary search (via sum).
return node(cw).value
End Function

B.2.1. MAINTAINING NODE . SUM
One technical detail we did not explain in Algorithm 1 is how to maintain valid sum while using the red-black tree.
* During rotations, we only need to fix the recursive relation of Node . sum = Node.left.sum + Node.weight

+ Node.right.sum in each rotation operation, by computing the new sums and replace the sum after the rotation.
For example, in a left rotation like:

We need to compute
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Algorithm 4 Expected Cost Control
tree < aQuantileTree object
Function INSERT (input x;, label y;) :
Denote [éi,(j)}?il and [wi,(j)]?il as in Theorem 5.1.
foreach j =1,..., M do
| tree.INSERT(C; (), Wi (5))
end
Cache [ci,(j)]jM:l and {w”};\i1 (for DELETION).
End Function
Function DELETE (input ;) :
Retrieve [éi7(j)}j]\4:1 and [wi,(j)]Jle.
foreach j =1,..., M do
‘ tree.DELETE(C@U),M;&(j))
end
End Function
Function COMPUTE_THRESHOLD (target cost c) :
| return tree. QUERY (N Cmas
End Function

//BEGIN OF CODE == == == == ====
new_x_sum = x.left.sum + y.left.sum + x.weight

new_y_sum = new_x_sum + y.weight + y.right.sum
//perform the rotation
X.sSUm = new_x_sum
y.sum = new_y_sum
//END OF CODE == == = == ====

* Other than rotations, we only need to update the sum of all O(log(N)) nodes along the path to the node being
inserted/deleted/updated.

B.3. Online Computation for 7T s

In Algorithm 5, we present the computation of 7, s in an online fashion. Note that for this case, since it only
involves counting integers (i.e. the weight is 1 for all thresholds), we could use existing python packages like
sortedcontainers.SortedList to replace the self-balancing segmentation binary search tree.

Algorithm 5 Violation Control

tree ¢ aself-balancing segmentation binary search tree

Fix the cost target ¢

Function INSERT (input x;, label y;) :

Let t; < inf {CT(t; (x5, 9;) > ¢}

tree.INSERT(t;, weight = 1)

Cache t; (for DELETION).

End Function

Function DELETE (input ;) :

Retrieve t;.

tree.DELETE(t;, weight = 1)

End Function

Function COMPUTE_THRESHOLD (violation goal §) :
(N+1)—1

tree.root.sum”

Compute quantile to query ¢ =

return t ree . QUERY(q)
End Function
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B.4. An Example Application of QuantileTree to Existing Conformal Prediction Methods

In Algorithm 2, we saw how QuantileTree could be used to efficiently update the empirical CDF and look up Q(S; F')
for any 8. We now look at a slightly different potential usage of QuantileTree in a recent paper (Bates et al., 2020), by
efficiently evaluating F. (Note that F = Q—! for an continuous distribution.) We try to summarize the important steps
in (Bates et al., 2020) here, but readers should refer to the original paper for a better understanding of their method. Like
noted before, RCPS (Bates et al., 2020) controls the violation probability of the population risk. It achieves so by using
concentration bounds to upper-bound the population risk, which is a function of a threshold parameter A. The final prediction
setis given as S(z) = {k : p(2) > A}, where ) is the chosen threshold.

In practice, A could be searched from all applicable thresholds on the calibration set, and the bound is computed using the
calibration set as well. Assuming the more tractable Hoeffding-Bentkus version is being used, to compute this upper-bound
(for any \), we need to compute the empirical risk }?()\) In (Bates et al., 2020), 1:2()\) only needs to be evaluated once, on the
entire calibration set. As aresult, one could cache the results ]:?()\) for each A (O(NN K)) and then perform a binary search over
A (O(log (NK))), like what was done in the code published on https://github.com/aangelopoulos/rcps.
Assuming we now want to update the threshold X in an online fashion, which requires us to update R()\) for every possible
A whenever the N-th calibration data point comes in, for N = 1,2, .. .. Actually recomputing R()\) is obviously inefficient,
but even if we only compute Ry 1 ()) for each Ay, ..., Avg (O(K?N)), and R;();) fori € [N]and j € [K] (O(K?2N)),
it is still an O(K?N + NK log (N K)) operation per update, or O(N log N) assuming N >> K for simplicity). If we
further use data structures like sortedcontainers.SortedList to maintain the sorted list of all {\; & }ic|n],ke[K]»
the complexity for each update+query can reduce to O(K2N + log (NK)) (or O(N) when N > K).

Instead, we could leverage the fact that R is monotonic decreasing in A, and store the following CDF in a QuantileTree:

N K
= Zzwi,(j)A—li,u) (73)

i=1 j=1

where Wi () = Ri(li,(j)) - Ri(li,(j+1)) 74

Here, we suppose the prediction (logits) are already sorted in a way that j < j' = 1; (;) < [; (j») (takes O(K log K)),
and that the risk of an empty set is zero® (i.e. R;(; ) = 0). Now, we could easily query R(\) = F(—)) in O(log NK)
time, reducing the total time per update+query to (K2 + Klog K + (log (NK))?), or O((log N)?) if N > K. An
implementation of an online version of RCPS is also included in the supplementary material. We would like to emphasize
that while QuantileTree is given, identifying the correct CDF to query (like in Eq. (73)) is crucial.

In fact, one can potentially improve the update time by first computing the max acceptable R given N and 4, denoted
as Ryaq, and then directly query Q(Rypaq; F), resulting in O(K? + K log K + log % + log (NK)) time in total. Here
O(log %) is the complexity of finding the Rumaz by plugging in different risk values into the Hoeffding-Bentkus bound with
a (continuous) binary search, with B denoting the width of the search interval and b denoting the tolerance. B is always less
than or equal to the target risk, and b could be set to the minimum weight of the QuantileTree (which takes O(1) to
track per update). This version has a more similar flavor as Algorithm 2, in that it only query QuantileTree once per
update. Depending on the specific distribution of interest, we might also see improved with this approach.

°If not, we just need to adjust the loss on a @) from all our estimate of R()\)
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C. Additional Experiment Details

In this section, we include additional experiment details, including results that cannot fit into the main paper.

C.1. Datasets

e MNIST: We first split the training set of the original MNIST (Lecun et al., 1998) into 90/10 train/validation split. We
then create 54000 RGB images of shape 3 x 48 x 48. For each image, we sample the 10 classes independently with
probability 0.4. For each class, if it is to appear in the new image, we sample one original MNIST image from the
training set and randomly assign it to a location and channel (the original MNIST is 1 x 28 x 28). The 10000 new test
images are generated the same way but with original images from the test set only.

e MIMIC (Johnson et al., 2016; Goldberger et al., 2000; Johnson et al., 2019): We select all admissions with an
non-empty discharge report to simulate the task to predict missing diagnoses. For each admission, aggregate all
ICD-9-CM diagnosis codes associated with the admission, map them to hierarchical condition category (HCC) code,
and randomly delete the codes with a probability of 30%. We use the 3-digit version of ICD codes, and drop the
bottom rare codes accounting for 3% of the total frequency. The deleted codes are used as target of prediction,
and the un-deleted codes are taken as input to the model. Other input features used include patient features pre-
processed like in (Harutyunyan et al., 2019), as well as clinical notes prepared using (Huang et al., 2019). We
delete the typical section in clinical notes that list all diagnoses or disease name, so they do not give away the
answer directly. We restricted the subset of HCC codes to the ones with at least 1000 patients, which is the same
as using a code frequency cutoff of 0.8%. The precise list of HCC codes could be found in the code in our sup-
plementary material. The risk factors are taken from https://www.cms.gov/medicare/health-plans/
medicareadvtgspecratestats/downloads/announcement2014.pdf. Note that we present Vrpo
and Cp pc normalized to [0, 100]. One could recover the total risk adjustment factor by using the Cy,q., which is 6.56
for MIMIC (select) and 16.48 for MIMIC.

e Claim: Insurance claim prediction on a proprietary dataset from a large healthcare data provider in North
America. We kept only ICD-10-CM records (from 2015-10-01). Each claim will be treated as one sam-
ple. The input is all the ICD-10-CM codes in the past 26 weeks, and the target of prediction are the codes
for this patient in the next 26 weeks. Like in MIMIC, we set the code frequency threshold at 0.8%. The
precise list of HCC codes could be found in the code in our supplementary material. The risk factors are
taken from https://www.cms.gov/medicare/health-plans/medicareadvtgspecratestats/
risk—-adjustors/2023-model-software/icd-10-mappings (2023 Midyear Software Model). For
Claim-S, we used a temporal split of 75/25 (or the cutoff date of 2017-09-03) for training vs test set, result-
ing in 233679 samples for training and 77894 samples for testing. For C1aim, the training set and test contains random
but mutuallly exclusive patients. The total risk adjustment factor can be recovered by using C, 4, of 7.41 for Claim
(select) and 14.87 for Claim.

C.2. Base Neural Networks

For each task, all methods presented in the paper are applied on the same base classifiers p, which are neural networks
further described below:

e MNIST: We used a Convolutional Neural Network consisting of three Conv-BatchNorm—-ReLU-MaxPool
blocks (Ioffe & Szegedy, 2015; LeCun et al., 2015), with a fully connected layer at the end. We train the model with
ADAM (Kingma & Ba, 2014) with a learning rate of 1e-2 and batch size of 128 for 50 epochs.

e MIMIC: We used a ClinicalBERT (Huang et al., 2019) to encode the clinical notes. Features processed by (Harutyunyan
et al., 2019) (including some biomarkers) are fed into a multi-layer perceptron. Finally, embeddings (as well as HCC
codes that are not deleted) are concatenated and fed into the final prediction layers. We train the model with
ADAM (Kingma & Ba, 2014) with a learning rate of le-5 and batch size of 16 for 50 epochs.

* Claim(and Claim-S): We used a model with two layers of self-attention (Vaswani et al., 2017) to aggregate code
embeddings to visit embeddings, as well as visit embeddings to an overall embedding, which is then concatenated with
demographic information before being fed into the final prediction layer. We train the model with ADAM (Kingma &
Ba, 2014) with a learning rate of 1e-5 and batch size of 128 for 20 epochs.
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For FPCP we need to train a DeepSets-based cost proxy, so we will further perform a 80/20 split on the training data, using
80% to train the base classifier and 20% to train the cost proxy. The exact training scripts and model definitions could be
found in our code. All experiments are carried out with PyTorch (Paszke et al., 2019).

C.3. Additional Results

We include completed experiment results in Table 7 (Value for C'rp control), Table 8 (Value for C'rp¢ control), Table 9
(Excess Cost and Violation for C'rp control) and Table 10 (Excess Cost and Violation for C'rpc control). Methods in
Table 8 and Table 10 could be considered ablation study of FavMac with different /. Note that the “(NN)” suffix to method
names means using the DeepSets-based cost proxy like FPCP to replace the C introduced in Section 4.2. The conclusions
are essentially the same as those presented in the main paper.

Table 7. Mean value of the prediction sets with false positive control (expectation control as well as violation control). The higher the

better.

Variants of FavMac

Expectation Control ClassWise InnerSet Full Prob (NN) (FPCP) Value (NN) Ratio (NN) Prob Value ‘ Ratio
MIMIC (select) 2.137+0.081 0.869+0.064 2.186+0.074 2.15940.071 2.2414+0.078 2.24540.081 2.188+0.066 2.263+0.078 2.261+0.078
MIMIC 1.443+0.053 0.338+0.029 - 1.564+0.044 1.607+0.047 1.610£0.047 1.587+0.046 1.636-£0.049 1.637+£0.049
Claim (select) 1.829+0.113 1.446+0.065 2.061£0.109 2.022+0.102 2.094+0.114 2.106+0.116 2.05740.101 2.108+0.113 2.113+0.112
Claim 1.168+0.071 0.68240.040 - 1.17940.067 1.21940.067 1.223+0.068 1.19140.067 1.218£0.064 1.221+£0.065
Claim-S (select) 1.892 1.523 2.147 2.043 2.165 2.170 2.100 2.186 2.190
Claim-S 1.224 0.747 - 1.209 1.264 1.266 1.242 1.285 1.286
MNIST 35.342+0.231  24.058+0.339 | 36.570+0.233 37.442+0.274 37.893+0.284  37.953+0.280 37.714+0.245  38.060+0.260 | 38.203+0.259
MNIST (GEN) 35.874£0.280 24.764+0.353 | 38.1531+0.315 38.312+0.323 39.415+0.335  39.557+0.325  38.55240.315 39.478+0.346 | 39.637+0.337
Violation Control

MIMIC (select) - 0.304+0.039 2.188+0.073 2.080+0.072 2.165+0.076 2.174+0.082 2.116+0.063 2.211+0.074 2.206+0.075
MIMIC - 0.13740.022 - 1.41140.043 1.480+0.046 1.467+0.043 1.55940.047 1.610+0.048 1.611-£0.048
Claim (select) - 1.016+0.049 2.067£0.110 1.997+0.098 2.071+£0.114 2.082+0.118 2.027+0.096 2.081+£0.110 2.085+0.114
Claim - 0.420+0.020 - 0.910£0.052 0.955+0.054 0.963+0.053 1.17240.066 1.203+0.063 1.206-£0.063
Claim-S (select) - 1.089 2.152 2.025 2.147 2.150 2.072 2.163 2.167
Claim-$S - 0.466 - 0.964 1.021 1.022 1.226 1.271 1.272
MNIST - 16.120+£0.538 | 35.262+0.212 36.390+0.264 36.926+£0.293  36.974+0.304  36.695+0.219  37.131+0.240 | 37.310+0.249
MNIST (GEN) - 16.836£0.573 | 36.88610.298 37.256+0.303 38.488+0.322  38.630+0.341  37.50940.295 38.614+0.335 | 38.804+0.338

Table 8. Mean value of the prediction sets with continuous cost (C'rpc) control (expectation control as well as violation control). The
higher the better. The difference is only the I/ being used.

Expectation Control

Violation Control

Full Prob Value Ratio Full Prob Value Ratio
MIMIC (select,TP) 3.49240.102 3.628+0.104 3.628+0.104 3.628+0.109 3.398+0.097 3.3224+0.094 3.32240.094 3.427+0.102
MIMIC (TP) - 1.91440.025 1.91440.025 1.948+0.026 - 1.837+0.027 1.83740.027 1.891+0.025
Claim (select,TP) 4.506+0.162 4.515+0.160 4.51540.160 4.555+0.163 4.4244+0.157 4.438+0.159 4.4384+0.159 4.451+0.161
Claim (TP) - 1.84940.082 1.84940.082 1.878+0.086 - 1.808+0.080 1.808+0.080 1.839+0.083
Claim-S (select,TP) 4.506 4.525 4.525 4.545 4.430 4.462 4.462 4453
Claim-S (TP) - 1.856 1.856 1.877 - 1.825 1.825 1.847
MNIST (TP) 34.6254+0.263  36.801+0.287  36.801+0.287  37.046+0.289 | 31.103+£0.225 32.7604+0.264 32.760+0.264  33.485+0.254
MIMIC (select,TPC) 1.935+0.048 2.08940.053 2.12240.062 2.089+0.053 1.855+£0.046 1.856+0.046 1.721+0.048 1.856£0.046
MIMIC (TPC) - 1.588+0.040 1.49940.040 1.588+0.040 - 1.513+0.041 1.3764+0.036 1.513+0.041
Claim (select,TPC) 2.04540.084 2.080+0.087 2.01940.097 2.080+0.087 1.9944-0.080 2.020+0.082 1.8794+0.078 2.020+0.082
Claim (TPC) - 1.238+0.064 1.18140.060 1.238+0.064 - 1.206+0.062 1.14140.058 1.2060.062
Claim-S (select,TPC) 2.077 2.115 2.111 2.115 2.028 2.051 1.972 2.051
Claim-S (TPC) - 1.272 1.243 1.272 - 1.245 1.204 1.245
MNIST (TPC) 33.8714+0.221  36.649+0.248 35.987+0.256  36.649+0.248 | 30.024+0.220  32.3744+0.261 30.759+0.290  32.37440.261
MNIST (GEN) 36.5424+0.272  37.598+0.312  38.386+0.341  38.870+0.321 | 33.170£0.269 33.4584+0.302 34.398+0.358  35.645+0.335
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Table 9. Excess cost and violation frequency for false positive control. Values lower than O (for excess cost) or § = 0.1 (for violation) are
marked red. Note we do not mark Claim-S as we cannot repeat the experiment. However, the conclusion is similar to Claim.

Variants of FavMac

Excess Cost ClassWise InnerSet Full Prob (NN) (FPCP) Value (NN) Ratio (NN) Prob Value \ Ratio
MIMIC (select) -2.324046  -26.58+0.13 | -2.51+0.06 0.02+0.15 -0.01+0.15 -0.00+0.15 0.00+£0.16  -0.02+0.16 | -0.01£0.15
MIMIC -0.91+0.36  -27.104+0.05 - -0.04+0.08 -0.04+0.07 -0.04+0.07 -0.05+0.06  -0.0540.05 | -0.05+0.05
Claim (select) -2.48+0.51 -23.4040.26 | -2.424+0.09 -0.03+0.19 -0.03+0.17 -0.02+0.18 -0.04+£0.20  -0.03£0.19 | -0.04+0.20
Claim -1.15+£0.57  -24.40+0.19 - -0.03+0.06 -0.03+0.06 -0.03+£0.06  -0.06+0.06  -0.054+0.05 | -0.05+0.05
Claim-S (select) -2.68 -24.00 -2.32 0.01 0.00 0.00 0.00 -0.00 -0.00
Claim-S -1.21 -24.61 - 0.03 0.03 0.03 0.01 0.01 0.01
MNIST -13.14+0.25  -27.09+£0.11 | -6.78+0.10 -0.08+0.10 -0.0940.09 -0.09+£0.10  -0.06+0.11  -0.08+0.11 | -0.07+0.12
MNIST (GEN) -13.14+0.25  -27.09£0.11 | -6.76+0.11 -0.08+0.10 -0.10+0.13 -0.10+£0.12  -0.06+0.11  -0.10+0.07 | -0.08+0.09

Violation Frequency (in %) |

MIMIC (select) - 0.1340.02 7.3240.37 10.05+0.49 10.07+0.44 10.01+£0.44  10.21+0.40  10.08+0.27 | 10.13£0.32
MIMIC - 0.0140.00 - 10.00+0.48 10.00+0.46 10.05+0.52 9.96+0.60 9.9440.55 9.954+0.55
Claim (select) - 0.3040.07 7.384+0.73 9.94+0.69 10.024+0.62 10.03+0.64 9.83+0.87 9.74+0.73 9.754+0.73
Claim - 0.064-0.02 - 10.0840.34 10.1140.32 10.1240.34 9.76+0.53 9.89+0.44 9.84+0.45
Claim-S (select) - 0.30 7.32 9.97 10.01 9.97 9.91 10.01 9.96

Claim-S - 0.07 - 10.22 10.27 10.26 10.18 10.21 10.22

MNIST - 0.1040.03 1.5540.12 9.88+0.42 9.81+0.27 9.854+0.34 9.97+0.54 9.9240.43 9.914+0.39
MNIST (GEN) - 0.1040.03 1.5740.14 9.88+0.42 9.73+0.33 9.83£0.40 9.97+0.54 9.97£0.52 | 10.08+0.48

Table 10. Excess cost and violation frequency for continuous cost (Cr pc) control. Values lower than O (for excess cost) or § = 0.1 (for
violation) are marked red. Note we do not mark Claim-S as we cannot repeat the experiment. However, the conclusion is similar to
Claim.

Expectation Control Violation Control
Full Prob Value Ratio Full Prob Value Ratio

MIMIC (select,TP) -3.49+0.05 -0.00£0.12  -0.00£0.12  0.00+0.08 | 4.35+£0.26  10.04£0.42 10.04£0.42  10.08+0.35
MIMIC (TP) - -0.04£0.07  -0.04+0.07 -0.06+0.06 - 9.8440.50 9.84+0.50 9.87+0.53
Claim (select, TP) -3.14+0.06  -0.05+£0.08 -0.05£0.08 -0.054+0.10 | 5.65+0.44  9.924+0.59 9.92+0.59 9.77+0.62
Claim (TP) - -0.06£0.07  -0.064+0.07 -0.0540.05 - 9.71+0.44 9.71+0.44 9.70+0.41
Claim-S (select,TP) -3.15 0.01 0.01 0.02 5.11 9.84 9.84 9.82
Claim-S (TP) - 0.01 0.01 0.01 - 9.99 9.99 10.02
MNIST (TP) -7.46+0.10  -0.08+£0.09 -0.08+£0.09 -0.084+0.07 | 3.46+0.11  9.90+0.38 9.90+0.38 9.92+0.32
MIMIC (select,TPC) -2.71+£0.05  -0.00£0.12  -0.06£0.17 -0.0040.12 | 5.56+0.31 10.04£0.42  9.93+0.30  10.04+0.42
MIMIC (TPC) - -0.04£0.07  -0.054+0.06 -0.04+0.07 - 9.8440.50 9.91+0.56 9.84+0.50
Claim (select,TPC) -2.35+£0.07  -0.05£0.08 -0.09£0.13 -0.054+0.08 | 7.31£0.56  9.924+0.59 9.97+0.31 9.92+0.59
Claim (TPC) - -0.06£0.07 -0.044+0.05 -0.06+0.07 - 9.71+0.44 9.90+0.30 9.71+0.44
Claim-S (select,TPC) -2.48 0.01 -0.04 0.01 6.59 9.84 10.00 9.84
Claim-S (TPC) - 0.01 0.03 0.01 - 9.99 10.16 9.99
MNIST (TPC) -6.94+0.09  -0.08+£0.09 -0.11£0.11 -0.084+0.09 | 3.98+0.14  9.90+0.38 9.82+0.32 9.90£0.38
MNIST (GEN) -7.44+0.10  -0.08+£0.09 -0.10£0.12  -0.084+0.10 | 3.454+0.09  9.90+0.38 9.85+0.41 9.92+0.34
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