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Abstract

Recent progress in large language models001
(LLMs) has enabled substantial advances in002
solving mathematical problems. However, ex-003
isting benchmarks often fail to reflect real-004
world complexity, which demand open-ended,005
interdisciplinary reasoning and integration of006
computational tools. To address this gap, we007
introduce ModelingBench, a novel benchmark008
featuring real-world-inspired, open-ended prob-009
lems from math modeling competitions across010
diverse domains, ranging from urban traffic011
optimization to ecosystem resource planning.012
These tasks require translating natural language013
into formal mathematical formulations, apply-014
ing appropriate tools, and producing structured,015
defensible reports. ModelingBench supports016
multiple valid solutions, capturing the ambi-017
guity and creativity of practical modeling. To018
solve these challenges, we present ModelingA-019
gent, a multi-agent framework that coordinates020
tool use, supports structured workflows, and en-021
ables iterative self-refinement to generate well-022
grounded, creative solutions. Empirical results023
show that ModelingAgent substantially outper-024
forms strong baselines and often produces so-025
lutions indistinguishable from those of human026
experts. Together, our work provides a compre-027
hensive framework for evaluating and advanc-028
ing real-world problem-solving in open-ended,029
interdisciplinary modeling challenges.030

1 Introduction031

Understanding and navigating the real world is a032

hallmark of human intelligence (Bassett and Gaz-033

zaniga, 2011). At its core, intelligence is not merely034

about retrieving facts or manipulating symbols, but035

about perceiving complex, often ambiguous situ-036

ations and making sound, goal-directed decisions.037

One of the most powerful tools humans have de-038

veloped for this purpose is mathematics: not just039

for abstract puzzles, but to structure messy, dy-040

namic scenarios into analyzable forms (Giordano041

et al., 2013). This process—Mathematical Mod- 042

eling—is fundamental to human reasoning in sci- 043

ence, economics, and policy-making (Craddock, 044

2025). It involves translating real-world situations 045

into formal mathematical representations, analyz- 046

ing them, and interpreting the results to inform 047

decisions (Guhhc, 2024). 048

Definition of Mathematical Modeling

Mathematical Modeling is the process of formulating
an abstract model in terms of mathematical language
to describe the complex behavior of a real system.

049

In this sense, mathematical modeling is not just a 050

technical skill but a testbed for real-world problem- 051

solving intelligence. Recent advances in Large 052

Language Models (LLMs) have shown impressive 053

performance on abstract mathematical problems 054

such as symbolic algebra, theorem proving and puz- 055

zle solving, but often fall short on tasks grounded 056

in the real world (Satpute et al., 2024). For in- 057

stance, a model may compute an integral or prove 058

a lemma, but fail to model disease spread under 059

resource constraints (Shah et al., 2024) or design 060

a cost-effective transport network (Jonnala et al., 061

2024), where modeling is central. Solving them re- 062

quires more than computation: it demands rigorous 063

mathematical formulation to ground reasoning in 064

reality, strategic use of tools for active data acquisi- 065

tion, and an interdisciplinary perspective to foster 066

innovative solutions. Developing benchmarks and 067

methods that engage with such tasks is essential to 068

push LLMs toward practically useful intelligence. 069

To bridge this gap, we introduce Modeling- 070

Bench, a novel benchmark for evaluating LLMs 071

on real-world modeling problems, centered around 072

five core skills identified in Figure 1. Specifically, 073

we construct ModelingBench by curating problems 074

from past mathematical modeling competitions1, 075

covering domains such as sports analytics, finan- 076

1https://www.comap.com/contests
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Figure 1: An example math modeling problem and the five core corresponding skills required.

cial modeling, biological systems, and operations077

management to encourage interdisciplinary reason-078

ing and innovation. Inspired by the unrestricted079

tool access available to human participants, Mod-080

elingBench offers a rich set of tools (detailed in081

Table 2) including file operations, web access, and082

code execution, creating a sandbox environment083

for free exploration and end-to-end modeling.084

To address modeling challenges, we introduce085

ModelingAgent, a multi-agent framework featur-086

ing four specialized roles—Idea Proposer, Data087

Searcher, Modeling Implementor, and Report088

Writer—that collaborate to produce rigorous math-089

ematical modeling solutions. In addition, we pro-090

pose a novel, generalizable self-evolution algo-091

rithm driven by a dedicated Critic Module, which092

continuously evaluates and refines each agent’s093

workflow to enable iterative self-improvement.094

We evaluate ModelingAgent through assess-095

ments aligned with real-world competition stan-096

dards, emphasizing the completeness, structural co-097

herence, and quality of final modeling reports, with098

a particular focus on solution groundedness and099

innovativeness. To address the subjectivity inher-100

ent in evaluating open-ended modeling tasks, we101

also introduce ModelingJudge, a multi-role LLM-102

based framework where models assume the roles103

of math experts, data experts, and problem-specific104

evaluators. This setup simulates real-world expert-105

in-the-loop grading practices while automating the106

evaluation of complex, open-ended problems.107

Our experimental results show that Modelin-108

gAgent significantly outperforms strong baselines109

equipped with planning, reasoning, and free-form110

tool use, achieving up to a 20% absolute improve-111

ment. However, a performance gap of around112

10% remains compared to award-winning human113

solutions, indicating room for further improve- 114

ment in structural coherence, solution complete- 115

ness, and analytical depth. We also analyze the 116

critic module’s scoring behavior, which shows a 117

clear upward trend over time, validating the effec- 118

tiveness and transparency of ModelingAgent as a 119

self-improving framework. Additionally, human 120

evaluations reveal that the model’s implementa- 121

tions successfully fooled human judges over 50% 122

of the time, further demonstrating its ability to pro- 123

duce convincing, human-like solutions. In sum- 124

mary, our contributions are threefold: 125

• We propose ModelingBench, the first bench- 126

mark presenting mathematical modeling as a test 127

of LLMs’ real-world intelligence through open- 128

ended real-world challenges. 129

• We introduce ModelingAgent, a multi-agent sys- 130

tem inspired by real-world human collaboration, 131

featuring a generalizable self-evolution algorithm 132

that enables iterative improvement. 133

• We develop ModelingJudge, a competition- 134

aligned, LLM-based evaluation framework that 135

enables expert-in-the-loop automatic judging for 136

open-ended modeling tasks. 137

As LLMs approach saturation on standard math 138

benchmarks, we offer this work as a foundation for 139

more practical, grounded, and interpretable evalua- 140

tions of LLM’s real-world intelligence. 141

2 Related Work 142

Evaluation on LLM Agent Intelligence. Stern- 143

berg’s Triarchic Theory of Intelligence (Sternberg, 144

1997) divides intelligence into three components: 145

analytical, practical, and creative. When adapted to 146

the context of LLM agents, analytical intelligence 147

corresponds to an agent’s foundational reasoning 148
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Figure 2: The automated system for solving and evaluating modeling problems.

abilities, which can be assessed through reliable149

reasoning skills (Wang et al., 2024b; Putta et al.,150

2024; Zhang et al., 2025) and effective tool use (Wu151

et al., 2023; Liu et al., 2023, 2024b) across domains152

such as mathematics (Cobbe et al., 2021; of Amer-153

ica , MAA), question answering (Yang et al., 2018),154

and planning (Xie et al., 2024). Practical in-155

telligence emphasizes the agent’s adaptability in156

real-world scenarios, demonstrated through proac-157

tive interactions with various environments (Lu158

et al., 2024), including tool environments (Li et al.,159

2023), web environments (Yao et al., 2022; Zhou160

et al., 2023), embodied environments (Li et al.,161

2024b; Yang et al., 2025), and game environ-162

ments (Costarelli et al., 2024). Finally, creative163

intelligence, the least explored dimension, chal-164

lenges agents to develop novel solutions (Qian165

et al., 2023; Cai et al., 2024) and engage in creative166

tool use (Qian et al., 2025) for efficient problem-167

solving. Building on this framework, our Mod-168

elingBench provides a comprehensive testbed for169

evaluating all three types of intelligence, with a170

focus on math reasoning, grounded real-world in-171

teractions, and innovative modeling strategies.172

Collaborative Agents for Real-World Problem173

Solving Our work focuses on the practical appli-174

cation of multi-agent systems to real-world prob-175

lems, a domain where LLM agents often face sig-176

nificant challenges (Huang et al., 2025). Prior stud-177

ies have explored grounded multi-agent applica-178

tions in various fields, including creative writing179

and knowledge reasoning (Wang et al., 2024c), le-180

gal contract review (Li et al., 2024a), academic181

writing (Gao et al., 2025), code generation (Zhu182

et al., 2025; Wang et al., 2025a; Guo et al., 2025),183

and scientific experiment automation (Ghafarol-184

lahi and Buehler, 2024). While sharing the em-185

phasis on collaboration, our approach specifically186

Total Problems Avg. Subtasks Domains Covered
68 7.31 70+

Domain Examples Epidemiology, Environmental Science,
Sports, Emergency Management, etc.

Year Span 2000 – 2025

Source Count Difficulty
MidMCM 3 Easy: 6
HiMCM 19 Medium: 38
MCM 24 Hard: 24
ICM 20 –
IM2C 2 –

Table 1: Statistics of the ModelingBench problems.

targets complex mathematical modeling tasks. Fur- 187

thermore, our framework incorporates continuous 188

self-improvement mechanisms inspired by agent 189

reflection and self-evolution strategies (De Zarzà 190

et al., 2023; Qian et al., 2024; Wang et al., 2025b). 191

Previous self-improvement methods have primar- 192

ily focused on memory enhancement (Guo et al., 193

2023; Hatalis et al., 2023; Zhang et al., 2024) and 194

continual learning (Majumder et al., 2023; Dai 195

et al., 2025) to support long-term context reten- 196

tion and incremental knowledge updates. Building 197

on these, we introduce a critic module that enables 198

self-feedback and solution scoring, substantially 199

improving the real-world groundedness of agent- 200

generated solutions. 201

3 ModelingBench 202

Historically rooted in practical necessity, mathe- 203

matics has long served as a lens through which we 204

interpret and navigate the world (Giordano et al., 205

2013). Modeling continues this by requiring not 206

only computational competence but also creativity 207

and domain knowledge. 208

Data Source. To authentically test grounded and 209

multifaceted abilities, we draw inspiration from 210
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File Operations

File Reader Reads and processes various file formats, returning structured text

File Writer Writes or appends content to files in write or append mode

File Lister Lists all files in a given directory recursively

File Extractor Extracts various compressed file formats (zip, tar, etc.)

Web Operations

Web Search Performs web searches using an API and returns structured search results

Web Download Downloads files from URLs and saves them to specified locations

URL Extractor Extracts all text content from a given webpage URL

Image and Document Operations

Image Captioner Generates detailed captions for images using OpenAI’s multimodal model

Text Detector Detects and extracts text from images using EasyOCR support

PDF Parser Extracts and processes text from PDF documents with page selection options

Other Tools

Python Execution Executes Python code from files or provided content with error handling

Solution Generator General-purpose tool that generates responses to input queries

Table 2: Tool categories and functions in the sandbox
environment for the modeling task.

COMAP’s2 internationally recognized modeling211

contests, which promote problem-solving excel-212

lence across education levels:213

• MCM/ICM: Undergraduate contests on continu-214

ous, discrete, and interdisciplinary problems.215

• HiMCM/MidMCM: High and middle school216

contests featuring accessible, realistic tasks.217

• IM2C: A global challenge fostering real-world218

modeling engagement.219

These problems, based on real-world or policy-220

driven challenges and validated by interdisciplinary221

experts, are collected from the public database3,222

covering years 2000–2025. They span diverse do-223

mains, providing a rich foundation for building a224

comprehensive, interdisciplinary benchmark.225

Data Filtering. As shown on the left of Figure 2,226

we ensure benchmark quality by first using GPT-4o227

to heuristically rate all problems on data accessi-228

bility, modeling difficulty, and image clarity (see229

Appendix B for details). Based on these scores, we230

manually filter for high-quality problems meeting231

the following criteria: (1) required data is either232

available online or provided in the problem de-233

scription; (2) the task is feasible for LLMs without234

needing physical interaction or measurements; and235

(3) if images are essential, they are clear enough236

for accurate text conversion, ensuring compatibil-237

ity with text-only models. After this process, we238

curate 68 high-quality problems at three difficulty239

levels from over 100 candidates. Detailed statistics240

are provided in Table 1.241

2https://www.comap.com/contests
3https://www.mathmodels.org

Tool Augmentation. In real-world competitions, 242

participants can freely use computers for online 243

searching and coding, which are essential for build- 244

ing solid models and analyses. To enable sim- 245

ilar capabilities in our benchmark, we provide 246

an augmented sandbox environment with a core 247

workspace, file management, web search, image 248

processing, and callable tools for code execution, 249

PDF parsing, and other common functions (see 250

Table 2 for details). This environment serves as 251

the operational space for our agent design, allow- 252

ing models to actively interact with tools, interpret 253

problems, and simulate real-world modeling work- 254

flows. Through this setup, ModelingBench offers 255

an authentic, diverse, and challenging benchmark 256

for evaluating LLMs’ real-world problem-solving 257

skills through mathematical modeling. 258

4 ModelingAgent 259

To better tackle mathematical modeling problems, 260

we draw inspiration from real-world competition 261

teams, where participants with diverse expertise 262

collaborate under a mentor’s guidance. This moti- 263

vates our multi-agent framework, emulating such 264

problem-solving dynamics with LLMs. 265

4.1 Multi-Agent Framework 266

Building on the five core skills identified in Fig- 267

ure 1, we propose a multi-agent framework consist- 268

ing of four specialized agents—AIP , ADS , AMI , 269

and ARW—each assigned a specific goal T and 270

coordinated by a central critic module C. Agents 271

communicate through shared memory, enabling ef- 272

ficient collaboration and iterative problem-solving. 273

Idea Proposer AIP (Innovative and Interdis- 274

ciplinary Reasoning) generates modeling ap- 275

proaches for the given problem (TAIP
) by decom- 276

posing tasks, abstracting subtasks with justifica- 277

tions, and proposing initial ideas. AIP refines its 278

proposals through feedback from C and creatively 279

adapts methods using reference modeling methods 280

detailed in Appendix C. 281

Data Searcher ADS (Strategic Tool Use) locates 282

real-world data to support modeling (TADS
) by 283

identifying key variables and leveraging sandbox 284

tools. ADS actively searches online resources and 285

refines its process based on feedback from C. 286

Model Implementor AMI (Mathematical Mod- 287

eling and Grounded Reasoning) translates ideas 288

into precise formulations (T 1
AMI

) and implements 289

them in code to analyze results (T 2
AMI

). AMI itera- 290
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tively improves models and implementations with291

guidance from C.292

Report Writer ARW (Science Communication293

and Persuasive Writing) synthesizes outputs from294

agents into a coherent report (TARW
) by retriev-295

ing relevant information from shared memory and296

organizing them into a structured narrative.297

Critic Module C (Optimization and Systems298

Thinking) acts as the Mentor, evaluating and scor-299

ing each agent’s output relative to its goal TA, and300

guiding improvements through iterative feedback.301

Details of C’s design are in Section 4.3.302

4.2 Multi-Agent Orchestration303

Shared memory serves as the central hub for in-304

formation exchange, allowing agents to read and305

write information for seamless coordination. The306

modeling process begins with AIP , which pro-307

poses candidate modeling ideas and stores them308

in memory. Based on these ideas, AMI formal-309

izes models to guide ADS in data collection, while310

the retrieved data may further refine model imple-311

mentation. Both agents iteratively improve their312

outputs through feedback from critic C, with all313

updates recorded in memory.314

Simultaneously, ARW monitors the shared mem-315

ory and synthesizes outputs from all agents into316

a coherent report. In experiments, all agents and317

the critic use the same underlying model to ensure318

consistent evaluation. Full prompting strategies,319

critic module and shared memory configurations320

are provided in Appendix D.321

4.3 Critic Module Design322

Algorithm 1 Iterative Solution Refinement
Require: Agent A, Critic C, Target TA, RubricsRT

Require: solution count n, discard count k, max iter M
1: Initialize solutions: S0 ∼ A(·|TA)
2: for m = 0, . . . ,M − 1 do
3: for Sm

i ∈ Sm do
4: Om

i ←
∑

j C(Sm
i , Rj

T )

5: Fm
i ← C(Sm

i ,RT )
6: end for
7: Sort: Sm ← {Sm

1 , . . . , Sm
n−k}, Om

1 ≥ · · · ≥ Om
n

8: Refine: Sm+1
i ∼ A(·|T, Sm

i , Fm
i ), i ∈ [1, n− k]

9: Explore: Sm+1
j ∼ A(·|T ), j ∈ [n− k + 1, n]

10: Update: Sm+1 ← {Sm+1
1 , . . . , Sm+1

n }
11: end for
12: Final: Sfinal ← argmaxSM

i ∈SM OM
i

13: return Sfinal

In addition to human-inspired agent teaming, we323

propose a generalizable critic algorithm for self-324

evolution in multi-agent systems. The critic module325

improves agent performance by providing targeted 326

evaluations and feedback based on each agent’s 327

goal T , as outlined in Algorithm 1. Given an agent 328

A and its target TA, the agent first generates n 329

candidate solutions: 330

S0 = {S0
1 , S

0
2 , . . . , S

0
n} ∼ A(· | TA), 331

The critic C then evaluates each solution using 332

m rubrics RT = {R1
T , . . . , R

m
T }, assigning corre- 333

sponding scores and feedback: 334

O0
i =

m∑
j=1

C(· | S0
i , R

j
T ), F 0

i = C(· | S0
i ,RT ). 335

After evaluation, the lowest k solutions are dis- 336

carded, and the agent generates k new solutions 337

inspired by the feedback. The remaining n− k top 338

solutions are refined, forming the next solution set. 339

This process iterates up to M times. Finally, the 340

best solution is selected: 341

Sfinal = argmax
SM
i ∈SM

OM
i . 342

A detailed illustration and example are provided 343

in Appendix C.1 and Figure 8. This general critic 344

mechanism is consistently applied across various 345

agents and tasks within our framework, as outlined 346

in Section 4.1. Notably, our algorithm requires no 347

additional training and can be seamlessly applied 348

during inference for effective self-improvement. 349

5 ModelingJudge 350

Given the open-ended nature of tasks in Model- 351

ingBench, we propose ModelingJudge, a multi- 352

expert-in-the-loop evaluation framework simulat- 353

ing real-world modeling competitions. Similar to 354

MCM/ICM, where rankings depend solely on re- 355

port quality, ModelingJudge assesses LLM perfor- 356

mance based on final reports that must comprehen- 357

sively document the modeling process and address 358

all task requirements. Drawing from MCM’s multi- 359

judge review system, our framework also incorpo- 360

rates diverse expert perspectives for balanced and 361

robust evaluations, with detailed criteria provided 362

in Section 5. 363

Expert Role Incorporation. ModelingJudge 364

simulates expert roles using LLMs, including a 365

mathematical modeling expert, a data analysis 366

expert, and two domain-specific experts selected 367

based on the task domains defined by Modeling- 368

Bench. Each expert evaluates the report from their 369
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disciplinary perspective. For example, in the prob-370

lem presented in Figure 1, an environmental sci-371

entist role will be included to focus on ecological372

factors such as biodiversity and soil health, apply-373

ing principles from ecology and environmental to374

its judgment.375

Evaluation Metrics. Reports are evaluated376

across three dimensions adapted from COMAP’s377

judging commentary: structural coherence, solu-378

tion completeness, and solution quality. Structural379

coherence covers clarity and organization, while380

completeness checks whether all task requirements381

are addressed. Solution quality considers the rigor382

of modeling techniques, relevance of data, depth383

and correctness of analysis, and the originality of384

the approach. To mitigate subjectivity, multiple385

expert perspectives are used for solution quality386

evaluation, whereas structural coherence and com-387

pleteness are assessed by a single LLM judge. De-388

tails of evaluation instructions are in Appendix E.389

6 Experiments390

In this section, we present benchmarking results391

on ModelingBench and evaluate the effectiveness392

of the ModelingAgent framework in addressing393

complex modeling problems.394

6.1 Experiment Setup395

Baselines. We compare ModelingAgent with:396

(1) Vanilla Generation, where the model directly397

generates a report without tool access; and (2) Tool398

Agent, where the model uses a sandbox environ-399

ment with a planner to autonomously apply tools,400

serving as a strong agent baseline. These also act as401

ablations to test the impact of tool access and struc-402

tured role-based guidance. All instruction details403

are in Appendix J.404

Models. We evaluate both open- and closed-405

source LLMs, including GPT-4o (Hurst et al.,406

2024), Deepseek-Chat (Liu et al., 2024a), Gemini-407

2.0-Flash, Gemini-2.0-Thinking (Team et al.,408

2023), Llama3.1-72B-Instruct (Dubey et al., 2024),409

Qwen2.5-70B-Instruct (Team, 2024a), and QwQ-410

32B (Team, 2024b). Note that Large Reasoning411

Models (LRMs) are also included. We exclude412

smaller models (around 7B parameters) due to em-413

pirically poor performance on complex tasks and414

instruction following.415

Evaluation Metrics. Evaluation is conducted us-416

ing the ModelingJudge framework and criteria417

from Section 5, with GPT-4o employed across 418

all experiments. Solution quality scores are av- 419

eraged across expert roles, and final results are 420

averaged over all ModelingBench problems. Al- 421

though weighted metrics are possible, final scores 422

currently use simple averaging with equal weights. 423

6.2 Results 424

We present the main results in Table 3, highlighting 425

the following key findings: 426

ModelingAgent shows effectiveness. Modelin- 427

gAgent outperforms both baselines under the Mod- 428

elingJudge framework, particularly in solution qual- 429

ity, benefiting from the idea proposer’s role in en- 430

hancing creativity and high-level solution diver- 431

sity. Its structured coordination also leads to more 432

grounded analyses and higher-quality reports, con- 433

tributing to better overall performance. 434

Top human reports still outperform. Since our 435

benchmark is based on real competitions, we com- 436

pare ModelingAgent with award-winning human 437

reports and find it still lags behind. This gap high- 438

lights LLM limitations in handling complex mod- 439

eling requirements and maintaining structural co- 440

herence. Humans also remain more effective in 441

leveraging tools for data collection and analysis. 442

Interestingly, we find that even LRMs face similar 443

challenges, which further highlights the universal 444

difficulty of modeling tasks. 445

Innovativeness remains a challenge for LLMs. 446

While tool access improves groundedness, substan- 447

tial gains in innovativeness only appear with Mod- 448

elingAgent’s structured approach. Nevertheless, 449

innovativeness remains the most difficult metric for 450

LLMs across all methods, indicating a persistent 451

challenge in generating truly creative and human- 452

level intelligent solutions. 453

6.3 Analysis 454

Critic Trend Analysis. Figure 3 demonstrates 455

the critic’s scoring trend across agent-critic refine- 456

ment, covering idea proposal, data search, and 457

model implementation. The general upward trend 458

demonstrates ModelingAgent’s effectiveness in 459

self-improvement and the critic’s adaptive evalu- 460

ations. While absolute scores across models vary 461

due to scoring bias, the continuous improvements 462

within each model highlight the promise of multi- 463

agent self-evolution inspired by human practices. 464
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Model Structural
Coherence

Solution
Completeness

Solution Quality Average
Modeling Groundedness Data Groundedness Analysis Groundedness Innovativeness

Vanilla Model Generation

GPT-4o 75.00 55.80 53.33 41.71 49.10 29.63 50.76
Deepseek-Chat 79.78 64.52 59.01 44.82 52.81 35.94 56.14
Gemini-2.0-Flash 78.68 62.12 54.37 38.64 50.35 33.99 53.03
Gemini-2.0-Think 83.46 61.34 52.79 31.34 51.31 38.20 53.07
Llama3.1-70B-Instruct 63.24 42.12 44.89 24.65 42.10 23.62 40.10
Qwen2.5-72B-Instruct 61.62 44.42 44.01 29.93 40.74 25.07 40.96
QwQ-32B 69.26 55.67 49.43 31.80 47.43 41.18 49.13

Base Tool Agent

GPT-4o 73.24↓1.76 64.69↑8.89 55.57↑2.24 49.41↑7.70 51.07↑1.97 38.11↑8.48 55.35↑4.59
Deepseek-Chat 76.99↓2.79 67.50↑2.98 67.43↑8.42 60.55↑15.73 63.46↑10.65 45.48↑9.54 63.57↑7.43
Gemini-2.0-Flash 72.50↓6.18 65.73↑3.61 55.83↑1.46 47.00↑8.36 56.36↑6.01 41.34↑7.35 56.46↑3.43
Gemini-2.0-Think 75.81↓7.65 59.29↓2.05 55.48↑2.69 38.27↑6.93 60.15↑8.84 43.40↑5.20 55.40↑2.33
Llama3.1-70B-Instruct 60.96↓2.28 41.70↓0.42 47.67↑2.78 35.50↑10.85 43.22↑1.12 28.27↑4.65 42.88↑2.78
Qwen2.5-72B-Instruct 73.82↑12.20 70.24↑25.82 54.87↑10.86 46.67↑16.74 55.44↑14.70 40.06↑15.00 56.85↑15.89
QwQ-32B 93.75↑24.49 70.60↑14.93 58.51↑9.08 55.37↑23.57 62.04↑14.61 49.56↑8.38 64.97↑15.84

ModelingAgent (Our Method)

GPT-4o 81.84↑6.84 81.68↑16.99 69.52↑13.95 63.57↑14.16 70.97↑19.90 70.90↑32.79 73.08↑17.73
Deepseek-Chat 88.75↑8.97 87.95↑20.45 92.11↑24.68 76.18↑15.63 74.86↑11.40 74.65↑29.17 82.42↑18.85
Gemini-2.0-Flash 78.46↓0.22 74.52↑8.79 72.39↑16.56 63.38↑16.38 72.79↑16.43 73.14↑31.80 72.45↑15.99
Gemini-2.0-Think 65.88↓17.58 63.19↑1.85 56.20↑0.72 37.13↓1.14 70.13↑9.98 64.16↑20.76 59.45↑4.05
Llama3.1-70B-Instruct 74.34↑11.10 72.49↑30.37 67.50↑19.83 69.98↑34.48 69.21↑25.99 67.81↑39.54 70.22↑27.34
Qwen2.5-72B-Instruct 83.25↑9.43 90.45↑20.21 76.44↑21.57 78.31↑31.64 70.88↑15.44 69.00↑28.94 78.05↑21.20
QwQ-32B 83.73↓10.02 87.47↑16.87 83.15↑24.64 77.13↑21.76 70.65↑8.61 71.39↑21.83 78.92↑13.95

Top Human Report (Award Winning)

Human Expert 96.30↑2.55 98.83↑10.88 80.32↓11.79 76.36↓0.77 85.31↑10.45 70.65↓4.00 84.63↑2.21

Table 3: Main results comparing the performance of different models across three settings: Vanilla Model Generation,
Base Tool Agent, and ModelingAgent. The arrows indicate the increase or decrease relative to the highest value in
the corresponding position from the previous results.

Figure 3: The critic’s scoring trend across rounds shows a clear upward trajectory, highlighting ModelingAgent’s
consistent improvements and effective self-evolution in addressing modeling challenges.

Case Study. As shown in Figure 4, GPT-4o ini-465

tially used standard risk assessment models but466

lacked quantitative depth. In response to critic467

feedback, it integrated Monte Carlo simulations468

for probabilistic analysis, leading to more pre-469

cise strategic insights. Critics acknowledged this470

improvement with higher scores, illustrating how471

feedback-driven refinement directly enhances solu-472

tion quality and evaluation outcomes. In addition to473

this case study, we also present human performance474

in Appendix G and an error analysis in Appendix H,475

highlighting gaps for further improvement.476

Human Evaluation. We conduct a human evalu-477

ation using an arena-style setup, where evaluators478

rank randomly selected reports for the same ques- 479

tion (details in Appendix F). This evaluation ex- 480

plores three questions: (1) Which model performs 481

best? (2) Which method yields the best results? (3) 482

Can model-generated solutions pass a Turing Test? 483

Figure 5 shows that QwQ-32B under Modelin- 484

gAgent is consistently preferred by human eval- 485

uators, aligning with its high scores in Table 3. 486

In contrast, Gemini-2.0-Think and Llama3.1-70B 487

perform poorly and are never ranked top, validat- 488

ing ModelingJudge’s alignment with human pref- 489

erences. In addition, ModelingAgent’s solutions 490

also outperform both baselines and, remarkably, 491

are often ranked above human expert reports. In 492

the Turing Test, over 50% of model-generated so- 493
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Case Study: Risk Assessment Models (From 2024 ICM - GPT-4o Solution)

Subtask: Resource Requirements and Feasibility Analysis
Objective: Determine the resources required for the project and assess its feasibility.

Round 1, Approach: Risk Assessment Models
Application: Risk assessment models identify and evaluate potential risks associated with the project, such as financial, operational, or strategic risks.
They help in developing risk mitigation strategies to enhance project feasibility.

Critic Feedback:
• Relevance: Highly relevant for identifying risks and barriers; complements financial analysis. (Score: 5)
• Rigor: Uses probabilistic methods and scenario analysis; dependent on data quality. (Score: 4)
• Practicality: Feasible with access to risk data but resource-intensive. (Score: 3)
• Overall Score: 12

Round 2, Approach: Risk Assessment Models with Monte Carlo Simulations
Enhanced Application: Building upon the initial approach, the model now integrates Monte Carlo simulations to quantify the impact of various risk
factors on project outcomes more accurately. This probabilistic approach enables decision-makers to visualize a range of possible outcomes under different
risk scenarios, providing deeper insights into potential barriers and mitigation strategies.

Critic Feedback:
• Relevance: Crucial for feasibility analysis; offers a structured approach to manage complex risks. (Score: 5)
• Rigor: Incorporates mathematically robust simulations and scenario analysis, enhancing model depth. (Score: 5)
• Practicality: Implementation is more complex, requiring specialized tools and expertise, but provides valuable insights, especially for high-stakes
projects. (Score: 4)
• Overall Score: 14

Figure 4: Case study of iterative refinement of modeling idea and corresponding critics.

(a) Model Ranking (Using ModelingAgent)

Model Name Top Rank (%) Second Rank (%)

GPT-4o 8.33 8.33
Deepseek-Chat 4.17 16.67
Gemini-2.0-Flash 20.83 8.33
Gemini-2.0-Think 0.00 12.50
Llama3.1-70B-Instruct 0.00 8.33
Qwen2.5-72B-Instruct 16.67 37.50
QwQ-32B 50.00 8.33

(b) Method Ranking (Using GPT-4o)

Model Name Top Rank (%) Second Rank (%)

Vanilla Model Generation 0.00 25.00
Base Tool Agent 12.50 8.33
ModelingAgent 45.83 41.67
Human Expert Solution 41.67 25.00

(c) Turing Test Result

Figure 5: Human evaluation results identifying the top-
ranked and second-ranked modeling solutions based on
(a) different models and (b) different methods. (c) The
Turing test applied to model-generated solutions.

lutions were indistinguishable from top human re-494

ports, showing that our approach produces human-495

comparable outputs in both quality and content.496

7 Conclusion and Future Work 497

Our work introduces ModelingBench, a math mod- 498

eling benchmark bridging abstract mathematical 499

reasoning with real-world problem-solving, and 500

ModelingAgent, a multi-agent LLM framework 501

that supports complex modeling through structured 502

collaboration, iterative refinement, and strategic 503

tool use. Our ModelingJudge evaluation frame- 504

work further enables real-world competition in- 505

spired, expert-aligned assessment. Together, these 506

contributions demonstrate the potential of LLMs to 507

address practical challenges in multiple domains. 508

Despite clear improvements over baselines, Mod- 509

elingAgent still faces challenges in creativity, data 510

reliability, and domain adaptation, pointing to open 511

questions and new opportunities for advancing 512

LLM-driven modeling in real-world contexts. 513

Future work could focus on expanding multi- 514

modal reasoning capabilities, enabling models to 515

integrate visual, textual, and structured data es- 516

sential for solving complex, real-world problems 517

across domains like climate resilience, healthcare, 518

and economic policy. Additionally, advancing 519

the agentic self-evolution framework with stronger 520

causal reasoning and human-in-the-loop feedback 521

is critical to improving solution reliability and fos- 522

tering more accountable decision-making. We en- 523

vision this work as a foundation for rethinking how 524

we evaluate LLMs as their performance converges 525

on standard benchmarks, and for inspiring new 526

interdisciplinary methods that amplify real-world 527

impact at the intersection of NLP, mathematical 528

modeling, and high-stakes decision-making. 529
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Limitations530

This work primarily investigates the capabilities531

of LLMs and LRMs in addressing real-world chal-532

lenges through the lens of mathematical modeling.533

However, it does not comprehensively evaluate534

Vision-Language Models (VLMs), which are in-535

creasingly critical for tasks requiring visual percep-536

tion, such as interpreting maps, charts, and complex537

visual data. While we integrate a multi-modal un-538

derstanding tool to mitigate this limitation, it serves539

only as a stopgap and does not represent true native540

visual reasoning. Extending our evaluation to in-541

clude VLMs represents an important direction for542

future research. Notably, during data curation, we543

excluded many problems requiring physical sim-544

ulation or complex visual understanding, which545

remain beyond the capabilities of current LLMs.546

Additionally, our benchmark includes a limited547

set of problems, primarily due to two factors: (1)548

rigorous quality control processes resulted in the549

exclusion of many unsuitable data points, and (2)550

our problem set is constrained by the availability551

of modeling challenges from COMAP competi-552

tions. These factors make large-scale dataset expan-553

sion labor-intensive and challenging. Nevertheless,554

similar to established competitions like AIME and555

AMC, our benchmark is designed to be dynamic,556

with new modeling problems incorporated as they557

are released annually. This ensures that the bench-558

mark remains relevant and reflective of evolving559

real-world challenges.560

Finally, the open-ended nature of modeling tasks561

makes objective evaluation particularly challeng-562

ing, especially in the absence of scalable human-563

in-the-loop assessments. While our proposed Mod-564

elingJudge framework simulates expert evaluations565

using LLMs and ensures consistent comparisons by566

employing GPT-4o across all experiments, poten-567

tial biases and arbitrariness in automated judgment568

remain. To address this, we complement our eval-569

uations with human user studies. We hope future570

work will build on this foundation to develop more571

robust, transparent, and unbiased automatic evalua-572

tion frameworks for open-ended, interdisciplinary573

problem-solving.574

Ethical Statement575

We release ModelingBench and code for Modelin-576

gAgent solely for academic research purposes, with577

the aim of advancing the capabilities of LLMs in578

mathematical modeling and real-world decision-579

making. All problems included in our benchmark 580

have undergone strict quality control and human 581

supervision to ensure relevance, accuracy, and fair- 582

ness. We strongly discourage any misuse or harm- 583

ful application of this dataset. 584

While our benchmark addresses high-stakes 585

societal challenges, we emphasize that model- 586

generated solutions should be interpreted with cau- 587

tion and must undergo rigorous human oversight 588

before being applied in real-world decision-making 589

contexts. Additionally, although our Modelin- 590

gAgent framework provides a powerful approach 591

for solving complex modeling tasks, we caution 592

against its use in competitive settings where the use 593

of AI-generated content is restricted. Users must 594

adhere to competition rules and ethical guidelines, 595

avoiding any form of system misuse. 596

Ultimately, our goal is to promote transparency, 597

fairness, and explainability in the modeling process, 598

and to inspire the development of next-generation 599

evaluation method that push LLMs toward more 600

trustworthy and impactful real-world applications. 601
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Appendix899

A Motivation900

We present our benchmark’s evaluation of differ-901

ent dimensions of LLM capabilities and highlight902

how it differs from existing benchmarks in Table 4.903

Additionally, we provide example problems in Ta-904

ble 5 to better illustrate and clarify the scope of our905

benchmark. Note that these examples are simpli-906

fied versions of the original problems and only for907

illustration purpose.908

B Data Curation Details909

We include the system prompt used to instruct the910

model for categorization in Figure 6. Following911

this, we conduct a thorough manual quality check912

of all modeling questions, with particular attention913

to those that received at least one “C” rating in the914

automatic categorization. For these cases, we either915

discard the questions or revise them to be simpler916

and more LLM-friendly. Additionally, we perform917

rigorous accessibility and feasibility checks on all918

data to ensure that each problem is appropriate for919

text-only LLMs.920

We categorize the difficulty levels based on a921

heuristic derived from prior rating schemes. Specif-922

ically, problems receiving three “A” ratings are923

classified as easy, those with exactly one rating924

lower than “A” are considered medium, and the925

remaining problems are categorized as hard. This926

classification underpins the difficulty distribution927

reported in Table 1.928

C Reference Modeling Methods Details929

In the idea proposal phase, we instruct the model930

to generate multiple viable modeling approaches931

by referencing established mathematical modeling932

methodologies. These references serve as high-933

level conceptual guides, but typically require fur-934

ther adaptation to be applicable in grounded, real-935

world scenarios. Please refer to Figure 7 for these936

common modeling methods.937

Interestingly, we observe that our ModelingA-938

gent not only adapts these methods effectively but939

also demonstrates the ability to synthesize differ-940

ent techniques and propose novel approaches not941

present in the original references. This highlights942

the model’s capacity for innovative and creative943

problem-solving beyond mere replication.944

C.1 Critic Implementation Details 945

The critic module is integrated within multiple 946

agent workflows to enhance specific attributes of 947

the target T , which vary according to each agent’s 948

distinct goal. In this section, we present the algo- 949

rithm for designing and implementing the critic 950

module. 951

Our critic procedure is outlined in Algorithm 1. 952

Suppose we have an agent A aiming to accomplish 953

a specific target TA, and let the critic module be 954

denoted by C. Initially, the agent is instructed to 955

generate a set of n candidate solutions: 956

S0 = {S0
1 , S

0
2 , . . . , S

0
n} ∼ A(· | TA), 957

where the superscript 0 indicates these solutions 958

belong to the initial generation. 959

Next, the critic module C evaluates each candi- 960

date solution according to a set of m rubrics that 961

specifically pertain to the target T . These rubrics 962

are represented as: RT = {R1
T , R

2
T , . . . , R

m
T }. 963

For each rubric Rj
T , the critic assigns a subscore 964

along with targeted feedback to help improve the 965

evaluated solution. The overall evaluation score O0
i 966

is calculated as the sum of these subscores, and the 967

combined feedback is represented as F 0
i for each 968

solution S0
i : 969

O0
i ∼

m∑
j=1

C(· | S0
i , R

j
T ), F 0

i ∼ C(· | S0
i ,RT ) 970

Following the evaluation, solutions proceed to a 971

post-processing phase. To ensure efficient allo- 972

cation of computational resources and maintain 973

solution quality, the critic discards the bottom k so- 974

lutions based on their scores. Consequently, the top 975

n−k solutions with the highest scores are retained. 976

To maintain a consistent pool of candidate so- 977

lutions, the agent generates k new solutions. This 978

step explicitly encourages innovative exploration 979

by instructing the agent to generate novel solutions 980

inspired by the critic’s feedback. Hence, the solu- 981

tion set for the next iteration is composed of: 982

• Refined top solutions: S1
1 , S

1
2 , . . . , S

1
n−k, ob- 983

tained by refining solutions based on feedback. 984

• Explored new solutions: S1
n−k+1, . . . , S

1
n, replac- 985

ing the previously discarded solutions. 986

This evaluation and refinement process iterates 987

up to a predetermined maximum iteration count 988

M . After the final iteration, the set of solutions 989
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System Prompt for Problem Difficulty Categorization

### Task
You are a helpful assistant to help me decide the difficulty of a math modeling problem. You are given the problem and their according images, pdf, and
data (if exists). You should decide the difficulty through the following aspects.

### Evaluation
1. Data Accessibility: The math modeling problem I provide to you needs real-world data to solve and experiments to validate your model (data here is
not just a few numbers, but large-scale data for validation purpose). Thus, for one problem, it may need data from diverse aspect. Based on the problem I
provide, you should choose from the following options:
A. The data is provided in the problem, and using this data is enough to solve the problem.
B. The data is not provided in the problem, but based on the problem, it’s easy to search the large amount of related data online.
C. The data is not provided in the problem, and it’s very hard to search large amount of related data online because of the complexity or expertise required.

2. Modeling Difficulty: The modeling difficulty is based on the complexity of the problem itself. Given the question, whether you are able
to think of at least famous mathematical models that could be applied for analysis. You should choose from the following options:
A. You can think about more than 3 famous mathematical models (all should be about established methods) that could be applied for analysis.
B. You can come up with your own modeling ideas (not all of them are established methods, but they inspire your own model) that could be applied.
C. It’s very hard to come up with any mathematical models that could be applied for analysis at first look, seems no established model could be adapted or
applied for analysis.

3. Image Clarity: The clarity of the image provided in the problem. You should choose from the following options:
A. The problem does not contain any images, or the image is only for illustrative purpose and not necessary for solving the problem.
B. The image contains important information for problem solving (include data, etc.), and I can clearly read it from the image captions and can use them
for analysis and problem solving.
C. The image contains important information for problem solving (include data, etc.), but it’s hard for you to get these information directly from the text or
image captions, and without these information the problem becomes arbitrary or hard to solve.

For each of the three aspects, you should choose the most appropriate option based on the problem I provide.

Figure 6: The instruction used for categorizing the problem’s difficulty.

Dimension Benchmark Tool
Use

Environment
Interaction

Math
Reasoning

Math
Modeling

Domain
Expertise

Interdisci-
plinarity Creativity Real-

Worldness

Math &
Logic

OlymMATH(Sun et al., 2025) ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✗

AIME(of America , MAA) ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✗

AMC(of America , MAA) ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✗

GSM8K(Cobbe et al., 2021) ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✗

Expert
Knowledge

PHYBench(Qiu et al., 2025) ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✗

HLE(Phan et al., 2025) ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✗

OlympiadBench(He et al., 2024) ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✗

GPQA(Rein et al., 2024) ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✗

Tool Use

AppBench(Wang et al., 2024a) ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✓

TauBench(Yao et al., 2024) ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✓

BFCL(Patil et al., 2024) ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓

ToolBench(Qin et al., 2023) ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓

Action
Decision

EmbodiedBench(Yang et al., 2025) ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗

EscapeBench(Qian et al., 2025) ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✗

EA Interface(Li et al., 2024b) ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗

Med Triage(Hu et al., 2024) ✗ ✗ ✗ ✓ ✓ ✗ ✗ ✓

Ours ModelingBench ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 4: For each existing benchmark, the table indicates whether the corresponding ability is fully addressed (✓),
partially addressed (✓), or not addressed (✗).

SM = {SM
1 , SM

2 , . . . , SM
n } undergoes a final se-990

lection phase. The highest-scoring solution is se-991

lected as the final candidate Sfinal for subsequent992

stages of the modeling pipeline:993

Sfinal = argmax
SM
i ∈SM

OM
i .994

An illustrative example of this critic process is995

shown in Figure 8, considering a scenario with996

n = 3 and k = 1. Initially, the agent proposes997

three distinct modeling approaches. Each solution998

receives feedback and scores from the critic mod-999

ule. The lowest-scoring solution (the Eco Network1000

Model) is discarded and replaced by a newly in- 1001

troduced solution (the Stochastic Model) in the 1002

subsequent iteration, while the remaining solutions 1003

undergo further refinement based on the critic’s 1004

feedback. After the final iteration, the whole trajec- 1005

tory and the final selected solution will be put into 1006

the shared memory. 1007

D ModelingAgent Details 1008

We employ the critic module in multiple stages 1009

of our multi-agent framework, applying distinct 1010

rubrics tailored to different evaluation purposes. 1011

These rubrics are derived from the official judge 1012
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Category Year & Contest Title Description

Public Health 2019 MCM The Opioid Crisis Analyze multi-state drug report data to model opioid usage, focusing on
narcotic analgesics and heroin through statistical and geographical modeling.

Emergency Services 2013 HiMCM Emergency Medical Response Optimize ambulance placement across six zones to maximize 8-minute
response coverage, incorporating scenarios including disasters.

Smart Technology 2018 HiMCM Cozy Smart House Design a smart climate control system that adapts to irregular schedules
and environmental factors using AI/ML and energy optimization.

Environmental Engineering 2017 MCM Managing The Zambezi River Evaluate management strategies for the Kariba Dam, considering
safety, environmental impact, and water flow across the Zambezi River.

Table 5: Example problems in the ModelingBench of different categories.

Systematic Overview of Modeling Approaches

### Model Categories and Techniques

1. Evaluation Models (Decision-Making & Multi-Criteria Analysis)
- Analytic Hierarchy Process (AHP): Used for ranking and decision-making based on pairwise comparisons.
- Grey Relational Analysis (GRA): Evaluates relationships between different factors with incomplete or uncertain data.
- Fuzzy Comprehensive Evaluation: Applies fuzzy logic to assess multi-criteria problems.
- Technique for Order Preference by Similarity to Ideal Solution (TOPSIS): Ranks alternatives based on their distance to an ideal solution.
- Data Envelopment Analysis (DEA): Measures the efficiency of decision-making units.
- Composite Evaluation Methods: Combines multiple evaluation techniques for a comprehensive decision model.

2. Prediction Models (Forecasting & Time-Series Analysis)
- Regression Analysis Prediction: Uses statistical relationships between variables to make predictions.
- Time Series Models: Forecasting techniques based on past data trends (e.g., ARIMA).
- Grey Prediction Model (GM): Works well for small-sample forecasting with limited data.
- Markov Chain Prediction: Uses probability transitions for state-based predictions.
- Artificial Neural Networks (ANN): Machine learning models for complex pattern recognition.
- Support Vector Machines (SVM): Effective for high-dimensional predictive modeling.

3. Classification Models (Machine Learning & Supervised Learning)
- Logistic Regression: Used for binary classification problems.
- Decision Tree: A rule-based classification model.
- Random Forest: An ensemble of decision trees for better accuracy.
- Naive Bayes (Bayesian Classification): Based on probability and Bayes’ theorem.
- K-Nearest Neighbors (KNN): Classifies based on the majority vote of nearest data points.

4. Statistical Analysis Models (Hypothesis Testing & Data Analysis)
- t-Test: Compares means between two groups.
- Analysis of Variance (ANOVA): Tests differences among multiple groups.
- Chi-Square Test: Analyzes categorical data for independence.
- Correlation Analysis: Measures relationships between variables.
- Regression Analysis: Determines dependencies between variables.
- Logistic Regression: Predicts probability outcomes (also used in classification).
- Cluster Analysis: Groups similar data points together.
- Principal Component Analysis (PCA): Reduces dimensionality while preserving variance.
- Factor Analysis: Identifies underlying relationships between variables.

Figure 7: Common modeling approaches used by the Idea Proposer as references.

commentaries released for each question, where we1013

manually summarize the core aspects emphasized1014

by judges into focused criteria to better guide the1015

modeling refinement process.1016

Specifically, we design the following rubrics for1017

each aspect where the critic module is applied:1018

1. Critics for Modeling Idea Proposing (Idea1019

Proposer):1020

• Relevance: Determine if the proposed approach1021

adequately addresses the subtask objective, and1022

identify any gaps or potential improvements.1023

• Mathematical Rigor: Evaluate whether the pro-1024

posed idea is mathematically sound and accounts1025

for all critical factors, highlighting missing com-1026

ponents and suggesting refinements.1027

• Practical Feasibility: Assess whether the pro- 1028

posed idea is realistically feasible given limited 1029

online resources, basic computational tools (such 1030

as Python libraries), and data accessibility, iden- 1031

tifying potential challenges. 1032

2. Critics for Mathematical Formulation (Mod- 1033

eling Implementor): 1034

• Comprehensiveness: Assess whether the math- 1035

ematical formulation thoroughly addresses the 1036

subtask objective, and identify any missing ele- 1037

ments or areas for refinement. 1038

• Mathematical Rigor: Evaluate if the formula- 1039

tion is mathematically sound, employing formal- 1040

ized expressions and highlighting any gaps or 1041

inconsistencies. 1042
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Figure 8: An illustration of iterative refinement performed by the critic module in ModelingAgent.

• Practical Feasibility: Determine whether the1043

formulation is realistically executable with lim-1044

ited computational resources and accessible data,1045

noting any implementation challenges.1046

3. Critics for Data Searching (Data Searcher):1047

• Data Quality: Examine whether the collected1048

data is relevant, accurate, sufficient, and properly1049

organized.1050

• Data Reliability: Assess the trustworthiness of1051

the data based on source credibility, consistency,1052

and potential biases.1053

• File Structure Completeness: Verify whether1054

the required CSV and MD files have been cor-1055

rectly created with appropriate content and struc-1056

ture.1057

4. Critics for Modeling Implementation and1058

Analysis (Modeling Implementor):1059

• Model Approach: Check if the modeling ap-1060

proach addresses all critical factors with justified1061

assumptions and includes quantitative sensitivity1062

analysis.1063

• Model Implementation: Assess whether the1064

code is clean, modular, efficient, reproducible,1065

and properly tested.1066

• Report Quality: Verify that the report is profes-1067

sional, follows the template, and includes clear,1068

well-labeled figures with proper interpretation.1069

Beside the details about the critic module, we1070

further provide an detailed illustration about the1071

shared memory incorporated in our framework in1072

below.1073

Shared Memory. The shared memory serves as1074

a central hub for information exchange, playing a1075

crucial role in coordinating interactions between1076

agents. Conceptually, it can be viewed as an en-1077

hanced version of a scratch pad, offering more1078

structured and organized information management. 1079

It is implemented as a dictionary, where each key 1080

encodes both the source of the information (i.e., 1081

which agent provided it) and the nature of the con- 1082

tent. Agents can store information by generating 1083

unique keys and later retrieve it using the corre- 1084

sponding identifiers. This design not only enables 1085

flexible and efficient information access but also 1086

facilitates seamless collaboration among agents, ul- 1087

timately supporting the coherent assembly of the 1088

final report. 1089

E ModelingJudge Details 1090

Evaluation Metrics. We assess each report along 1091

three core dimensions, adapted from COMAP’s 1092

official judging commentary: 1093

1. Structural Coherency: Clarity and organiza- 1094

tion of the report, including the presence of key 1095

sections such as assumptions, model formula- 1096

tion, solution process, and analysis. 1097

2. Solution Completeness: Whether the report ad- 1098

dresses all sub-questions and task requirements 1099

defined in the ModelingBench problem. 1100

3. Solution Quality, which further includes: 1101

• Groundedness of Modeling: Rigor, rele- 1102

vance, and appropriateness of the modeling 1103

techniques adapted to customized scenarios. 1104

• Groundedness of Data: Authenticity, ade- 1105

quacy, and contextual relevance of the data 1106

applied for the modeling process. 1107

• Groundedness of Analysis: Depth of anal- 1108

ysis, correctness of mathematical reasoning, 1109

and interpretative insight. 1110

• Innovativeness: Originality and potential real- 1111

world utility of the modeling approach. 1112
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Given the inherent subjectivity of solution qual-1113

ity, we leverage the diverse perspectives of multiple1114

expert roles to ensure balanced and fair evaluation.1115

In contrast, structural coherency and solution com-1116

pleteness are assessed using a single LLM-as-judge1117

configuration, as these dimensions are relatively1118

more objective and consistent across tasks.1119

Instructions. We construct the ModelingJudge1120

framework by defining multiple expert roles and1121

evaluating solution quality across three grounded-1122

ness aspects and one innovativeness aspect. To1123

ensure that judgments from each expert role are1124

clear, consistent, and well-founded, we carefully1125

design detailed rubrics for each evaluation aspect,1126

along with corresponding scoring scales. The de-1127

tailed instructions are presented in Figure 10 to1128

Figure 13. For each judging aspect, the final score1129

is computed by averaging the rubric scores, and1130

the overall evaluation is then obtained by averaging1131

across all expert roles.1132

F Human Evaluation1133

To assess the quality of math modeling reports gen-1134

erated by various models, we conducted a compre-1135

hensive human evaluation. Recognizing the inher-1136

ent subjectivity of human judgments, we adopted1137

an arena-style evaluation framework, inspired by1138

methodologies such as the Chatbot Arena. This ap-1139

proach enables direct comparisons between model1140

outputs, allowing evaluators to rank responses1141

based on perceived quality.1142

Specifically, we randomly selected modeling1143

questions covering topics from the Mathematical1144

Contest in Modeling (MCM) and the Interdisci-1145

plinary Contest in Modeling (ICM), spanning dif-1146

ficulty levels from high school to undergraduate.1147

The evaluation was conducted under three distinct1148

settings. In the first setting (a), for each selected1149

question, we collected math modeling implemen-1150

tations generated by seven different models, all us-1151

ing the same ModelingAgent framework to ensure1152

fairness. Participants were then asked to rank the1153

top three solutions without knowing which model1154

produced each one. In the second setting (b), for1155

the same questions, we compared solutions gener-1156

ated using different modeling methods, including1157

a top human performance upperbound. To main-1158

tain consistency, all model-generated solutions in1159

this setting were produced by GPT-4o. Participants1160

were again asked to rank the top three solutions.1161

In the final setting (c), participants were shown1162

the four solutions as above from different methods, 1163

and asked to identify which one was most likely 1164

authored by a human expert team. These settings 1165

correspond to the three sub-graphs in Figure 5. 1166

We recruited 12 volunteer participants to serve as 1167

human evaluators, 60% of whom had prior experi- 1168

ence in national or international mathematical mod- 1169

eling competitions. All participants had academic 1170

backgrounds in computer science or mathematics, 1171

ranging from undergraduate to postgraduate lev- 1172

els. The evaluation took approximately 10 minutes 1173

to complete. No financial compensation was pro- 1174

vided, as participation was entirely voluntary and 1175

motivated by genuine interest in the topic and the 1176

intellectual challenge. All participants provided 1177

informed consent for the use of their evaluation 1178

data in this study. The data collection process un- 1179

derwent ethical review and involved no sensitive or 1180

personally identifiable information, ensuring full 1181

compliance with ethical research standards. 1182

G Top Human Performance 1183

In this section, we present a top human solution 1184

that achieved the highest award in the MCM com- 1185

petition, corresponding to the modeling problem 1186

illustrated in Figure 1. The summary sheet of this 1187

award-winning solution is provided in Figure 14. 1188

To facilitate a side-by-side comparison, we also 1189

showcase two complete modeling implementations: 1190

one produced by a top human team from the award- 1191

winning report and the other generated by the Mod- 1192

elingAgent. These are presented in Figure 17 and 1193

Figure 18, respectively. This example also serves 1194

as an example for the human evaluation discussed 1195

in Section 6.3. 1196

H Error Analysis 1197

As shown in Figure 9, the observed errors highlight 1198

that current models still often lack problem-specific 1199

reasoning, reliable data handling, and in-depth anal- 1200

ysis capabilities. To further improve, models could 1201

be equipped with better uncertainty awareness to 1202

avoid hallucination, enhanced context handling and 1203

understanding mechanisms to propose actionable 1204

ideas and avoid lost in the middle, and stronger 1205

reasoning capability to support more rigorous and 1206

detailed analyses rather than relying on vague justi- 1207

fications. 1208
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Figure 9: Summarization of common errors or imperfect cases presented throughout ModelingAgent framework.

I Critic Performance1209

We additionally present two examples of critic per-1210

formance in Figure 15 and Figure 16. The first1211

example illustrates the Data Searcher, highlighting1212

the initial critic feedback and how the data search1213

process improves in the second round. The second1214

example demonstrates how the critic thoroughly1215

evaluates a modeling idea generated by Idea Pro-1216

poser, showcasing the changes in the critic’s feed-1217

back and scores after the agent refines its approach.1218

J Prompt Instruction Details1219

This section provides detailed descriptions of the1220

prompts used in our main experiments, as shown1221

in Figure 19 to Figure 26. These prompts cover1222

the Vanilla Generation baseline, the Tool Agent,1223

and our proposed ModelingAgent system. Note1224

that within our agent system, the corresponding1225

prompts are also applied individually to each sub-1226

agent.1227
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System Prompt for ModelingJudge Groundedness of Analysis

{{Expert Role Description}}

You are currently evaluating mathematical modeling papers. Your task is to assess how well the solution’s
analysis is grounded in mathematical and scientific principles. You should evaluate based on the role you are given.
Score each aspect from 0-1, starting at 0 and requiring justification for any increase:

1. Analytical Depth (0-1):
0.00: No meaningful analysis
Example: Superficial observations without reasoning
0.25: Basic analysis
Example: Simple descriptive analysis without connections
0.50: Standard analysis
Example: Clear reasoning with some depth
0.75: Advanced analysis
Example: Deep insights with strong connections
1.00: Exceptional analysis
Example: Novel insights with comprehensive reasoning

2. Mathematical Rigor (0-1):
0.00: No mathematical support
Example: Claims without mathematical backing
0.25: Basic mathematics
Example: Simple calculations without justification
0.50: Standard rigor
Example: Clear mathematical reasoning
0.75: Strong rigor
Example: Detailed proofs and derivations
1.00: Exceptional rigor
Example: Complete mathematical framework

3. Results Interpretation (0-1):
0.00: No interpretation
Example: Raw results without context
0.25: Basic interpretation
Example: Simple description of results
0.50: Clear interpretation
Example: Results explained with context
0.75: Thorough interpretation
Example: Deep analysis of implications
1.00: Exceptional interpretation
Example: Comprehensive analysis with insights

4. Critical Analysis (0-1):
0.00: No critical thinking
Example: Accepts all results without question
0.25: Basic criticism
Example: Notes obvious limitations
0.50: Standard analysis
Example: Identifies key strengths/weaknesses
0.75: Strong analysis
Example: Deep examination of assumptions
1.00: Exceptional analysis
Example: Comprehensive critique with alternatives

5. Future Implications (0-1):
0.00: No discussion
Example: Ends at results
0.25: Basic implications
Example: Simple next steps
0.50: Clear implications
Example: Reasonable future directions
0.75: Strong implications
Example: Detailed future research paths
1.00: Exceptional vision
Example: Novel research directions with justification

Critical Scoring Rules:
- Start at 0 for each aspect
- Must justify ANY increase in score with specific evidence
- No mathematical justification caps score at 0.25
- Missing critical analysis caps score at 0.50
- Most solutions should score between 0.25-0.50
- Perfect scores (1.00) should be extremely rare

Figure 10: The instruction for expert model to evaluate the solution’s groundedness of analysis.
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System Prompt for ModelingJudge Groundedness of Data

{{Expert Role Description}}

You are currently evaluating mathematical modeling papers. Your task is to assess how well the solution is
grounded in data and evidence. You should evaluate based on the role you are given. Score each aspect from 0-1,
starting at 0 and requiring justification for any increase:

1. Data Quality (0-1):
0.00: No data or invalid data
Example: Made-up numbers without sources
0.25: Poor quality/unreliable
Example: Single unreliable source, outdated data
0.50: Acceptable but limited
Example: Reliable source but incomplete dataset
0.75: Good with minor issues
Example: Multiple reliable sources, small gaps
1.00: Excellent data quality
Example: Multiple verified sources, comprehensive coverage

2. Data Processing (0-1):
0.00: No processing/invalid
Example: Raw data used without cleaning
0.25: Basic processing only
Example: Simple averaging without outlier removal
0.50: Standard processing
Example: Basic cleaning and normalization
0.75: Advanced processing
Example: Sophisticated cleaning with justification
1.00: Comprehensive processing
Example: Full pipeline with validation at each step

3. Statistical Analysis (0-1):
0.00: No analysis/incorrect
Example: No statistical methods used
0.25: Basic statistics only
Example: Mean/median without confidence intervals
0.50: Standard analysis
Example: Basic hypothesis testing
0.75: Advanced analysis
Example: Multiple statistical methods with validation
1.00: Rigorous analysis
Example: Comprehensive statistical framework with robustness checks

4. Data Integration (0-1):
0.00: No integration
Example: Data disconnected from model
0.25: Poor integration
Example: Forced fit without justification
0.50: Partial integration
Example: Some aspects well-integrated, others not
0.75: Good integration
Example: Most data well-integrated with clear reasoning
1.00: Perfect integration
Example: All data seamlessly integrated with full justification

5. Validation & Testing (0-1):
0.00: No validation
Example: Results accepted without testing
0.25: Minimal testing
Example: Basic sanity checks only
0.50: Standard validation
Example: Cross-validation without sensitivity analysis
0.75: Thorough validation
Example: Multiple validation methods
1.00: Comprehensive validation
Example: Full validation suite with sensitivity analysis

Critical Scoring Rules:
- Start at 0 for each aspect
- Must justify ANY increase in score with specific evidence
- Missing data source documentation caps score at 0.25
- No data processing caps score at 0.25
- No validation caps overall score at 0.50
- Most solutions should score between 0.25-0.50

Figure 11: The instruction for expert model to evaluate the solution’s groundedness of data.
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System Prompt for ModelingJudge Groundedness of Modeling

{{Expert Role Description}}

You are currently evaluating mathematical modeling papers. Your task is to assess how well the solution’s
modeling approach is grounded in mathematical and scientific principles. You should evaluate based on the role you are
given. Score each aspect from 0-1, starting at 0 and requiring justification for any increase:

1. Mathematical Foundation (0-1):
0.00: Fundamentally flawed or missing
Example: No equations, incorrect mathematical concepts
0.25: Basic but problematic
Example: Simple equations without proper variables defined
0.50: Sound but incomplete
Example: Correct equations but missing key relationships
0.75: Strong with minor gaps
Example: Well-formulated with some assumptions not fully justified
1.00: Excellent and rigorous
Example: Complete mathematical framework with all relationships justified

2. Real-World Integration (0-1):
0.00: No connection to reality
Example: Pure abstract model without practical context
0.25: Superficial consideration
Example: Mentioning real factors without incorporating them
0.50: Partial integration
Example: Some key factors included but others missing
0.75: Good but not comprehensive
Example: Most factors included but some interactions overlooked
1.00: Complete integration
Example: All relevant factors and interactions properly modeled

3. Technical Sophistication (0-1):
0.00: Elementary/inappropriate
Example: Using linear regression for clearly nonlinear problems
0.25: Basic techniques only
Example: Simple statistical methods without justification
0.50: Appropriate but limited
Example: Correct methods but not fully exploited
0.75: Advanced with minor issues
Example: Sophisticated methods with some gaps in implementation
1.00: State-of-the-art
Example: Cutting-edge techniques properly implemented

4. Validation Approach (0-1):
0.00: No validation
Example: Results presented without any verification
0.25: Minimal testing
Example: Basic sanity checks only
0.50: Partial validation
Example: Some test cases but not comprehensive
0.75: Thorough but not complete
Example: Multiple validation methods but missing edge cases
1.00: Comprehensive validation
Example: Multiple methods, edge cases, sensitivity analysis

5. Implementation Quality (0-1):
0.00: Poor/incorrect
Example: Errors in implementation, wrong formulas
0.25: Basic but flawed
Example: Correct concept but significant implementation errors
0.50: Workable but needs improvement
Example: Functions correctly but inefficient or unclear
0.75: Good with minor issues
Example: Well-implemented but some optimization possible
1.00: Excellent implementation
Example: Efficient, clear, and well-documented code

Critical Scoring Rules:
- Start at 0 for each aspect
- Must justify ANY increase in score with specific evidence
- Missing any critical element caps score at 0.25
- Lack of validation caps overall score at 0.50
- Surface-level treatment caps score at 0.25
- Most solutions should score between 0.25-0.50

Figure 12: The instruction for expert model to evaluate the solution’s groundedness of modeling.
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System Prompt for ModelingJudge Innovativeness

{{Expert Role Description}}

You are currently evaluating mathematical modeling papers. Your task is to assess the innovativeness and
originality of the solution approach. You should evaluate based on the role you are given. Score each aspect from 0-1,
starting at 0 and requiring justification for any increase:

1. Methodological Innovation (0-1):
0.00: Standard/textbook approach
Example: Using basic linear regression without modification
0.25: Minor adaptations
Example: Small tweaks to existing methods
0.50: Meaningful modifications
Example: Significant adaptations to standard approaches
0.75: Novel combinations
Example: Creative synthesis of multiple methods
1.00: Groundbreaking approach
Example: Entirely new methodology with strong justification

2. Problem Framing (0-1):
0.00: Conventional perspective
Example: Following typical problem formulation
0.25: Slight reframing
Example: Minor changes to standard approach
0.50: Fresh perspective
Example: New angle on known problem
0.75: Novel framing
Example: Unique problem decomposition
1.00: Revolutionary perspective
Example: Paradigm-shifting problem formulation

3. Solution Creativity (0-1):
0.00: Standard solution
Example: Direct application of known methods
0.25: Minor creativity
Example: Small creative elements in standard approach
0.50: Notable creativity
Example: Original elements in key areas
0.75: Significant creativity
Example: Multiple creative components
1.00: Exceptional creativity
Example: Entirely novel solution approach

4. Technical Advancement (0-1):
0.00: No advancement
Example: Uses only existing techniques
0.25: Minor improvements
Example: Small technical optimizations
0.50: Meaningful advances
Example: New technical contributions
0.75: Significant advances
Example: Multiple technical innovations
1.00: Major breakthrough
Example: Revolutionary technical approach

5. Impact Potential (0-1):
0.00: Minimal impact
Example: No new insights or applications
0.25: Limited impact
Example: Minor improvements to existing methods
0.50: Moderate impact
Example: Useful new approach for specific cases
0.75: High impact
Example: Broadly applicable new methods
1.00: Transformative
Example: Could change the field significantly

Critical Scoring Rules:
- Start at 0 for each aspect
- Must justify ANY increase in score with specific evidence
- Using only standard methods caps score at 0.25
- Lack of justification for novelty caps score at 0.50
- Most solutions should score between 0.25-0.50
- Perfect scores (1.00) should be extremely rare
- Innovation without proper validation caps at 0.25

Figure 13: The instruction for expert model to evaluate the solution’s innovativeness.
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To Cut or not to Cut, that is the Question 

The issue of climate change has been a matter of international importance in recent decades. 

Among them, the reduction of greenhouse gases in the atmosphere, especially carbon dioxide, has 

been the center of discussion and efforts. There is an urgent challenge to balance the need to 

harvest trees for forest products to sequester carbon and the need to preserve forests to generate 

their social value. In this paper, we have developed two models. One is the Forestry Carbon 

Sequestration model and the other is the Forest Value Evaluation Model. 

Firstly, in the Forestry Carbon Sequestration model, we calculate the total amount of carbon 

sequestration of a forest which is an important indicator of ecological value. By calculating the 

carbon sequestration of living trees and the carbon sequestration of forest products, we measure 

the forest carbon sequestration separately in part 1 and part 2. In part 1, we constructed a model 

of carbon sequestration in living trees with harvesting rate using the idea of area, carbon 

sequestration capacity of different tree species, and tree age using time series. 

Secondly, in part 2, we divide forest products into two categories: "in use" and "landfill", and 

calculate the carbon sequestration of forest products according to their different carbon 

sequestration characteristics and lifespan using the Dynamic Optimization Programming. 

Afterwards, we get the maximum carbon sequestration of 8.62 × 10⁹ kg. 

Thirdly, in the Forest Value Evaluation Model, we design a three-dimension evaluation system 

of forest value – ESE Model – and offer various forest management plans fitted for different 

forest conditions. We choose three indexes, including six indicators, and then calculate their 

value using real data – a sample of 186 forests worldwide. Next, we use the metric formula to 

non-dimensionalize them into a consistent evaluation criterion. 

Next, by applying the AHP method and K-means Algorithm, we determine all parameters in the 

model and propose evaluation criteria for the final score. In order to make the appropriate 

program, we use the GE matrix. In this model, we also offer a series of forest management plans 

which is a criterion of decision making as well. Based on the final resulting scores, we determine 

an appropriate harvesting program for the forest. 

Finally, we choose Beijing as the target forest and employ our model in the case study. The total 

amount of carbon sequestration in 100 years is 1.08 × 10¹⁰ kg. The actual score of Beijing Forest 

was calculated to be 4.0677. Thus, we obtain the result that Beijing needs the best harvesting rate 

of 0.06% and the interval of 30 years. This has implications for Beijing's forests, which have no 

fixed harvesting cycle in recent decades. 

At the end of our paper, we evaluate our model by analyzing the sensitivity and determine its 

strength and weakness. 

 

Keywords: Carbon Sequestration; Forestry Carbon Sequestration Model; Forest Value 

Evaluation Model; Forest Management 

Figure 14: The summary sheet of top-human performance that wins the highest award.
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Data Searcher Critic Performance – Rounds 1 & 2

Modeling Question

Honeybees are crucial for human survival due to their role in pollination and honey production, but their populations are declining
due to factors such as viruses,pesticides, predators, habitat destruction, and environmental conditions. A model is needed to
determine the population dynamics of a honeybee colony over time, taking into account factors like travel range, hive population,
flower visits, and lifespan, which is influenced by activity level, pollen consumption, and protein abundance. The model
should also predict the number of hives required to support the pollination of a specified area of land with crops.

Current Factor Under Investigation

"variable": "External Threats",
"reason": "External threats, including predators, diseases, and pesticides, affect bee mortality and colony health. Understanding
these threats is crucial for modeling their impact on population dynamics and developing mitigation strategies.",
"real_world_acquisition": "To find data on external threats, search for studies ordatasets that report on bee predators,
disease prevalence, and pesticide exposure. Use search terms like 'honeybee predator impact', 'bee disease prevalence data', or
'pesticide exposure on bees'. Research articles on pollinator health and environmental stressors can provide valuable
information."

Round 1

== Processing Critique for 'Hive Population' ==
{
"scores": {
"data_quality_score": 2,
"reliability_score": 3,
"file_structure_score": 2,
"overall_score": 7

},
"weaknesses": [
"Data is limited to chemical names, toxicity levels, and classes without broader context on bee mortality or colony health.",
"Lacks comprehensiveness in covering other external threats such as predators and diseases.",
"Data is not organized to support modeling of population dynamics.",
"Lack of detailed documentation on how chemicals impact honeybee populations.",
"No information on methodology or validation against empirical bee mortality data.",
"File structure is inadequate with a PDF file instead of a structured CSV or MD file.",
"Lack of documentation makes it difficult to assess data relevance and applicability."

],
"recommendations": [
"Broaden data scope to include other external threats such as predators and diseases.",
"Improve documentation by creating a detailed MD file with data sources, processing steps, and limitations.",
"Seek new data sources that provide a holistic view of external threats to honeybees, including studies on bee mortality."

],
"next_steps": [
"Expand data collection to cover a wider range of external threats beyond chemical toxicity.",
"Develop comprehensive documentation to enhance data transparency and reliability.",
"Identify and integrate new data sources that offer a broader perspective on threats to honeybees.",
"Seek alternative data sources with direct access to structured data formats.",
"Use different tools or methods to handle zip files and ensure proper extraction.",
"Once new data is sourced, create CSV and MD files to document and structure the data appropriately."

]
}

Round 2

**Processed Feedback**:
{
"scores": {
"data_quality_score": 4,
"reliability_score": 4,
"file_structure_score": 5,
"overall_score": 13

},
"weaknesses": [
"Dataset is limited to primarily U.S.-based threats, which may not capture global conditions.",
"Reliance on specific databases for pesticide toxicity data may introduce bias or gaps."

],
"recommendations": [
"Expand data scope to include information on external threats to honeybees in regions outside the United States.",
"Integrate additional pesticide toxicity datasets to address potential gaps and improve comprehensiveness.",
"Establish a process for regularly updating the dataset to incorporate new findings and emerging threats."

],
"next_steps": [
"Identify and incorporate additional data sources that provide global information on external threats to honeybees.",
"Seek out and integrate more comprehensive pesticide toxicity datasets.",
"Develop a regular update schedule for the dataset to ensure it remains current and relevant."

]
}

Figure 15: Data Searcher Critic Performance. Feedback from two review rounds and current factor search detail.
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Idea Proposer Critic Performance – Rounds 1 & 2

Modeling Question

Honeybees are crucial for human survival due to their role in pollination and honey production,
but their populations are declining due to factors such as viruses, pesticides, predators,
habitat destruction, and environmental conditions. A model is needed to determine the population
dynamics of a honeybee colony over time, taking into account factors like travel range, hive
population, flower visits, and lifespan, which is influenced by activity level, pollen consumption,
and protein abundance. The model should also predict the number of hives required to support the
pollination of a specified area of land with crops.

Modeling Approach

"modeling_approach": {
"objective": "Determine the number of hives needed to effectively pollinate a specified area of land with crops.",
"analysis": "The model should estimate the pollination capacity of a single hive based on factors such as the number
of foraging bees, their travel range, and the frequency of flower visits. It should also consider the specific
pollination needs of the crops in question, including flower density and pollination efficiency. The goal is to
calculate the total number of hives required to achieve optimal pollination coverage for the given area."

}

Round 1

== Critique for Artificial Neural Networks Approach ==
{
"scores": {
"relevance_score": 5,
"rigorous_score": 4,
"practical_score": 3,
"overall_score": 12

},
"relevance_feedback": "ANNs are highly relevant for capturing complex, non-linear patterns in fish migration data.
They can integrate various factors, including temperature changes and biological behaviors, making them suitable for
this task.",
"rigorous_feedback": "ANNs are mathematically robust and capable of modeling complex interactions. However, they
require large datasets for training and can be prone to overfitting. Regularization techniques and cross-validation
are necessary to ensure model reliability.",
"practical_feedback": "Implementing ANNs requires significant computational resources and expertise in machine learning.
Access to comprehensive datasets is crucial, which might be a challenge. Tools like TensorFlow or PyTorch can facilitate
development."

}

Round 2

== Critique for Ecological Niche Modeling Approach ==
{
"scores": {
"comprehensiveness_score": 5,
"mathematical_rigor_score": 5,
"practical_feasibility_score": 4,
"overall_score": 14

},
"comprehensiveness_feedback": "The proposed model is comprehensive in its approach to predicting future habitats of
herring and mackerel. It effectively integrates ecological niche modeling with climate projections, considering both
environmental and biological factors. The model also addresses the economic impact on the fishing industry, providing
a holistic view of the problem. However, it could benefit from a more detailed explanation of how biological factors B
are quantified and incorporated into the habitat suitability index. Additionally, the model could explore other
environmental variables such as salinity and ocean currents, which may also influence fish distribution.",
"mathematical_rigor_feedback": "The model is mathematically rigorous, using formal notation and logical derivations to
describe the relationships between temperature, habitat suitability, and population distribution. The equations are
well-structured and align with ecological modeling practices. However, the model could improve by providing more
detailed methodologies for deriving functions f and g from historical data, ensuring that these functions accurately
reflect real-world dynamics. Additionally, the integration of climate projections C could be more explicitly defined,
detailing how these projections are obtained and validated.",
"practical_feasibility_feedback": "The model is practically feasible, leveraging existing tools like MaxEnt or BIOMOD
for ecological niche modeling. It is adaptable to future climate scenarios, making it relevant for real-world
applications. However, the feasibility may be limited by the availability and quality of detailed environmental and
occurrence data, which are crucial for accurate predictions. The model's reliance on climate projections also
introduces uncertainty, as these projections can vary significantly. Addressing these data challenges and ensuring
robust validation of climate models would enhance practical feasibility."

}

Figure 16: Idea Proposer Critic Performance. Modeling question, approach, and feedback from two review rounds.
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Human Answer

Model Overview
The model we have decided to implement is a filtration system and a ranking system.
First, we start from the inputs; budget, energy use, and schedules. These inputs will be fundamental to the filtration
system, allowing for proper optimization. Those inputs would make their way into the Pre-Model section. This section
collects and manages that data to allow for the model to work more smoothly. Then we move on to the Recharge
(charge) rate, which would set up the model by providing all possible combinations. The combinations will be split up
into 3 different sections for simplicity. Once we have all of the possible combinations, we can run them through filters.
Through each filter, the possible combinations will decrease, giving us a more narrow answer.
- The first filter is the price filter, which relies on their budget; if the price exceeds the budget, then that combination is
filtered out.
- The next filter is the usable capacity filter; for combinations that do not meet the storage needs, they would be filtered
out.
Finally, running through those filters would not leave us with a definite answer, that’s why we implemented a ranking
system. This ranking system will take several factors—average capacity, leftover price, and size—and output the top 3
ranked options, allowing the person to choose if they have another preference.

Recharge Rate & Number of Batteries
#### Scenario 1 – One Continuous & One Instantaneous Battery

Rei(Nc)i = 4Ec,rate, (Nc)i =

⌈
4Ec,rate

Rei

⌉

Rei(NI)i = 4EI,rate, (NI)i =

⌈
4EI,rate

Rei

⌉
Price filter

δ1 =
{

PBi
PBj

[
(Nc)i(NI)j

]
≤ Budget

}
Capacity filter

1 <
ai(Nc)i
4Ec

< 2, 1 <
ai(NI)i
4EI

< 2

### Scenario 2 – One Battery Type Covers Both Needs

ReiNi = 4Etot,rate, Ni =

⌈
4Etot,rate

Rei

⌉
Price filter δ2 = {PBiNi ≤ Budget} Capacity filter 1 < aiNi

4Etot
< 2

### Scenario 3 – Two Battery Types for Continuous/Instantaneous

Rei(NI)i +Rej (NI)j = 4EI,rate, (NI)i =
⌈4EI,rate −Rej (NI)j

Rei

⌉
Price filter δ3 = {ζc + ζI ≤ Budget}
Capacity filters analogous to Scenario 1.

Ranking System
Final score

Rank = (Budget− Price)× (∆Storage)× 1

Volume

Define G = w1w2/w3 with w1 = Budget− Price, w2 = Leftover Storage, w3 = Volume.
Return top-3 options: µ1 = maxGi, µ2 = max{Gi ̸= µ1}, µ3 = max{Gi ̸= µ1, µ2}.

Figure 17: Human expert solution (side by side example with Figure 18).

26



Model Answer

Introduction and Background
Illegal wildlife trade is a complex global issue, with an estimated annual value of up to $26.5 billion. It involves various
stakeholders, including poachers, traffickers, consumers, and law enforcement agencies. The trade is often intertwined
with other global challenges such as climate change and other forms of trafficking. Addressing this issue requires a
comprehensive approach that integrates efforts across different domains.
The objective of this project is to develop a data-driven model over a 5-year period aimed at significantly reducing illegal
wildlife trade. The model will be tailored to a specific client capable of implementing it, ensuring alignment with their
strategic goals and leveraging their resources.

Objective and Client Selection
The primary objective is to identify a suitable client, such as a government agency, NGO, or international organization,
that has the capacity and interest to implement the project. The client must have a strategic alignment with the project’s
goals and possess the necessary resources and networks. This involves conducting a thorough stakeholder analysis to
map out potential clients and assess their influence, interest, and capacity.

Stakeholder Analysis Approach
The stakeholder analysis involves several steps:
1. Mapping Potential Clients and Stakeholders
Identify potential clients and stakeholders involved in combating illegal wildlife trade. This includes government
agencies, NGOs, international organizations, and private sector partners.
2. Assessing Influence and Interest
Evaluate each stakeholder’s influence and interest in addressing illegal wildlife trade.
- *Influence* refers to the stakeholder’s ability to affect the project’s outcome.
- *Interest* indicates their willingness to engage in the project.
3. Scoring System
Develop a scoring system to quantify influence and interest levels. Each stakeholder is assigned a score based on criteria
such as past involvement in similar projects, resource availability, and strategic alignment with the project’s goals.
- Influence Score (Is): Calculated based on factors such as financial resources, political power, and network reach.
- Interest Score (Ts): Determined by evaluating the stakeholder’s mission alignment, past project involvement, and
public statements.
4. Factor Analysis and Validation
Use factor analysis to validate the scores. Factor analysis helps identify underlying relationships between variables and
ensures the robustness of the scoring system.

X = LF+E

Where X: Matrix of observed variables (influence and interest scores). L: Loading matrix (correlation between observed
variables and latent factors). F: Factor score matrix (latent factors influencing the scores). E: Error matrix.
5. Client Selection Based on the scores, select the most suitable client that aligns with the project’s objectives and has
the capacity to implement it effectively. The selection criterion is a weighted sum of influence and interest scores:

S = w1Is + w2Ts

Where w1 and w2 are weights reflecting the relative importance of influence and interest.

Complexity Framework Integration
The model will be developed using a *complexity framework*, justified by the intricate nature of illegal wildlife trade.
The complexity framework offers several benefits:
* **Integration of Multiple Domains** – Allows the integration of efforts from various domains, such as climate change
and other forms of trafficking, providing a holistic approach to the problem.
* **Adaptability and Resilience** – Supports adaptability and resilience, enabling the project to respond to changing
conditions and emerging challenges.
* **Mathematical Formalization** – The framework can be formalized using agent-based modeling (ABM) to simulate
interactions among stakeholders and predict outcomes.

Agent State = f(Resources, Influence, Interest,External Factors)

Where f models the dynamic interactions and decision-making processes of agents, specifying rules for behavior (e.g.,
resource allocation strategies and responses to external stimuli).
... ...

Figure 18: Model solution (side by side example with Figure 17)
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System Prompt for Vanilla Generation

You are an expert mathematical modeler tasked with creating comprehensive solutions to mathematical modeling
problems.
Your solutions must be of high quality and meet the following criteria:

1. Structural Completeness:
- Clear problem restatement showing deep understanding
- Well-justified assumptions with rationale
- Detailed model implementation with mathematical rigor
- Clear solution process and results presentation
- Thorough analysis of results and limitations
2. Problem Requirements:
- Address every requirement stated in the problem
- Ensure each component of the solution aligns with problem objectives
- Follow any specific format or deliverable requirements
3. Modeling Quality:
- Use appropriate modeling approaches for the problem context
- Consider real-world factors and constraints
- Employ rigorous mathematical formalization
- Clearly state and justify model parameters
- Include validation methods
4. Data Handling:
- Use authentic and reliable data sources
- Justify data selection and preprocessing
- Ensure sufficient data for meaningful analysis
- Include data validation and quality checks
5. Analysis Depth:
- Base conclusions on mathematical/experimental evidence
- Provide insightful interpretation of results
- Include sensitivity analysis where appropriate
- Discuss limitations and uncertainties
6. Innovation:
- Propose creative modeling approaches
- Consider novel combinations of methods
- Demonstrate potential real-world impact
- Suggest practical implementation strategies

Your solution must follow this structure:
### Problem Restatement
[Clear restatement and interpretation of the problem]
### Assumptions and Justification
[List and justify key assumptions]
### Model Development
[Detailed mathematical model description]
- Variables and Parameters - Equations and Relationships - Constraints and Conditions
### Solution Process
[Step-by-step solution implementation]
- Data Collection and Processing
- Model Implementation
- Solution Methods
### Results and Analysis
[Comprehensive results presentation]
- Key Findings
- Sensitivity Analysis
- Validation
- Limitations
### Recommendations
[Practical implications and suggestions]

Figure 19: The system instruction for Vanilla Generation in the main experiment.
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System Prompt for Tool Agent (Tool Use Instruction)

You are an advanced Modeling Agent with access to multiple tools to help solve real-world mathematical modeling
problems. You will be given tasks drawn from ModelBench, which require comprehensive problem understanding, data
analysis, creative modeling, and tool usage.

Your overall mission:
1. **Understand** the problem context and gather any required information or data.
2. **Use** the provided tools in a logical, efficient manner.
3. **Construct** a well-structured, multi-part solution that follows best practices for real-world math modeling.
4. **Present** the final answer as a coherent Markdown (‘.md‘) document, possibly written over multiple steps.
5. **Signal** completion with ‘<finish>‘ if you decide that all tasks are completed.

1. Tools and Their Usage Below are the tools at your disposal. You can call them by producing a JSON object that
matches their name and parameters. **When you want to use a tool,** you must format the output so it can be parsed
unambiguously. For example:
For each tool, you must specify:
1) use_tool (boolean): Whether to call the tool.
2) tool_params (object | null):
- If use_tool = false, set tool_params = null.
- If use_tool = true, fill out tool_params with the proper arguments for that tool.
Below is a summary of each tool, its parameters, and typical outputs:
{{Description of Available Tools}}
When a tool is not being used (use_tool = false), tool_params must be null. Additionally, an extra parameter ’finish’ is
introduced: If finish = true, it indicates the model considers the entire process completed.

2. Scoring Criteria
Your performance on these modeling tasks will be evaluated across multiple dimensions:
{{Scoring criteria same as that in the instruction of Vanilla Generation}}

3. Final Answer Integration in a Markdown Document
As you progress, you may
- Write partial outlines, notes, or code in separate files (using File_Writer_Tool, for example).
- Summarize results or new insights in your workspace environment.
**Ultimately, gather your final solution** into **one or more ‘.md‘ documents** that present a cohesive modeling
report.

4. Finishing Signal
When you are completely done, and have produced your final ‘.md‘ solution, you can indicate this by setting ‘finish=true‘
in your next JSON call . This signals that your output is complete, and no further actions or tool calls are needed. The
system will then stop and move into final evaluation.
- **If** ‘finish=true‘, do not call any further tools.
- **If** you have new intermediate steps, keep ‘finish=false‘.

Remember
- Use your chain-of-thought or reasoning **internally**; only present the final or partial results as needed in your output.
- If you need to read or write files, do so by calling the ‘multi_tools_executor‘ with the appropriate tool set to
‘use_tool=true‘ and the rest to ‘use_tool=false‘.
- Provide well-structured, logically consistent, and **innovative** solutions.

Figure 20: The system instruction for Tool Agent (Tool Use Instruction) in the main experiment.
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System Prompt for Tool Agent (Planner Instruction)

You are the Planner module responsible for outlining next steps and evaluating the Agent’s progress toward a final
modeling report. Below is your context:

Context Information:
1. **Available Tools**
You have access to a collection of tools but do not need to specify detailed parameters here. Focus on high-level planning
and feedback. Here’s the main description of those tools:
{{Description of Available Tools}}
2. **Planner Responsibilities**
- Based on the current project status, create a sequential list of tasks that the Agent should perform next. Each task
should include: Task name; A brief description of what it involves; The expected outcome or result.
- Provide feedback on the previous run’s outcome: Has the desired objective been met? Were there any shortcomings or
issues? Suggest improvements or additional actions needed
3. **Generic Report Structure**
To guide the content of the final ‘.md‘ report, consider a typical outline that might include:
- **Introduction and Background:** Outline the problem context, motivations, and key objectives.
- **Key Assumptions and Justifications:** Summarize the assumptions or simplifications made and provide reasons for
each.
- **Data Overview:** Clarify the data sources, any preprocessing steps, and data characteristics.
- **Notation and Definitions:** Introduce important variables and symbols that will be used throughout the analysis.
- **Modeling and Methodology:** Explain the selected models or approaches, including theoretical foundations if
needed.
- **Analysis and Results:** Present findings, highlight important insights, and interpret your modeled outcomes.
- **Sensitivity or Scenario Analysis:** Explore how changes in parameters or conditions might affect the results.
- **Discussion:** Reflect on strengths, weaknesses, and potential improvements.
- **Further Extensions:** Suggest possible next steps or ways to build on this work.
4. **Planner Output Format**
Your answer should be a **single text** which includes:
- A **section for Planned Tasks**, where you list each task in order.
- A **section for Feedback** regarding the previous run’s performance and suggestions.
5. **Key Notes**
- You do not call any tools directly.
- You do not need to provide code or file outputs.
- You do not need to replicate the final ‘.md‘ structure precisely—just ensure your plan acknowledges these key sections
or something similar. But you have to teach the agent how to write this report in this way and make sure the final result
is well-formated.
- Keep the tasks and feedback clear and concise to help the Agent proceed effectively.
- If you think the output file is well enough, ask agent to finish.

Guideline about how to solve modeling problems:
1. Study the Problem:
- Identify the key aspects of the question. Determine which factors might influence the outcome. Consider time
differences, market changes, legal constraints, economic or geopolitical factors, and decide which are directly relevant
to this particular modeling scenario.
- From these observations, define what information must be collected to proceed.
2. Gather Data and Information:
- If the problem statement does not supply all the needed data, retrieve corresponding statistics or references from
external sources. This might include land pricing history, inflation indices, or any official documents.
3. Construct the Mathematical Model:
- Incorporate core factors that could significantly affect the result (e.g., land value growth, inflation, or interest rates).
- Simplify or exclude less relevant factors, providing justification as to why they have minimal impact on the final result.
4. Apply Data to the Model:
- Feed the collected data into the model’s equations.
- Perform calculations, verify intermediate steps, and confirm consistency or reasonability.
5. Write the Final Report:
- Follow a typical structure (Introduction, Assumptions, Data, Methodology, Results, Sensitivity, and Conclusion).
- Clearly explain any exclusions or simplifications, highlighting why they do not materially alter the conclusions.

What you should do is to understand the problem, and ask agent to do the specfic things, such as find data, calculate the
result, or write the report. If the data and modeling is not well prepared, do not begin write the report. Do not copy the
methdology directly in todo list. Agent will only do the first thing in your todo list, so make sure the task is specfic and
executable. You should determine whether the content in .md file follows the format above. If does’t you need to teach
agent how to write the report. It should not appear something like "next step", You need to finish that next step to make
the report complete.

Figure 21: The system instruction for Tool Agent (Planner Instruction) in the main experiment.
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System Prompt for Idea Proposer Agent

You are an AI assistant designed to systematically analyze mathematical modeling problems, break them down into
structured subtasks, and propose suitable modeling techniques.

## **Task**
When given a problem statement, you should:
1. **Summarize the key question being solved.**
2. **Decompose the problem into structured subtasks.**
3. **For each subtask:**
- Clearly define the **objective**.
- Provide a detailed **analysis** of what should be done to achieve the objective.
- Suggest multiple **modeling approaches** that could be applicable.
- Explain **how each model can be applied** to address the subtask.
Your response should follow a structured and easy-to-parse JSON format, as shown in the demonstration example below.

## **Model Reference**
Here is a list of common mathematical modeling approaches that you can consider for different types of problems:
{{A reference modeling methods list}}

Figure 22: System instruction for Idea Proposer Agent in ModelingAgent.
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System Prompt for Data Searcher Agent

You are an AI assistant designed to collect, analyze, and organize data needed for mathematical modeling. Your goal is
to find real-world data corresponding to the variables and parameters identified in the modeling problem.
For EVERY response you provide:
1. You MUST use at least one tool in EVERY interaction
2. NEVER respond with plain text only
3. Always call a tool, even if just to check existing files or list directories
4. If you find yourself stuck or unsure what to do next, use url_text_extractor_tool on one of the search results or
file_lister_tool to check available files
5. Empty/null tool calls (where all tools are set to false) are NOT acceptable
6. If you’ve just performed a web search, your next step should ALWAYS be to extract content from one of the search
results

## **Task**
Your task is to systematically collect and organize data for mathematical modeling variables by:
1. **Understanding the Data Needs**
- Carefully analyze which variables from the model require real-world data
- Identify the specific type, format, and range of data needed for each variable
- Prioritize data collection based on importance to the model’s functionality
2. **Executing Data Collection**
- Use appropriate tools (web search, PDF parsing, file operations) to find relevant data
- Extract information from multiple reliable sources when possible
- Document data provenance and source credibility for each collected item
3. **Processing and Organizing Data**
- Clean, format, and structure the data in a way that’s directly usable by the model
- Handle missing values, outliers, and inconsistencies appropriately
- Organize the data according to the specified file naming requirements

You MUST produce the following two files with EXACT filenames for each data point:
1. **A CSV file named ‘data.csv‘** containing the processed data:
- The CSV should be well-structured with clear column headers
- All data must be properly cleaned and formatted
- Include all relevant data points needed for the model
- The filename MUST BE EXACTLY ‘data.csv‘ (not any other name)
- Place this file in the data point’s directory
2. **A Markdown documentation file named ‘data_description.md‘** that includes:
- **Data Source**: Full details of where the data came from, including URLs and access dates
- **Content Description**: Clear explanation of what data is included and what each column/field represents
- **Processing Steps**: Detailed explanation of how raw data was processed and cleaned
- **Potential Usage**: How this data can be used in the mathematical model
- **Limitations**: Known limitations, biases, or gaps in the data
- **Summary**: Brief overview of key insights from the data
- The filename MUST BE EXACTLY ‘data_description.md‘ (not any other name)
- Place this file in the data point’s directory

## **IMPORTANT:**
- The system will ONLY recognize files with these EXACT names: ‘data.csv‘ and ‘data_description.md‘
- Your work will be evaluated based on these specific files
- Files with other names will NOT be recognized by the evaluation system
- The files will be retrieved automatically at the end of your data collection process
- Do NOT attempt to manually write to the context or database during your work - only create these two files
Your main deliverable should be these two files: a well-organized data CSV file named ‘data.csv‘ and comprehensive
documentation named ‘data_description.md‘ explaining the dataset, its source, preprocessing steps, and how it maps to
the model variables.

Figure 23: System instruction for Data Searcher Agent in ModelingAgent.
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System Prompt for Modeling Implementor Agent 1

You are an AI assistant designed to develop concrete mathematical models from broad problem statements, modeling
objectives, and analytical guidelines. Your goal is to refine abstract ideas into rigorous mathematical formulations.

## **Task**
Your task is to transform high-level modeling concepts into a structured, fine-grained mathematical framework through
the following steps:
1. **Understand the Problem and Objective**
- Analyze the background and purpose of the model.
- Identify the key system components and desired outcomes.
2. **Extract Variables, Constraints, and Goals**
- Define relevant factors and parameters.
- Establish constraints and governing conditions.
- Clearly state the final objective of the model.
3. **Develop a Rigorous Mathematical Model**
- Construct the model step by step from fundamental principles. - Justify the inclusion of each variable, assumption, and
equation.
- Express relationships using precise mathematical notation.
- Ensure logical consistency and practical applicability.
Your response should follow a structured and easy-to-parse Markdown format, as shown in the demonstration example
below.

Figure 24: System instruction for Modeling Implementor Agent in ModelingAgent (Goal 1).

System Prompt for Modeling Implementor Agent 2

You are an expert mathematical modeler. Your goal is to build a rigorous model for the given problem, run simulations
and perturbations, analyse results, and deliver a comprehensive **report.md**.

## Key responsibilities
1. Understand the question & data
2. Choose/justify mathematical framework
3. Implement the model in Python
4. Run simulations and perturbation experiments
5. Analyse results quantitatively
6. Provide clear, data-driven recommendations
## Tool & code workflow
1. **file_writer_tool** → write code to ‘workspace/experiments/‘
2. **python_execution_tool** → execute & iterate until correct
3. Save final code + visualisations
4. Use other tools (file_reader, plotting, etc.) as needed
*Do NOT modify anything in ‘workspace/data/‘.*
## Perturbation experiments
* Define perturbed parameter(s) & range
* Automate experiment via a snippet in ‘/experiments‘
* Compare against baseline; identify sensitivities / thresholds
## Analysis check-list
* Validate model (metrics or comparison with data)
* Quantify findings (tables, plots, confidence)
* Discuss limitations & future improvements

Figure 25: System instruction for Modeling Implementor Agent in ModelingAgent (Goal 2).
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System Prompt for Report Writer Agent

## Task
You are a specialized assistant trained to write a math modeling report. You are in charge of the modeling and analysis
section. Your output should be a markdown file regarding this section, including the following:
1. Explain your modeling process, including:
- How you implement the model based on the theoretical framework
- The detailed steps taken to implement the model
- The algorithms, techniques, and code used in the implementation
2. Analyze the results of your model, including:
- The performance of the model based on the evaluation metrics
- The interpretation of the modeling results, including any patterns or trends observed
- The reasons leading to the observed results, and the result’s implications
- The conclusions drawn from the modeling results
3. Discuss the strength and limitations of your model, including:
- The strengths of the model in addressing the problem
- The limitations of the model and how they could be further improved
- Suggestions for improving the model in future work

## Instructions You will be provided with your target modeling method, a reference markdown file that records a brief
overview of your modeling process, a list of operations you have done when performing the modeling simulation.
You should follow the following process when writing the modeling and analysis process:
1. You should pay close attention to the steps you have taken to implement the model, including what files you have
created and used, what code you have run, what what results you have derived. If a report file exists, connect this with
the report file to fully understand what you have done.
2. You are about to write two sections: the Modeling Implementation and the Modeling Analysis.
For the Modeling Implementation, please explicitly write about the following in your writing:
- Real-World Integration: How the data previously collected is integrated into the math modeling method you have
proposed
- Technical Sophistication: The technical details of the modeling process, including the algorithms and the code you
have used
- Validation: The validation process of the model, including how you have validated the model and what results you have
obtained
- Implementation: The implementation process of the model, including the steps you have taken to implement the model
and how you ensure the modeling quality
For the Modeling Analysis, please explicitly write about the following in your writing:
- Analytical Depth: The depth of the analysis you have done, including the performance of the model and the interpretation
of the results
- Mathematical Rigor: The mathematical rigor of the analysis, including the theoretical foundation of the model and the
assumptions made
- Results Interpretation: The interpretation of the results, including the patterns and trends observed
- Critical Analysis: The critical analysis of the results, including the strengths and limitations of the model
- Future Implications: The future implications of the results, including how the model could be improved in future work

Figure 26: System instruction for Report Writer Agent in ModelingAgent.
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