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Abstract

This article introduces GIT-Net, a deep neural network architecture for approximating Par-
tial Differential Equation (PDE) operators, inspired by integral transform operators. GIT-
NET harnesses the fact that common differential operators commonly used for defining
PDEs can often be represented parsimoniously when expressed in specialized functional
bases (e.g., Fourier basis). Unlike rigid integral transforms, GIT-Net parametrizes adap-
tive generalized integral transforms with deep neural networks. When compared to several
recently proposed alternatives, GIT-Net’s computational and memory requirements scale
gracefully with mesh discretizations, facilitating its application to PDE problems on com-
plex geometries. Numerical experiments demonstrate that GIT-Net is a competitive neural
network operator, exhibiting small test errors and low evaluations across a range of PDE
problems. This stands in contrast to existing neural network operators, which typically
excel in just one of these areas.

1 Introduction

Partial differential equations (PDEs) are a vital mathematical tool in the study of physical systems, providing
a means to model, control, and predict the behavior of these systems. The resolution of PDEs is an essen-
tial component of many computational tasks, such as optimization of complex systems (Tröltzsch, 2010),
Bayesian inference (Stuart, 2010; El Moselhy & Marzouk, 2012), and uncertainty quantification (Smith,
2013). Conventional methods for solving PDEs, such as finite element methods (Bathe, 2007), finite volume
methods (Eymard et al., 2000), and finite difference methods (Liszka & Orkisz, 1980), are based on the
finite-dimensional approximation of infinite-dimensional function spaces by discretizing the PDE on prede-
fined sampling points. However, the increasing demands for PDE solvers with lower computational cost,
greater flexibility on complex domains and conditions, and adaptability to different PDEs have led to the
development of modern scientific computing and engineering techniques.

The recent advances in neural network methodologies, particularly their ability to process large datasets and
approximate complex functions, have made them promising candidates for solving PDEs Blechschmidt &
Ernst (2021). The two primary strategies to utilize neural networks in approximating PDE solutions are
function learning and operator learning, both of which have proven effective at addressing PDE solver-related
challenges.
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Neural networks for function learning Neural networks have been widely used as a powerful tool for
approximating complex functions. In this framework, solutions to PDEs are parametrized by deep neural
networks whose weights are obtained by minimizing an appropriate loss function (E & Yu, 2018; Raissi
et al., 2019; Bar & Sochen, 2019; Smith et al., 2020; Pan & Duraisamy, 2020; Sirignano & Spiliopoulos, 2018;
Zang et al., 2020; Karniadakis et al., 2021). For instance, physics-informed neural networks (PINNs) (Raissi
et al., 2019) approximate solutions to PDEs by minimizing a loss functions consisting of residual terms
approximating the physical model and errors for initial/boundary conditions. The theoretical understanding
of this emerging class of methods is an active area of research (He et al., 2020; E et al., 2019; Shin et al.,
2020; Daubechies et al., 2022). Compared to traditional methods (eg. finite volume, finite elements), PINNs
are mesh-free and can therefore be applied flexibly to a broad spectrum of PDEs without specifying a fixed
space-discretization. Additionally, by exploiting high-level automatic differentiation frameworks (Bradbury
et al., 2018; Paszke et al., 2017), derivative calculations and optimizations can be easily performed without
considering the specific regularity properties of the PDEs. However, PINNs need to be retrained for new
instances, making them inefficient in scenarios where PDEs need to be solved repeatedly, as is common for
instance in (Bayesian) inverse problems (Stuart, 2010).

Neural networks for operator learning Given a PDE, the operator that maps the set of input functions
(eg. boundary conditions, source terms, diffusion coefficients) to the PDE solution can be approximated using
deep neural networks. In prior work (Guo et al., 2016; Zhu & Zabaras, 2018; Adler & Öktem, 2017; Bhatnagar
et al., 2019; Khoo et al., 2021), surrogate operators parametrized by deep convolutional neural networks
(CNNs) have been employed as a mapping between finite-dimensional function spaces defined on predefined
coordinate points. These methods address the need for repeated evaluations of PDEs in applications such as
inverse problems, Bayesian inference, and Uncertainty Quantification (UQ). However, the training of these
networks is not straightforward for meshes of varying resolutions, and for complex geometries. Furthermore,
interpolation techniques are required for evaluating the solutions at coordinates outside the predefined set of
coordinate points the approximate operator has been trained on. More recently, and as followed in the present
article, the problem of approximating a PDE operator has been formulated as a regression problem between
infinite-dimensional function spaces (Long et al., 2018; 2019; Hesthaven & Ubbiali, 2018; Bhattacharya
et al., 2021; Li et al., 2021; Lu et al., 2021; Ong et al., 2022; Gupta et al., 2021; Cao, 2021; Kissas et al.,
2022; Brandstetter et al., 2022; Huang et al., 2022). The PDE-Net methodology of Long et al. (2018; 2019)
uncovers the underlying hidden PDE models by training feed-forward deep neural networks with observed
dynamic data. Discretization invariant learning is studied in Ong et al. (2022); Gupta et al. (2021). Modern
neural architecture designs (e.g. transformers, attention mechanisms) are applied to operator learning (Cao,
2021; Kissas et al., 2022; Li et al., 2023). The recently proposed method MAD (Huang et al., 2022) also
achieves mesh-independent evaluation through the use of a two-stage process involving training the model
and finding a latent space for new instances. In the Fourier Neural Operator (FNO) of Li et al. (2021), the
Fourier transform is leveraged to efficiently parametrized integral transforms. The universal approximation
property of this approach is discussed in Kovachki et al. (2021). The DeepONet approach of Lu et al. (2021)
encodes the input function space and the domain of the output function by using two separate networks;
this method was later improved upon in Lu et al. (2022) by using Principal Component Analysis (PCA), a
technique also referred to as the Proper Orthogonal Decomposition (POD) or Karhunen-Loéve expansions in
other communities. More recently, Bhattacharya et al. (2021) developed a general model-reduction framework
consisting of defining approximate mappings between PCA-based approximations defined on the input and
output function spaces. The PCA-Net neural architecture Bhattacharya et al. (2021); Hesthaven & Ubbiali
(2018) belongs to this class of methods. An important advantage of this class of methods is that the
resulting approximate operators are mesh-independent, enabling their easy application to varied settings
when functions are approximated at disparate resolutions. Some of these approaches have been compared
and discussed in terms of their accuracy, memory cost, and evaluation in previous work such as Lu et al.
(2022); de Hoop et al. (2022). These studies indicate that the FNO approach is competitive in terms of
accuracy for most PDE problems defined on structured grids, although modifications may be necessary
for more complex geometries. These comparative studies also hint that DeepONet-type methods are more
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flexible and accurate when used to tackle complex geometries. Finally, the PCA-NetBhattacharya et al.
(2021); Hesthaven & Ubbiali (2018) architecture is more advantageous in terms of its lower memory and
computational requirements. Nevertheless, as our numerical experiments presented in Section 5 indicate, the
simplistic PCA-Net approach can struggle to reach high predictive accuracies when approximating complex
PDE operators; we postulate that it is because the PCA-Net architecture is very general and does not
incorporate any model-structure contrarily to, for instance, the FNO approach.

Our contribution We propose a novel neural network operator, the Generalized Integral Transform Neural
Network (GIT-Net), for operator learning between infinite-dimensional function spaces serving as a solver
for partial differential equations (PDEs).

• The GIT-Net architecture is derived from the remark that a large class of operators commonly used
to define PDEs (eg. differential operators such as the gradient or the divergence operator) can be
diagonalized in suitable functional bases (eg. Fourier basis). Compared to other widely used integral
transforms such as the Fourier transform or the Laplace transform, GIT-Net takes advantage of the
ability of neural networks to efficiently learn appropriate bases in a data-driven manner. This allows
GIT-Net to provide improved accuracy and flexibility.

• Inspired by the model reduction techniques presented in Bhattacharya et al. (2021), GIT-Net cru-
cially depends on Principal Component Analysis (PCA) bases of functions. As both input and
output functions are represented using their PCA coefficients, the proposed method is robust to
mesh discretization and enjoys favorable computational costs. When using O(Np) sampling points
to approximate functions, the GIT-Net approach results in an evaluation cost that scales as O(Np)
floating point operations, markedly more efficient than the O(Np log(Np)) evaluation costs of the
FNO architecture (Li et al., 2021).

• The GIT-Net architecture is compared to modern methods for data-driven operator learning, includ-
ing PCA-Net, POD-DeepONet, and FNO. For this purpose, the different methods are evaluated on
five PDE problems with complex domains and input-output functions of varying dimensions. The nu-
merical experiments suggest that when compared to existing methods, GIT-Net consistently achieves
high-accuracy predictions with low evaluation costs when used for approximating the solutions to
PDEs defined on rectangular grids or more complex geometries. This advantage is particularly
pronounced for large-scale problems defined on complex geometries.

The rest of the paper is structured as follows. Section 2 describes the GIT-Net architecture. Section 3
provides an overview of the PDE problems used for evaluating the different methods. The hyperparameters
of the GIT-Net are studied numerically and discussed in Section 4. A comparison of the GIT-Net with
various other neural network operators is presented in Section 5. Finally, we present our conclusions in
Section 6. Codes and datasets are publicly available 1.

2 Method

Consider two Hilbert spaces of functions U = {f : Ωu → Rdin} and V = {g : Ωv → Rdout} respectively defined
on the input domain Ωu and output domain Ωv. For f ∈ U we have that f(x) = (f1(x), . . . , fdin(x)) ∈ Rdin

for x ∈ Ωu, and similarly for functions g ∈ V. Consider a finite training set of Ntrain ≥ 1 pairs (fi, gi)Ntrain
i=1

with gi = F(fi) where F : U → V denotes an unkown operator. We seek to approximate the operator F
with the member N ≡ Nθ of a parametric family of operators indexed by the (finite-dimensional) parameter
θ ∈ Θ. For a probability distribution µ(df) of interest on the input space of functions U , the ideal parameter
θ⋆ ∈ Θ is chosen so that it minimizes the risk defined as

θ 7→ Ef∼µ

[
∥F(f) − Nθ(f)∥2

V
]
. (1)

1Github: https://github.com/chaow-mat/General_Integral_Transform_Neural_Network
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For Bayesian Inverse Problems, the distribution µ(df) is typically chosen as the Bayesian prior distribution,
or as an approximation of the Bayesian posterior distribution obtained from computationally cheap methods
(eg. Gaussian-like approximations). In practice, the risk (1) is approximated by its empirical version so that
the following loss function is to be minimized,

L(θ) = 1
Ntrain

Ntrain∑
i=1

∥F(fi) − Nθ(fi)∥2
V . (2)

The loss function (2) describes a standard regression problem, although expressed in an infinite dimensional
space of functions, and can be minimized with standard (variant of) the stochastic gradient descent
algorithm. In the numerical experiments presented in Section 5, we used the ADAM optimizer (Kingma &
Ba, 2015).

A standard method for approaching this infinite dimensional regression problem consists of expressing all
the quantities on functional bases and considering finite-dimensional approximations. Let {eu,k}k≥1 and
{ev,k}k≥1 be two bases of functions of the Hilbert spaces U and V respectively so that functions f ∈ U and
g ∈ V can be expressed as

f =
∑
k≥1

αu,k(f) eu,k and g =
∑
k≥1

αv,k(g) ev,k (3)

for coefficients αu,k(f) ∈ R and αv,k(g) ∈ R. Truncating these expansions at a finite order provides finite-
dimensional representations of each element of U and V,

f 7→ [αu,1(f), . . . , αu,Nu
(f)] ∈ RNu

g 7→ [αv,1(g), . . . , αv,Nv (g)] ∈ RNv ,

and transforms the infinite-dimensional regression problem (2) into a standard finite-dimensional regression
setting. For example, the PCA-Net approach (Bhattacharya et al., 2021; de Hoop et al., 2022) approximates
the resulting finite dimensional mapping F̂ : RNu → RNv with a standard fully-connected multilayer per-
ceptron (MLP) and use Karhunen–Loéve expansions (i.e., PCA) of the probability distributions µ and its
push-forward F#(µ) as functional bases. Since not all Principal Components (PCs) are necessary, computing
a full SVD is typically computationally wasteful. Instead, it suffices to compute the first few dominant PCs.
While low-rank SVD algorithms based on the Lanczos algorithm have been available for some time, modern
techniques (Halko et al., 2011) primarily rely on random projections and randomized numerical linear alge-
bra (Martinsson & Tropp, 2020). In this text, when PCA decompositions are needed and a full SVD is too
computationally costly to be implemented, we advocate utilizing these randomized techniques.

2.1 Generalized Integral Transform mapping

This section describes GIT-Net, a neural architecture that generalizes the Fourier Neural Operator (FNO)
approach (Li et al., 2021). It also takes inspiration from the Depthwise Separable Convolutions architec-
ture (Chollet, 2017) that has proven useful for tackling computer vision problems. Depthwise Separable
Convolutions factorize convolutional filters into shared channel-wise operations that are combined in a fi-
nal processing step. This factorization allows one to significantly reduce the number of learnable parameters.

For clarity, we first describe the Generalized Integral Transform (GIT) mapping in function space since the
finite discretization is straightforward and amounts to considering finitely truncated basis expansions. The
GIT mapping relies on the remark that mappings F : U → V that represent solutions to partial differential
equations (PDE) are often parsimoniously represented when expressed using appropriate bases. For example,
a large class of linear PDEs can be diagonalized on the Fourier basis. Naturally, spectral methods do rely
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on similar principles. The GIT mapping described in Section 2.2 is defined as a composition of mappings
that transform functions f : Ω → RC , where C ≥ 1 denotes the number of channels in the computer-vision
terminology, to functions g : Ω → RC . We first describe a related linear mapping K that is the main
component for defining the GIT mapping.

1. Assume that each component of the input function f : Ω → RC is decomposed on a common basis
of functions {bk}k≥1 with bk : Ω → R. In other words, each component f c for 1 ≤ c ≤ C of the
function f = (f1, . . . , fC) is expressed as

f c(x) =
∑
k≥1

αc,k bk(x) (4)

for coefficients αc,k ∈ R. Define matrix α = [αc,k] ∈ RC,K . Note that it is different from expanding
the function f on a basis of RC-valued functions. In contrast, the GIT-Net approach proceeds by
expanding each component f c : Ω → R on a common basis of real-valued functions.

2. A linear change of basis is implemented. The expansion on the basis of functions {bk}k≥1 is trans-
formed into an expansion onto another basis of functions {b̌k}k≥1 with b̌k : Ω → R. Heuristically,
this can be thought of as the equivalent of expressing everything on a Fourier basis, i.e., a Fourier
transform. We have

f c(x) =
∑
k≥1

α̌c,k b̌k(x) (5)

for coefficients α̌c,k ∈ R. Define matrix α̌ = [α̌c,K ] ∈ RC,k. Continuing the analogy with Fourier
expansions, the coefficients {α̌c,k}k≥1 represent the Fourier-spectrum of the function f c : Ω → R.
The mapping α 7→ α̌ is linear: it represents a standard (linear) change of basis.

3. The main assumption of the GIT-Net transform is that the different frequencies do not interact with
each other. In the degenerate case C = 1, this corresponds to an operator that is diagonalized in
the Fourier-like basis {b̌k}k≥1. The function g = Kf with g = (g1, . . . , gC) is defined as

gc(x) =
∑
k≥1

β̌c,k b̌k(x) where β̌c,k =
C∑

d=1
Dd,c,k α̌d,k (6)

for coefficients Dd,c,k ∈ R. The coefficients Dd,c,k for 1 ≤ c, d ≤ C and k ≥ 1 represent the linear
mapping α̌ 7→ β̌. Crucially, for each frequency index k ≥ 1, the frequencies {β̌c,k}C

c=1 are linear
combinations of the frequencies {α̌c,k}C

c=1 only.

4. As a final step, a last change of basis is performed. Heuristically, this can be thought of as the
equivalent of implementing an inverse Fourier transform in order to come back to the original basis.
More generally, the proposed approach only assumes a linear change of basis and expresses all the
quantities in a final basis of functions {b̂k}k≥1 with b̂k : Ω → R. The basis {b̂k}k≥1 is not assumed
to be the same as the original basis {bk}k≥1. We have

gc(x) =
∑
k≥1

βc,k b̂k(x) (7)

for coefficients βc,k ∈ R. The mapping β̌ 7→ β is linear.

The operations described above, when expressed in finite bases of size K ≥ 1 instead of infinite expansions,
can be summarized as follows. The input function f : Ω → RC is represented as α ≡ [αc,k] ∈ RC,K when the
coordinate functions are expanded on the finite basis {bk}K

k=1. After the change of basis {bk}K
k=1 7→ {b̌k}K

k=1,
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the function is represented as α̌ ≡ [α̌c,k] ∈ RC,K . This linear change of basis can be implemented by the
right-multiplication by a matrix P ∈ RK,K so that α̌ = αP. To succinctly describe the next operation, we
use the notation ⊗ to denote the frequency-wise operation defined in Equation (6). For α̌ ∈ RC,K and a
tensor D = [Dd,c,k] ∈ RC,C,K , the operation β̌ = α̌ ⊗ D with β̌ ∈ RC,K is defined as

β̌c,k =
C∑

d=1
Dd,c,k α̌d,k

for any 1 ≤ c ≤ C and 1 ≤ k ≤ K. Finaly, the last change of basis {b̌k}K
k=1 7→ {b̂k}K

k=1 can be implemented
by the right-multiplication by a matrix Q ∈ RK,K . The composition of these three (linear) operations,
namely β = Kα with

Kα ≡ ((α P) ⊗ D) Q, (8)

is a generalization of the non-local operator introduced in Li et al. (2021). For clarity, we have used the same
notation K to denote the operator mapping g = K f and the corresponding discretization β = Kα when
expressed on finite bases. Note that the set of such generalized non-local operators is parametrized by a set
of (2K2 + K C2) parameters while the vector space of all linear transformations from RC,K onto itself has
dimension (KC)2. The (nonlinear) GIT mapping is defined as

G(α) = σ(T α + Kα) (9)

for a matrix T ∈ RC,C and a non-linear activation function σ : R → R applied component-wise. The numer-
ical experiments presented in Section 5 use the GELU nonlinearity (Hendrycks & Gimpel, 2016) although
other choices are certainly possible. A more intuitive diagram of the GIT mapping and corresponding
tensor’s dimensions are shown in Figure 1. Introducing the term T α does not make the transformation

Left-multiplication T Right-multiplication P

frequency-wise
operationD

Right-multiplication Q

+

Activation

C × C K ×K

K ×K

C × C ×K

Learnable parameters

Figure 1: GIT mapping G and corresponding tensor’s dimensions.

more expressive when compared to only using the transformation α 7→ σ(Kα) since it is possible to define
K̃α ≡ ((α P̃)⊗D̃) Q̃ for another set of parameters (P̃, D̃, Q̃) so that G(α) = σ(K̃α). Nevertheless, we have
empirically observed that the over-parametrization defined in Equation (9) eases the optimization process
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and helps the model reach higher predictive accuracies. It is worth emphasizing that the GIT-Net mapping,
as described in Section 2.2, does not attempt to learn the basis functions bk and b̌k and b̂k. Another similar
transformation T α + σ(Kα) is also explored and compared with (9) numerically for all PDE problems. It
is shown that they achieve similar prediction errors in Appendix B.

2.2 GIT-Net: Generalized Integral Transform Neural Network

This section describes the full GIT-Net architecture whose main component is the GIT mapping described
in Equation (9). Recall that we are given a training set of pairs of functions {(fi, gi)}Ntrain

i=1 where gi = F(fi)
for some unknown operator F : U → V with fi : Ωu → Rdin and gi : Ωv → Rdout . The purpose of the
GIT-Net architecture is to approximate the unknown operator F .

In order to transform this infinite dimensional regression problem into a finite one, we assume a set of
functions (eu,1, . . . , eu,Pu

) with eu,i : Ωu → R, as well as a set of functions (ev,1, . . . , ev,Pv
) with ev,i :

Ωv → R. This allows one to define the approximation operator Au : U → Rdin,Pu such that, for a function
f = (f1, . . . , fdin), we have

f c ≈
Pu∑

k=1
αc,k eu,k for 1 ≤ c ≤ din

and coefficents α ∈ Rdin,Pu given by α = Au(f); the approximation operator Av : V → Rdout,Pv is defined
similarly. For completeness, we define the operator Pu : Rdin,Pu → U that sends α ∈ Rdin,Pu to the function
(f1

, . . . , f
din) = f = Pu(α) defined as f c =

∑N
k=1 αc,k eu,k. The operator Pv : Rdout,Pv → V is defined

similarly so that

f ≈ Pu ◦ Au (f) and g ≈ Pv ◦ Av (g)

for any functions f ∈ U and g ∈ V. The mappings Pu ◦ Au and Pv ◦ Av can be thought of as simple linear
auto-encoders (Rumelhart et al., 1985); naturally, more sophisticated (eg. non-linear) representations can
certainly be used although we have not explored that direction further. In all the applications presented
in this text, we have used PCA orthonormal bases obtained from the finite training set of functions; the
approximation operators Au and Av are the orthogonal projections of these PCA bases. Numerically,
given discretized input functions {F i}Ntrain

i=1 with F ∈ RN×din , PCA bases are computed from matrix
[F 1,F 2, . . . ,F Ntrain ]. Similarly, PCA bases of discretized output functions can be computed. Other
standard finite dimensional approximations (eg. finite-element, dictionary learning, spectral methods)
could have been used instead. Through these approximation operators, the infinite-dimensional regression
problem is transformed into a finite-dimensional problem consisting of predicting Av[F(f)] ∈ Rdout,Pv from
the input Av[f ] ∈ Rdin,Pu .

To leverage the GIT mapping (9), we consider a lifting operator Φ↑ : Rdin,Pu → RC,K that maps α ∈ Rdin,Pu

to Φ↑(α) ∈ RC,K with a number of channel C ≥ 1 possibly significantly higher than din. Similarly, we
consider a projection operator Φ↓ : RC,K → Rdout,Pv . In the numerical experiments presented in Sections 4
and 5, the lifting and projection operators were chosen as simple linear operators defined as

Φ↑(α) = L↑ α R↑ and Φ↓(α) = L↓ α R↓

for (learnable) matrices L↑ ∈ RC,din and R↑ ∈ RPu,K and L↓ ∈ Rdout,K and R↓ ∈ RK,Pv ; we chose
Pu = Pv = K, but that is not a requirement. The unknown operator F : U → V is approximated by the
GIT-Net neural network N : U → V depicted in Figure 2 and defined as

N ≡ Pv ◦ Φ↓ ◦ G(L) ◦ . . . ◦ G(1)︸ ︷︷ ︸
L transformations

◦ Φ↑ ◦ Au. (10)
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Input {fi}

Au (din, Pu)

Lifting Φ↑ (C,K)

GIT mapping G (C,K)

Projection Φ↓ (dout, Pv)

Pv

Output {gi}

(dout, Pv)

L×

(a)

Left-multiplication L↑

Right-multiplication R↑

C × din

Pu ×K

Left-multiplication L↓

Right-multiplication R↓

dout × C

K × Pv

(b)

Figure 2: (a) The architecture of an L-layer GIT-Net. The dimension of data after each operation is shown.
(b) Top: lifting layer; bottom: projection layer. The blocks in orange are learnable parameters.

The GIT-Net operator N : U → V is defined by composing L ≥ 1 different GIT-Net layers (9); nonlinear
activation functions σ are used for G(l)(l = 1, . . . , L−1) and identity activation function is used instead in the
last layer G(L). The operator first approximates each component of the input function f = (f1, . . . , fdin) as a
linear combination of Pu ≥ 1 functions (eu,1, . . . , eu,Pu) thanks to the approximation operator Au. The finite
representation Au(f) ∈ Rdin,Pu is then lifted to a higher dimensional space of dimension RC,K thanks to the
lifting operator Φ↑, before going through L ≥ 1 nonlinear GIT mappings (9). Finally, the representation is
projected down to Rdout,Pv in order to reconstruct the output g = N(f) ∈ V. Each coordinate of the output
function g is expressed as a linear combination of the functions (ev,1, . . . , ev,Pv

) through the operator Pv.
As explained in Section 2, the learnable parameters are obtained by minimizing the empirical risk defined
in Equation (1).

3 PDE problems

In this section, we introduce the PDE problems employed to evaluate the performance of GIT-Net in compar-
ison with other established methods. These PDEs are defined on domains ranging from simple rectangular
grids to more complex geometries. The numerical experiments include the Navier-Stokes equation, the
Helmholtz equation, the advection equation, along with the Poisson equation. The datasets for the Navier-
Stokes, Helmholtz, and advection equations are identical to those used in the work of de Hoop et al. (2022).
The dataset for the Poisson equation follows the setup described in the work of Lu et al. (2022).

Navier-Stokes equation Following the setup of de Hoop et al. (2022), the incompressible Navier-Strokes
equation is expressed in the vorticity-stream form on the two-dimensional periodic domain D = [0, 2π]2. It
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reads as 

(
∂ω

∂t
+ (v · ∇)ω − ν∆ω

)
(x, t) = f(x), (x, t) ∈ D × [0, T ],

ω = −∆ψ,
∫

D

ψ = 0, (x, t) ∈ D × [0, T ],

v = ( ∂ψ
∂x2

,− ∂ψ

∂x1
), (x, t) ∈ D × [0, T ],

ω(x, 0) = ω0(x), x ∈ D,

(11)

where the quantities f(x) and ω(x, t) and v(x, t) represent the forcing, the vorticity field, and the velocity
field, respectively. The viscosity ν is fixed at 0.025 and the final time is set to T = 10. In this study, we
investigate the mapping f(x) 7→ ω(x, T ) for x ∈ D. The input function f is a sample from a Gaussian
random field N (0,Γ), where the covariance operator is given by Γ = (−∆ + 9)−2 and ∆ is the Laplacian
operator on the domain D = [0, 2π]2 with periodic boundary conditions. The output function ω(·, T ) is
obtained by solving Equation (11) with the initial condition ω0(x). The initial condition ω0 is generated
from the same distribution as f . For solving this equation, the domain is discretized on a uniform 64 × 64.
Further details can be found in de Hoop et al. (2022). The same training and testing sets as de Hoop et al.
(2022) were used in the numerical experiments. Figure 3 illustrates a pair of input and output functions.

f

0 2
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Figure 3: Navier-Stokes Equation (11). Left: input force f(x). Right: final vorticity field ω(x, T ).

Helmholtz equation Following the setup of de Hoop et al. (2022), Equation (12) describes the Helmholtz
equation on the two-dimensional domain D = [0, 1]2,

(
−∆ − ω2

c2(x)

)
u = 0, x ∈ D,

∂u

∂n
(x) = uN (x), x ∈ B

∂u

∂n
(x) = 0, x ∈ ∂D \ B

(12)

where B = {(x, 1) : x ∈ [0, 1]} ⊂ ∂D. The quantity c(x) is the wavespeed field and the frequency is set
to ω = 103. The boundary condition is given by uN is 1{0.35≤x1≤0.65}. We are interested in approximating
the mapping c(x) 7→ u(x). The wavespeed is defined as c(x) = 20 + tanh(ξ) where the quantity ξ : D → R
is sampled from the Gaussian random field ξ ∼ N (0,Γ), where the covariance operator is given by Γ =
(−∆+9)−2 and ∆ is the Laplacian operator on the domain on D with the homogeneous Neumann boundary
conditions. The solution u : D → R is obtained by solving (12) using the finite element method on a
uniform grid of size 101 × 101. Numerical experiments were implemented using a dataset identical to the
one presented in de Hoop et al. (2022) for training and testing. Figure 4 shows an example of wavespeed
c : D → R and associated solution u : D → R.
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Figure 4: Helmholtz Equation (12). Left: (input) wavespeed field c(x). Right: (output) solution u(x).

Structural mechanics equation We consider a two-dimensional plane-stress elasticity problem (Slaugh-
ter, 2012) on the rectangular domain D = [0, 1]2 \ H with a round hole H removed in the center, as depicted
in Figure 5. It is defined as 

∇ · σ = 0, x ∈ D,

ε = 1
2(∇u + (∇u)⊤), x ∈ D,

σ = C : ε, x ∈ D,

σ · n = b(x), x ∈ B,
u(x) = 0, x ∈ ∂D \ B

(13)

for displacement vector u, Cauchy stress tensor σ, infinitesimal strain tensor ε, fourth-order stiffness tensor
C and B ≡ {(x, 1) : x ∈ [0, 1]} ⊂ ∂D. The notation ’:’ denotes the inner product between two second-
order tensors (summation over repeated indices is implied). The Young’s modulus is set to 2 × 105 and the
Poisson’s ratio to 0.25. We are interested in approximating the mapping from the boundary condition to
the von Mises stress field. The input boundary condition b(x) is sample from the Gaussian random field
N (100,Γ) with covariance operator Γ = 4002 (−∆ + 9)−1) where ∆ is the Laplacian on the domain D with
Neumann boundary conditions. Equation (13) is solved with the finite element method using a triangular
mesh with 4072 nodes and 1944 elements. When implementing the FNO method that requires a uniform
rectangular grid, the functions are interpolated to [0, 1]2 using a uniform grid of size 101 × 101. Figure 5
shows an example of input and output.
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Figure 5: Structural mechanics Equation (13). Left to Right: discretization of the domain, surface traction
on Ω; corresponding von Mises stress field.
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Advection equation Following the setup described in de Hoop et al. (2022), we consider the advection
equation defined in the one-dimensional torus D = [0, 1) ≡ R/Z,

∂u

∂t
+ c

∂u

∂x
= 0, (x, t) ∈ D × (0, T ],

u(0, t) = u(1, t), t ∈ [0, T ]
u(x, 0) = u0(x), x ∈ D

(14)

with constant advection speed c = 1 and periodic boundary conditions. The initial condition is set to
u0 = sign(ξ) where sign : R → {−1, 1} ⊂ R is the sign function and ξ : D → R is sampled from the Gaussian
random field ξ ∼ N (0,Γ) with covariance operator Γ ≡ (−∆ + 9)−2 where ∆ is the Laplacian on the domain
D with periodic boundaries. We are interested in approximating the mapping from initial condition u0(x)
to solution u(x, T ) at time T = 0.5. We use a dataset identical to the one used in de Hoop et al. (2022) for
training and testing. Figure 6 shows an example of input condition u0 : D → R and output solution u(x, T ).
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Figure 6: Advection Equation (14). Left: initial condition u0(x) Right: solution u(x, T ).

Poisson equation Consider the two-dimensional Poisson equation defined on a triangular domain D ⊂
[0, 1]2 with a notch, as described in Lu et al. (2022) and depicted in Figure 7. It reads

−∆h(x) = f, x ∈ D, (15)

with pressure field h : D → R and constant source term f = −1. The region of the notch is denoted by
Ω and the condition h(x)|∂D∩∂Ω = 0 is imposed. We are interested in approximating the mapping from
the boundary condition h(x)|∂D\∂Ω to the internal pressure field h(x)|D. The input boundary conditions
h(x)|∂D\∂Ω need to be specified on the triangle ∂D\∂Ω. As in Lu et al. (2022), on each side of this triangle,
the conditions are sampled from a one-dimensional centered Gaussian Process (GP) with RBF covariance
kernel R(x, y) = exp[−(x− y)2/(2ℓ2)] with lengthscale ℓ = 0.2. The internal pressure field h(x) for x ∈ D is
obtained by solving Equation (15) using a triangular mesh with 2295 nodes and 1082 elements, as represented
in Figure 7. Since the FNO method requires a uniform rectangular grid, functions are extrapolated to [0, 1]2
using a 101 × 101 grid and linear interpolation when outside of D.The reader is referred to Lu et al. (2022)
for details. Figure 7 shows an example of a boundary condition and associated internal pressure field.

4 Influence of the hyperparameters

This section investigates the influence of the number of channels C ≥ 1 as well as the dimension K ≥ 1
when using the GIT-Net approach for solving PDE problems introduced in Section 3. The number L ≥ 1
of GIT layers is fixed at L = 3 and we used C ∈ {2, 4, 8, 16, 32} and K ∈ {16, 64, 128, 256, 512}. The
number of PCA basis functions is set by ensuring that 99.999% of the energy is preserved. If this number
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Figure 7: Poisson equation (15) in a triangular domain with a notch. Left to right are discretization of the
domain D; boundary condition h(x)|∂D/∂Ω; corresponding internal pressure field h(x).

of PCA basis functions is larger than P = 200, it is truncated at P = 200 in order to prevent the model
from becoming excessively large. For the Navier-Stokes equation, Helmholtz equation, structural mechanics
equation, advection equation, and Poisson equation, the number of PCA basis functions used as input-output
in the network are 200-200, 200-200, 28-200, 198-198, and 16-16, respectively. To evaluate the performance
of the different methods, four training datasets of respective size Ntrain ∈ {2500, 5000, 10000, 20000} were
generated for training; the methods were evaluated on independent test sets. The GELU nonlinear activation
function (Hendrycks & Gimpel, 2016) was used to implement the GIT-Net. Let N = Ntrain = Ntest. Figure
8 reports the relative test error defined as

Etest = 1
Ntest

Ntest∑
i=1

∥N(fi) − gi∥2

∥gi∥2
. (16)

as a function of the size of the training set, as well as the number of channels C ≥ 1 and the dimension
K ≥ 1. In the small dataset regime Ntrain = 2500, there is overfitting for all PDE problems, with particularly
severe overfitting in the Helmholtz equation and Poisson equation. In general, a smaller value of C leads
to more overfitting when increasing K, as seen in the cases of the advection and Helmholtz equation with
Ntrain = 2500 training data. As expected, overfitting as a function of the dimensional parameter K ≥ 1
is decreased as the size of the training size is increased. For the Navier-Stokes problem, the dimension K
appears to play a more important role than the number of channels C. For K = 16 the relative test error
is insensitive to the number of channels. It is only when K ≥ 64 that increasing the number of channels
C helps to decrease the relative test errors. However, for the Poisson equation, the number of channels C
appears to play a more important role. The largest value of C, i.e., C = 32, corresponds to the smallest
relative test error even for the smallest value of K, i.e., K = 16.

5 Comparison with existing neural network operators

This section compares the GIT-Net architecture to three recently proposed baseline approaches: the PCA-
Net architecture (Li et al., 2021; Bhattacharya et al., 2021; de Hoop et al., 2022), the POD-DeepONet
architecture (Lu et al., 2022) and the Fourier neural operator (FNO) approach (Li et al., 2021). These neural
architectures are briefly summarized in Section 5.1 for completeness. Various hyperparameters were tested
for each one of these methods and Section 5.2 reports the predictions corresponding to the hyperparameters
with the smallest relative test errors. Additionally, in order to demonstrate the computational efficiency of
the GIT-Net architecture, Section 5.2 compares the evaluation cost of these operators in terms of floating
point operations.
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Figure 8: Relative test error as defined in Equation (16).

5.1 Neural architectures for operator learning

This section briefly summarizes the PCA-Net architecture, the POD-DeepONet architecture as well as the
Fourier neural operator (FNO) approach. These neural architectures have recently been proposed for ap-
proximating infinite-dimensional operators. As described in Section 2, we consider two Hilbert spaces of
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functions U = f : Ωu → Rdin and V = g : Ωv → Rdout , defined on the input domain Ωu and output domain
Ωv, respectively. We also consider a finite training dataset (fi, gi)Ntrain

i=1 of pairs of functions gi = F(fi). The
unknown operator F : U → V is to be approximated by a neural network N : U → V trained by empirical
risk minimization, as described in Equation (1).

PCA-Net: In order to construct the PCA-Net architecture, consider the eigen-decomposition of the empir-
ical covariance operator of the training set of functions (fi)Ntrain

i=1 and (gi)Ntrain
i=1 . This allows one to consider

a truncated orthonormal PCA basis (eu,1, . . . , eu,Nu
) of U , as well as a truncated PCA basis (ev,1, . . . , ev,Nv

)
of V.

The projection operator APCA : U → RNu onto the PCA basis is defined as APCA(f) =
(⟨f , eu,1⟩, . . . , ⟨f , eu,Nu

⟩). Similarly, define the linear operator PPCA : RNv → V as PPCA(β) = β1ev,1 +
. . .+ βNv

ev,Nv
. With these definitions, the PCA-Net architecture is defined as

NPCA = PPCA ◦ MLP ◦ APCA (17)

where MLP : RNu → RNv is a standard multilayer perceptron, i.e., a fully L-layer connected feedforward
neural network, with hidden layers of width C. Because the PCA bases are fixed, the computational cost
of the PCA-Net architecture is independent of the discretization of the PDE. Furthermore, the PCA-Net
method can readily be applied to PDE problems defined in irregular domains.

POD-DeepONet: The DeepONet architecture (Lu et al., 2021) encodes the input function space in the
branch network and the domain of output functions in the trunk network, respectively. Specifically, for an
input function, f ∈ U , the branch network B : U → RP takes the discretized input function f as input and
outputs a vector B(f) ∈ RP . For y ∈ Ωv, the trunk network T : Ωv → RP,dout takes the coordinates of
the output function as input and outputs a vector T (y) ∈ RP,dout . The vanilla unstacked DeepONet is then
defined as

NDeepONet(f)(y) =
P∑

i=1
Bi(f)Ti(y) + b0 = B(f)⊤T (y) + b0, (18)

for a bias vector b0 ∈ Rdout . The architecture of the branch network depends on the structure of the problem
and is typically chosen as a CNN or an RNN or an MLP. The trunk network is typically a standard MLP.

The POD-DeepONet architecture, an extension of the vanilla DeepONet, was proposed in Lu et al. (2022).
The POD-DeepONet use precomputed proper orthogonal decomposition (POD) basis functions instead of a
trunk net. It is defined as

NPODD(f) =
P∑

i=1
Bi(f) ei + e0, (19)

where B : U → RP denotes a standard branch net as used in the vanilla DeepOnet architecture and
(e1, . . . , eP ) are P ≥ 1 precomputed basis functions of V that are generated from training data and e0
is the mean function. The experiments presented in Lu et al. (2022) suggest that the POD-DeepONet archi-
tecture outperforms the vanilla DeepONet architecture for a wide class of PDE problems. In our simulations,
following Lu et al. (2022), the combination of CNN with C channels and MLP of width K is used as the
branch network.

Fourier neural operator (FNO) For an input function f ∈ U , the FNO architecture (Li et al., 2021) is
defined as

NFNO(f) := Q ◦ LL ◦ · · · L1 ◦ P(f). (20)

The lift operator P and projection operator Q are defined as

P(f) = P f + bP , and Q(fL) = QfL + bQ,
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with vectors bP ∈ RC and bQ ∈ Rdout and matrices P ∈ RC,din and Q ∈ Rdout,C . The Fourier layers
L1, . . . ,LL in Equation (20) are defined as

fl(x) = Ll(fl−1)(x) = σ
(
W l(fl−1(x)) + F −1 (Rl · F (fl−1)) (x)

)
(21)

for matrix W l ∈ RC,C and Rl(s) ∈ CC×C for each frequency s. The notations F and F −1 denote the
Fourier transform and its inverse. In Equation (21), σ denotes a nonlinear activation function except in the
last layer FL where σ is the identity function.

5.2 Performance comparisons

This section evaluates the performance of GIT-Net on the PDE problems introduced in Section 3 when
compared to the baseline methods described in Section 5.1.

Configurations To study the impact of the hyperparameters, the following settings were considered:

(H)

FNO: C ∈ {2, 4, 8, 16, 32};

PCA-Net: K ∈ {16, 64, 128, 256, 512, 1024, 2048, 8096}

POD-DeepOnet: (C,K) ∈ {(2, 16), (4, 64), (8, 128), (16, 256), (32, 512)};

GIT-Net: C ∈ {2, 4, 8, 16, 32},K ∈ {16, 64, 128, 256, 512}.

Following the setup of the Fourier Neural Operator (FNO) in de Hoop et al. (2022), we used twelve Fourier
modes and three Fourier Neural Layers (L = 3 in (20)). For the PCA-Net, as in de Hoop et al. (2022),
we use four internal layers (4-layer MLP in (17)). For the POD-DeepONet, following the recommendations
of Lu et al. (2022), we use a two-dimensional convolutional neural network and fully connected layers as
branch nets for the two-dimensional problems, and a fully connected network as the branch net for one-
dimensional problems. If the input of a two-dimensional PDE is a one-dimensional boundary condition, it
is first expanded to two dimensions before being fed into the convolutional neural network. We test various
pairs of the number of channels C of the convolutional layers and the width of the fully connected layers
K. The activation function used is the GELU function in FNO and the RELU function in PCA-Net and
POD-DeepONet.

We employed the aforementioned configurations to assess and compare the neural network operators based
on their test error, error profile, and evaluation cost. These metrics collectively evaluate various aspects of
the operators’ performance.

Test error Figure 9 compares the relative test errors defined in Equation (16). For this comparison, we only
show results corresponding to the hyperparameters (C,K) ∈ {(2, 16), (4, 64), (8, 128), (16, 256), (32, 512)}
for GIT-Net as representatives. In the large data regime Ntrain = 20, 000, GIT-Net consistently achieves
the smallest test error for all tested PDE problems. Furthermore, the FNO and GIT-Net architecture
outperforms other methods for PDE problems defined on rectangular grids. For these simple geometries
and in the small data regimes, FNO performs slightly better than GIT-Net, with a lower test error and
less overfitting. However, FNO does not behave as well for more complex geometries. In the structural
mechanics equation, FNO obtains similar test errors to POD-DeepONet and GIT-Net. For the Poisson
equation, the test error of FNO is significantly larger than that of the other methods. The PCA-Net and
POD-DeepONet architectures achieve similar test errors for problems defined on rectangular grids. In these
cases, PCA-Net can be seen as a POD-DeepONet with a fully connected neural network as a branch net.
However, for problems defined on more complex geometries, the PCA-Net performs better for the structural
mechanics equation, but worse for the Poisson equation when compared to the POD-DeepONet. Note that
when C = 1, the PCA-Net and GIT-Net architectures are equivalent. This remark is confirmed by Figure 9
which indicates that when C = 2 and K is small (e.g. 16), the performance of the GIT-Net and PCA-Net
are similar.
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Figure 9: Test error of neural network operators for all PDE problems.

Error profiles Figure 9 illustrates the average prediction error on the test data. To gain further insights,
the statistical distribution of the test errors and profiles of median-error cases and worst-error cases are
provided. To demonstrate the best performance that these network operators can achieve, we selected the
predictions and error profiles corresponding to the hyperparameters C and K that achieve the minimum
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test error on Ntrain = 20, 000 data samples. The procedure for selecting hyperparameters and cases which is
denoted by (S) is as follows.

1. Train network: For each PDE problem, train the networks of architecture PCA-Net, POD-
DeepOnet, FNO, and GIT-Net with 20, 000 training data, where the used hyperparameter sets
in (H) are denoted by {hPCA

k }9
k=1, {hPODD

k }5
k=1, {hFNO

k }5
k=1, and {hGIT

k }25
k=1, respectively.

2. Choose hyperparameters with minimum test errors: Test these architectures with another
20, 000 test data to get the test error {ePCA

k }9
k=1, {ePODD

k }5
k=1, {eFNO

k }5
k=1, and {eGIT

k }25
k=1 for all

tested hyperparameters. For each architecture, we choose the hyperparameter sets that minimize
the test errors which are denoted by hPCA

k1
, hPODD

k2
, hFNO

k3
, and hGIT

k4
. Here, the test error means the

average over all test data.

3. Choose input-output image pairs and their error image: For these architectures with selected
hyperparameters hPCA

k1
, hPODD

k2
, hFNO

k3
, and hGIT

k4
, show the inputs, outputs, and predictions with

largest test error and median test error among 20000 test data.

We choose hyperparameters for all neural network operators according to Step 2 above and show their test
error distribution histograms on 20000 test data in Figure 10, 13, 16, 19 and 22. Then according to Step 3,
the images of median-error and worst-error cases, including their input, output, prediction, and error images,
are shown in Figure 12, 15, 18, 21 and 24. The comparison of error profiles for the same sample are shown
in Figure 11, 14, 17, 20 and 23.

Figure 10 shows a histogram of test errors of selected models on 20000 test data for Navier-Stokes equation
(11), where used hyperparameters of each neural network operator are

hPCA
k1

= {K = 512}, hPODD
k2

= {(C,K) = (32, 512)}, hFNO
k3

= {C = 32}, hGIT
k4

= {(C,K) = (512)}.

Figure 11 shows a sample of test error, including input, output, and predictions of all neural network operators
and corresponding error images. Figure 12 shows the median-error cases and worst-error cases. It can be
seen from the histogram 10 that GIT-Net and FNO are significantly better than the other two methods. At
the same time, the upper limit of the test error of GIT-Net is smaller than that of FNO, but the lower limit
is similar. The test error interval of GIT-Net is more concentrated than that of FNO. From the error profiles
of the median-error cases, it can be seen that FNO and GIT-Net achieve much smaller test errors than the
other methods. Moreover, the error profiles of FNO and GIT-Net exhibit analogous structures for the worst
error cases, indicating the presence of similar function approximators in both scenarios. This observation is
further supported by the example shown in Figure 11.

Figure 13 shows a histogram of test errors of selected models on 20000 test data for Helmholtz equation (12),
where used hyperparameters of each neural network operator are

hPCA
k1

= {K = 512}, hPODD
k2

= {(C,K) = (16, 256)}, hFNO
k3

= {C = 32}, hGIT
k4

= {(C,K) = (32, 512)}.

Figure 14 shows an example and Figure 15 shows the median-error cases and worst-error cases. From the
histogram, we can see that the lower limit of the test error of GIT-Net is slightly smaller than that of FNO,
and the upper limit is almost the same, but the test error interval of FNO is more concentrated. Not only
in Figure 13 but also in Figure 15, FNO and GIT-Net showed significantly better predictions. Meanwhile,
their error images of median-error cases and worst-error cases had similar textures and intensity.

Figure 16 shows a histogram of test errors of the selected model on 20000 test data for structural mechanics
problem (13), where used hyperparameters of each neural network operator are

hPCA
k1

= {K = 256}, hPODD
k2

= {(C,K) = (32, 512)}, hFNO
k3

= {C = 32}, hGIT
k4

= {(C,K) = (32, 512)}.

Figure 17 shows an example and Figure 18 shows the median-error cases and worst-error cases. From the
histogram, the test error ranges of POD-DeepOnet and FNO are similar, but FNO is more concentrated.
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Figure 11: An example of Navier-Stokes, including input, output, predictions, and error images of neural
network operators.

GIT-Net has the smallest upper and lower bounds, and PCA-Net’s is the largest one. In the median-error
case, the error profiles of the GIT-Net and POD-DeepONet have similar intensities, while the error profile
of the FNO exhibits more severe oscillation structures, particularly near the hole, which is likely due to the
interpolation of triangular meshes onto rectangular meshes. In the worst-error case, the PCA-Net obtains
the largest error, while the intensity of the error image of GIT-Net is slightly smaller than FNO and POD-
DeepONet. The error profiles of all methods show the most violent oscillations near the top boundary, where
the traction force is applied, leading to more complex changes in stress in the output space.

Figure 19 shows a histogram of test errors of the selected models on 20000 test data for advection equation
(14), where used hyperparameters of each neural network operator are

hPCA
k1

= {K = 256}, hPODD
k2

= {(C,K) = (16, 256)}, hFNO
k3

= {C = 16}, hGIT
k4

= {(C,K) = (16, 256)}.
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Figure 12: Input, output, and prediction of Navier-Stokes equation using the hyperparameters selected by
(S) on 20000 testing data for each neural network. Left: the case with median test error. Right: the case
with the largest test error.
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Figure 13: Histogram of test errors of Helmholtz equation

Figure 20 shows an example and Figure 21 shows the median-error cases and worst-error cases. As can be
seen from the histogram, the mean values and ranges of the test errors of all neural network operators are
similar, but the distribution of FNO is more concentrated. From the median-error case, it can be seen that all
operators produce visually good predictions, including sharp jump points. In the worst-error cases, GIT-Net
is observed to predict jump points much more accurately than the other operators. This is consistent with
the observation from the histogram that the test error upper limit of GIT-Net is smaller than that of FNO.
This may be due to the fact that FNO is more inclined to fit smooth, low-frequency periodic functions, and
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Figure 14: An example of Helmholtz equation, including input, output, predictions, and error images of
neural network operators.
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Figure 15: Input, output, and prediction of Helmholtz equation using the hyperparameters selected by (S)
on 20000 testing data for each neural network. Left: the case with median test error. Right: the case with
the largest test error.

thus its ability to fit the jump points of piecewise linear functions is limited by the number of Fourier modes
used.

Figure 22 shows a histogram of test errors of selected models on 20000 test data for Poisson equation (15),
where used hyperparameters of each neural network operator are

hPCA
k1

= {K = 64}, hPODD
k2

= {(C,K) = (16, 256)}, hFNO
k3

= {C = 32}, hGIT
k4

= {(C,K) = (32, 512)}.

Figure 23 shows an example and Figure 24 shows the median-error cases and worst-error cases. Since the
test error ranges of PCA-Net and GIT-Net almost coincide, in order to more clearly represent the difference
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Figure 16: Histogram of test errors of structural mechanics equation

Figure 17: An example of structural mechanics equation, including input, output, predictions, and error
images of neural network operators.

between the two, the vertical axis in the histogram is set to a logarithmic scale. It can be observed that
although the mean of test error of GIT-Net is very close to that of PCA-Net, GIT-Net is more concentrated,
and its upper bound is much smaller than that of PCA-Net. In the median-error case, the PCA-Net and
GIT-Net achieve better predictions than the other methods. The areas with large errors tend to be where
the output values are large. In the worst-error case, GIT-Net performs better than the other methods.
Although the PCA-Net method obtains a smaller average of test errors, it performs slightly worse than the
POD-DeepOnet method in the worst-error case, which indicates that the test error variance of PCA-Net is
larger, which is consistent with the histogram. The error profile obtained by the FNO method shows severe
oscillations, which is likely due to interpolation error.

Evaluation cost The approximate PDE operators discussed in this text are especially useful in situations
such as Bayesian Inverse Problems when it is necessary to repeatedly compute solutions to PDEs. As a result,
their evaluation costs are an important consideration. In de Hoop et al. (2022), a cost analysis based on
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Figure 18: Input, output, and prediction of structural mechanics equation using the hyperparameters selected
by (S) on 20000 testing data for each neural network. Left: the case with median test error. Right: the case
with the largest test error.
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Figure 19: Histogram of test errors of advection equation

floating-point operations was provided. This analysis showed that, assuming the number of sampling points
for the input and output functions is O(Np), the evaluation costs for PCA-Net and FNO scale as O(Np +K2)
and O(CNp log(Np) +NpC

2), respectively. The cost scaling of POD-DeepONet is O(NpC
2 + CKNp +Np)

for two-dimensional problems and O(Np + K2) for one-dimensional problems. In contrast, the cost scaling
of GIT-Net is O(Np + CK(C +K)). Figure 25 reports the evaluation costs as a function of the test errors
for all of the neural network operators considered in this study and for four different amounts of training
data.
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Figure 20: An example of advection equation, including input, output, predictions, and error images of
neural network operators.
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Figure 21: Input, output, and prediction of advection equation using the hyperparameters selected by (S)
on 20000 testing data for each neural network. Left: the case with median test error. Right: the case with
the largest test error.

For the Navier-Stokes equation, GIT-Net and FNO achieve the best performance and similar test errors with
similar evaluation costs when a sufficient amount of training data is used (e.g. Ntrain = 20, 000). However,
when the amount of training data is small (e.g. Ntrain = 2500), GIT-Net exhibits more pronounced overfitting
when compared to FNO. PCA-Net and POD-DeepONet show even more severe overfitting in this regime. For
the Helmholtz equation and structural mechanics problems, GIT-Net achieves much smaller test errors than
the other methods at the same evaluation cost. For the advection equation, FNO can achieve smaller test
errors than the other methods at low evaluation costs, but GIT-Net performs better as the cost increases. For
the Poisson equation, FNO performs the worst, with the largest evaluation cost and largest error. Overall,
FNO and GIT-Net outperform PCA-Net and POD-DeepONet on problems defined on rectangular grids and
can achieve similar test errors. However, FNO exhibits less overfitting on the Navier-Stokes equation with
a small amount of training data. GIT-Net achieves similar or better test errors than FNO at a similar or
lower evaluation cost. For problems defined on complex geometries, the FNO architecture exhibits much
larger test errors than the GIT-Net approach.

6 Conclusion

We present GIT-Net, a neural network operator designed for the approximation of partial differential equation
(PDE) operators. Our data-driven approach learns an integral transform from paired input-output functions.
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Figure 22: Histogram of test errors of Poisson equation

Figure 23: An example of Poisson equation, including input, output, predictions, and error images of neural
network operators.

GIT-Net exhibits robustness to mesh discretizations and can be readily implemented for PDE problems on
complex geometries or when the input and output functions are defined on disparate domains.

We demonstrate the efficacy of GIT-Net across a variety of PDE problems of varying dimensions and ge-
ometries. When compared with recently proposed operator learning methods, including PCA-Net, POD-
DeepONet, and FNO, GIT-Net consistently delivers the lowest test error in the large data regime. For
PDEs defined on rectangular grids, GIT-Net and FNO typically reach comparable accuracies, although
GIT-Net typically operates at lower computational costs. Our experiments suggest that on more complex
geometries, FNO is not competitive when compared to GIt-Net. In terms of scalability with respect to
the number of sampling points Np, the complexity of FNO and GIT-Net are O(CNp log(Np) + NpC

2) and
O(Np +C2K+CK2), respectively. These results suggest that GIT-Net has favorable properties for learning
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Figure 24: Input, output, and prediction of Poisson equation using the hyperparameters selected by (S) on
20000 testing data for each neural network. Left: the case with median test error. Right: the case with the
largest test error.

PDE operators in a wide range of settings. As a part of ongoing work, we are establishing a theoretical
framework to elucidate these empirical observations.
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A The effect of coordinates of grid as input in FNO method

Figure 26 compares the test error for FNO with and without grid coordinates as input. It is found that the
two results are similar except for advection. For the advection equation, the with-grid case obtains smaller
test error in most hyperparameters but except for C = 2 with 2500 training data, C = 2, 4 for 5000 training
data, and C = 2 for 20000 training data.

B The comparison of σ(T α + Kα) and T α + σ(Kα)

Figure 27 shows the comparison between GIT-Net with GIT mapping σ(T α + Kα) and its variance
in which the GIT mapping is replaced by T α + σ(Kα). The tested hyper-parameters are (C,K) =
{(2, 16), (4, 64), (8, 128), (16, 256), (32, 512)}.
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Figure 26: Test error of FNO method for the with-grid case and the without-grid case for all problems.
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Figure 27: The comparison of test errors between GIT-Net and its variance.
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