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Figure 1: Overall Architecture

ABSTRACT
In the KDD Cup 2023 multilingual recommendation challenge, we
proposed a ranking framework, which consists of two main stage:
recall and ranking. In the recall stage, we use a carefully-designed
co-occurrence matrix for single-hop and multi-hop recall of candi-
date items. Moreover, an MLP model initialized with “title” infor-
mation is also used in this stage. In the ranking stage, we designed
many features and additional transfer features for task 2’s transfer
learning.Then we use the XGBoost model for ranking. Our solu-
tions rank 6th in task 1 and 4th in task 2. The code is available at
https://github.com/karrich/KDD-CUP-2023-solution.
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1 INTRODUCTION
1.1 Background
Session-based recommendation has always been an important com-
ponent of e-commerce recommendation tasks. In recent years, with
the booming development of cross-border e-commerce, there has
been an increasing demand for multilingual session-based recom-
mendation systems. However, most existing methods are designed
for specific language-based product datasets, and they perform
moderately when faced with diverse and imbalanced data from
different locales or languages.

Based on the background mentioned above, Amazon has pro-
vided a multilingual shopping session dataset [4] and organized
the KDD Cup 2023 multilingual recommendation challenge. The
aim of this challenge is to develop novel and effective multilingual
session-based recommendation systems that provide inspiration for
system design and practical engineering solutions for researchers
and engineers in the field of recommender systems.
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1.2 Dataset and Problem
The dataset comprises two major categories of data tables: user
sessions and product attributes. User sessions are lists of products
with which users interact in chronological order, and product at-
tributes include textual and numerical information such as title,
price, brand, color, and description.

The dataset includes millions of user sessions from six different
locales. The users are anonymous, and the main languages used for
the products are English, German, Japanese, French, Italian, and
Spanish. However, the dataset exhibits a strong imbalance, with
fewer products available in French, Italian, and Spanish compared
to English, German, and Japanese.

The competition introduces three tasks:
1) Predicting the next engaged product for sessions from Eng-

lish, German, and Japanese.
2) Predicting the next engaged product for sessions from

French, Italian, and Spanish.
3) Predicting the title for the next engaged product.

Our work focuses on solving the first two tasks.
In this competition, all tasks share the same training dataset. The

summaries of the training dataset are shown in Table 1. In addition,

Table 1: Summary of the training dataset.

Language Sessions Products Avg.Length

German 1,111,416 513,811 4.352
Japanese 979,119 389,888 4.482
English 1,182,181 494,409 4.122
Spanish 89,047 41,341 3.664
French 117,561 43,033 3.545
Italian 126,925 48,788 3.662

Overall 3,606,249 153,1270 4.244

we find through practice that for each item sequence, its label item
to be predicted will never appear in this item sequence. This means
that for each item sequence to be predicted, the items that have
already appeared in this sequence can be directly removed from
the candidate set. This method is implemented in our method by
default and is not mentioned later.

1.3 Task Solution
As shown in Figure 1, our method consists of two stages: recall and
ranking. The two-stage paradigm is commonly adopted by recom-
mender systems and has gained tremendous success in related data
competitions [2]. Section 2 introduces our data splitting method.
Section 3 introduces our method of using co-occurrence matrices
for single-hop and multi-hop recall, as well as using MLP to recall
and using text information to improve the performance of the MLP
model. Section 4 describes our method of constructing features and
the ranking model. Section 5 gives the experimental results. Section
6 summarizes the paper.

2 DATASET SPLIT
For the validation set, in order to speed up the validation process,
we randomly extracted 0.5% of the data from the training set as the

validation set. It turns out that this amount of data is sufficient for
us to observe the effect of the model. For training the ranking model,
we took out 10% of the training set about Task1 as training data for
ranking model, and we used all the training data about Task2 for
Task2. We found that some items only appeared in the test dataset,
so for training the MLP model and construction of features for the
test dataset, we used the training set data and all the provided test
dataset.In order to avoid the leakage of MLP model prediction, we
deleted the last column of all data used in training ranking model.

3 RECALL
3.1 Co-occurrence Matrix Recall
In our proposed method, co-occurrence matrices are the most im-
portant part in both the recall and ranking stages. In the recall
stage, our method constructs multiple co-occurrence matrices and
performs single-hop and multi-hop recall. Usually, the construction
method of co-occurrence matrices is to set the window length and
calculate the co-occurrence times of goods in the window. A simple
but effective co-occurrence matrix construction method: assuming
𝑃 (𝑎, 𝑏) represents the co-occurrence count of 𝑎 and 𝑏, whenever
[𝑥𝑖 , 𝑥𝑖+1] appears once in session, 𝑃 (𝑥𝑖 , 𝑥𝑖+1) is incremented by 1,
and 𝑃 (𝑥𝑖+1, 𝑥𝑖 ) is incremented by 0.5.
After constructing the co-occurrence matrices, we use these matri-
ces for single-hop and multi-hop recall. Our method for the single-
hop recall is to use the position of goods in the session to weigh the
co-occurrence times of goods with other goods in the co-occurrence
matrix. The formula for single-hop recall is Equation 1, where𝑋 is a
session of length n, 𝑋 = [𝑥1, 𝑥2, ..., 𝑥𝑛], 𝑃 (𝑎, 𝑏) is the co-occurrence
times of item 𝑎 and item 𝑏,𝑊𝑖 is the position weight, where𝑊0 = 1
and the larger 𝑖 is, the closer𝑊𝑖 is to 0.

argmax
𝑦

𝑛∑︁
𝑖=1

𝑊𝑛−𝑖 · 𝑃 (𝑥𝑖 , 𝑦) (1)

We can view the co-occurrence matrix as a directed graph with
edge weights, and single-hop recall is to recall directly connected
neighboring nodes with high edge weights. Therefore, our multi-
hop recall is designed to recall the neighboring nodes of neighboring
nodes with high edge weights to obtain more recalled items. In
implementation, we construct a multi-hop co-occurrence matrix
to simulate multi-hop recall operations from the directed graph.
Specifically, we use the (𝑙−1)-hop co-occurrencematrix to construct
the 𝑙-hop co-occurrence matrix. The formula for calculating the
multi-hop co-occurrence matrix is Equation 2, where 𝑃 (𝑎, 𝑏) is the
co-occurrence times of item 𝑎 and item 𝑏, and 𝐼 is the set of all
items.

𝑃𝑙−ℎ𝑜𝑝 (𝑖, 𝑗) =
∑︁
𝑘∈𝐼

𝑃 (𝑙−1)−ℎ𝑜𝑝 (𝑖, 𝑘) · 𝑃 (𝑘, 𝑗)∑
𝑡 ∈𝐼 𝑃 (𝑘, 𝑡)

(2)

After constructing the multi-hop co-occurrence matrix, we also use
Equation 1 for recall.

3.2 MLP Model
We designed an MLP model for recall to ensure that the number of
recalled items is not less than a fixed value. In the ranking stage, our
model can also provide high-quality features. Our proposed method
consists of two modules, session encoder and target encoder. The
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Figure 2: The architecture proposed in this paper to obtain
session embedding.

structure of the session encoder is shown in Figure 2, where the
Fusion Layer does not contain any trainable parameters, and the
operation can be described as Equation 3. Where 𝑥𝑖 represents the
𝑘-dimensional embedding of the 𝑖-th item in the input session, and
[·] represents the concat operation.

𝑈 = [
∑︁

0<𝑖<𝑛−3

𝑥𝑖

𝑛 − 4
,
𝑥𝑛−3 + 𝑥𝑛−2

2
, 𝑥𝑛−1, 𝑥𝑛] (3)

The MLP Layer consists of two fully connected layers and an acti-
vation function. The MLP Layer will reduce the dimension of the
vector from 4𝑘 to 𝑘 . The structure of the target encoder consists of
a simple embedding layer, and its parameters are shared with the
embedding layer in the session encoder.

Our final optimization target is equation 4, which makes the
session embedding and label item embedding as similar as possible.
𝑁 is the number of negative samples,𝑈𝑖 is the session embedding,
𝑌 ∗
𝑖
and 𝑌 −

𝑖
are the embeddings of positive and negative samples

respectively, and 𝑐𝑜𝑠 (·) is the cosine similarity calculation function.

L = −𝑙𝑜𝑔 𝑒𝑐𝑜𝑠 (𝑈𝑖 ,𝑌
+
𝑖 )/𝜏∑𝑁

𝑗=1 𝑒
𝑐𝑜𝑠 (𝑈𝑖 ,𝑌

−
𝑗
)/𝜏 (4)

In the specific implementation, we used bert-whitening[5] to obtain
the 𝑘-dimensional embedding of each item’s title as the initial pa-
rameter of the Embedding Layer. We chose the xlm-roberta-large[3]
that was pre-trained on multilingual datasets as the backbone. In
order to obtain better transfer effects on task 2, we embedded items
with the same id in different locales into the same embedding and
used data from all locales at the same time during training.

4 RANKING
4.1 Ranking Feature
We designed a large number of features in the ranking stage, espe-
cially a large number of co-occurrence matrices of different scales
were designed to generate features. In order to avoid training predic-
tion leakage and make full use of all data on task 2, when generating

features for each data, we will use all other data except this data.
After our optimization, this will not cause high time complexity.

4.1.1 Item-CF. Equation 5 is the main idea of our implementation
of Item-CF. We assume that each session comes from a different
user,𝑈𝑖 represents the set of sequence interactions with item 𝑖 , 𝐼𝑢 is
the historical interaction item sequence of user 𝑢, and 𝑙𝑖 represents
the position of item 𝑖 in this sequence.

𝑠𝑖𝑚(𝑥,𝑦) = 1√︁
|𝑈𝑖 | |𝑈 𝑗 |

∑︁
𝑢∈𝑈𝑖∩𝑈 𝑗

𝛼 |𝑙𝑖−𝑙 𝑗 |−1

𝑙𝑜𝑔(1 + |𝐼𝑢 |)
,

𝛼 =

{
0.8, 𝑙𝑖 < 𝑙 𝑗

0.7, 𝑙𝑖 > 𝑙 𝑗

(5)

Afterwards, we combine the session and recall items and use 𝑠𝑖𝑚(·)
to calculate the score as a feature (such as the score between the
last item 𝑥𝑛 in the session and the recall item 𝑦, 𝑠𝑖𝑚(𝑥𝑛, 𝑦), and the
average score between all items in the session and the recall item∑𝑛
𝑖=1 𝑠𝑖𝑚(𝑥𝑖 , 𝑦)/𝑛, etc.).

4.1.2 Co-occurrence Matrix Feature. A lot of our work in the Rank-
ing stage is to build reasonable and effective co-occurrence matrices
and use these co-occurrence matrices(as described in Section 3.1) to
build a large number of features. The importance of these features
even exceeds all other features. We use formula Equation 6 to cal-
culate the score given by the co-occurrence matrix, where 𝑃𝑖 (𝑥,𝑦)
represents the number of co-occurrences of item 𝑥 and item 𝑦 in
the co-occurrence matrix 𝑃𝑖 we constructed, and 𝐼 represents all
item sets. Of course, we will also generate multiple features for a
co-occurrence matrix (as described in Section 4.1.1).

𝑠𝑐𝑜𝑟𝑒𝑖 (𝑥,𝑦) =
𝑃𝑖 (𝑥,𝑦)

𝑚𝑎𝑥 (1,∑𝑘∈𝐼 𝑃 (𝑥, 𝑘))
(6)

4.1.3 Attribute Feature. We use the bert-whitening [6] method to
calculate the similarity of item titles as features. In addition, we
also use the price, material, brand, author, and locale of the item to
build a series of features, such as the proportion of items with the
same brand in the session as the recall item and the deviation of
the recall item price from the average price of items in the session.
It is worth mentioning that building one-hot features for locales
and training data from different locales together can also improve
the model’s performance.

4.1.4 MLP Model Feature. The score calculated by the model pro-
posed in Section 3.2 is used as a feature.

4.1.5 Transfer Co-occurrence Matrix Feature For Task 2. In order
to perform transfer learning from locales with small amounts of
data to locales with large amounts of data, we construct a transfer
co-occurrence matrix to generate features. We selected some co-
occurrence matrices constructed from the data in Task 1 and used
them directly in Task 2. The score calculation method is the same
as Equation 6, except that when item 𝑥 or 𝑦 does not exist in the
locale of the co-occurrence matrix, the score is −1.

4.2 Ranking Model
The ranking model we used is XGBoost[1]. We tested the objectives
of "rank" and "binary" and found that learning classification tasks
can achieve higher scores. In addition, we found that lowering the

3
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score of goods that did not appear in the test set can significantly
improve the final score.

5 RESULT
The results of our proposed scenario for tasks 1 and 2 are shown in
Table 2 and 3, respectively. With our solution, our team ADIA won
6th place on Task1 and 4th place on Task2.

Table 2: Top 10 scores of task1.

Rank Team Name Task 1 Scores

1 NVIDIA-Merlin 0.41188
2 MGTV-REC 0.41170
3 unirec 0.40477
4 gpt_bot 0.40476
5 LeaderboardCar 0.40339
6 AIDA 0.40317
7 piggy-po 0.39754
8 iCanary 0.39651
9 wxd1995 0.39592
10 xut 0.39566

Table 3: Top 10 scores of task2.

Rank Team Name Task 2 Scores

1 NVIDIA-Merlin 0.46845
2 MGTV-REC 0.465780
3 gpt_bot 0.46011
4 AIDA 0.45047
5 piggy-po 0.44914
6 chimuichimu 0.44798
7 iCanary 0.44747
8 QDU 0.44618
9 [Acroquest]YAMALEX 0.44380
10 DX2 0.44101

We analyzed the feature importance based on the information
gain. Tables 4 and 5 respectively show the feature importance analy-
sis of task 1 and task 2. Since we designed multiple features for each
type of feature (for example, we have multiple item-cf features), we
only show the highest value of importance. It can be found that the
co-occurrence matrix feature we designed is the most important
type of feature, which is more in line with our expectations because
we spent a lot of time on this.

6 CONCLUSION
In this paper, we have introduced our solutions in KDD CUP 2023.
Our approach relies primarily onwell-designed various co-occurrence
matrices and MLP models. In the end, our solution won 6th place in
Task 1 and 4th place in Task 2. In the future, we will focus on GNN
and LLMs. They are all well worth exploring in the recommended
field. Especially with the rapid development of LLMs recently, it is
important to find a good way to use LLMs for recommendation.

Table 4: Feature importance analysis for Task 1.

Feature description. Importance

A well-designed co-occurrence matrix feature. 15085
A score of the MLP model output. 8428

A feature calculated based on the attribute "Brand". 2100
A feature calculated according to item-cf. 1041

A feature calculated based on the attribute "Author". 660
A feature calculated based on the similarity of the title. 519

A locale feature. 240
A feature calculated based on the attribute "Price". 153

A feature calculated based on the attribute "Material". 101

Table 5: Feature importance analysis for Task 2.

Feature description. Importance

A well-designed co-occurrence matrix feature. 42739
A score of the MLP model output. 8428

A feature calculated based on the attribute "Brand". 3167
A well-designed transfer co-occurrence matrix feature. 1791
A feature calculated based on the similarity of the title. 1274

A feature calculated according to item-cf. 681
A feature calculated based on the attribute "Author". 481
A feature calculated based on the attribute "Price". 314

A feature calculated based on the attribute "Material". 141
A locale feature. 130
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