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Abstract
Ensuring the faithfulness of human feedback is
crucial for effectively aligning large language
models (LLMs) using reinforcement learning
from human feedback (RLHF), as low-effort or
dishonest reporting can significantly undermine
the quality of this feedback and, consequently, the
alignment process. We address the challenge of
faithfully modeling pairwise feedback by fram-
ing it as a mechanism design problem. We in-
troduce a new principal-agent model for prefer-
ence elicitation that incorporates both effort and
truthfulness as key aspects of annotator strategies,
and mirrors the assumptions made in reward mod-
eling for RLHF. We then define three incentive
compatibility properties that desirable mechanism
frameworks should be able to satisfy: Uninformed
Equilibrium Incompatibility, ω-Bayes-Nash In-
centive Compatibility, and Effort Competitiveness.
We propose a novel mechanism framework called
Acyclic Peer Agreement (APA), which we hope
to prove can satisfy all three incentive compatibil-
ity frameworks. We conclude by discussing the
next steps and outlining future research directions
in the design of robust mechanisms for preference
elicitation.

1. Introduction
Large language models (LLMs) have allowed for an enor-
mous advance in the capabilities of AI systems. They have
been able to achieve human and superhuman performance
in a wide range of tasks, from translation, summarization
and dialogue (Radford & Narasimhan, 2018; Devlin et al.,
2019; Brown et al., 2020), to reasoning, coding and plan-
ning (OpenAI, 2024; Touvron et al., 2023; Google, 2024),
and have had a massive impact on society at large (Chen
et al., 2024b; Geng et al., 2024; Choi et al., 2024; Mishra
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et al., 2024). Although their capabilities and applications
have grown, LLMs still exhibit some undesirable behaviors:
They can fail to follow instructions, produce toxic outputs,
spread misinformation and perpetuate harmful stereotypes
and biases (Bender et al., 2021; Weidinger et al., 2022). The
goal of mitigating these behaviors and getting LLMs to do
what we want them to do is often referred to as alignment
(Gabriel, 2020). One way to approach alignment is to use
human preference as the standard for human interests, or
“what we want,” and this approach is captured by a training
method called reinforcement learning from human feedback
(RLHF) (Stiennon et al., 2020; Ouyang et al., 2022; Chris-
tiano et al., 2017). In RLHF, a reward model is trained using
human feedback on LLM outputs, in the form of pairwise
comparisons, in order to be a generalizable proxy for hu-
man preference, and with it the LLM is made to optimize
reward through reinforcement learning. In addition to being
used for training LLMs (Nakano et al., 2022; Köpf et al.,
2023; Bai et al., 2022), pairwise preferences are also used
as an evaluation metric (Chang et al., 2024; Chiang et al.,
2024). When assessing the effectiveness of new alignment
techniques or algorithms compared to previous approaches,
researchers often have humans provide their preferences
among outputs from models augmented by the various tech-
niques, and report the frequency with which a given method
produced outputs that were preferred over those of another
method, also referred to as their “win-rate”. The credibility
of pairwise preferences as a gold standard in the training and
evaluation of LLMs is critically dependent on how well they
can represent the underlying preferences of users or humans
in general. In other words, the quality of human feedback is
closely tied to how faithful it is to latent human preference.
In practice, crowdsourcing quality feedback is very difficult
(Casper et al., 2023; Pandey et al., 2022; Chmielewski &
Kucker, 2020; Buening et al., 2025) since carefully com-
paring passages of text is cognitively demanding and time
intensive. Low-effort or dishonest reporting of preferences
undermines the efficacy of human feedback as a tool for
alignment.

One way to improve the faithfulness of crowdsourced pref-
erences might be to design a reward that incentivizes an-
notators to exert high effort and be honest when providing
feedback on model outputs. This reverse-game theoretic ap-
proach, where a reward is designed to encourage a particular
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strategy or outcome, is called mechanism design (Börgers
et al., 2015). In this paper, we analyze payment structures
that ensure that in order to maximize their payments, an-
notators are better off being truthful and giving their best
effort.

Contributions. We first introduce a new principal-agent
model of preference elicitation that mirrors the assumptions
made for reward modeling and incorporates twofold agent
strategies that consist of effort and truthfulness. We then
define the desirable incentive compatibility properties for a
pairwise preference elicitation mechanism, specific to our
model. Additionally, we propose a new mechanism frame-
work called Acyclic Peer Agreement, a modified version of
simple peer agreement that takes advantage of the acyclic
structure of private pairwise preference.

2. Preliminaries
2.1. Human Preference Reward Modeling

The goal of aligning an LLM to human feedback is to trans-
form a pretrained statistical model of language into a sta-
tistical model of language that is consistent with human
preferences. Pretrained LLMs are large neural networks
that map sequences of tokens, often words or pieces of
words, to probability distributions over the next token in
the sequence (Radford & Narasimhan, 2018; Radford et al.,
2019; Brown et al., 2020; Kaplan et al., 2020). While next
token prediction has been very effective in modeling and
generating natural language, it is not sufficient for ensur-
ing that outputs are in accordance with human preferences.
Reinforcement learning from human feedback (RLHF) (Sti-
ennon et al., 2020; Ouyang et al., 2022; Christiano et al.,
2017) is a popular paradigm that attempts to align an LLM
with human feedback on its own outputs by using a reward
model, a proxy of the human feedback, to better produce
preferred outputs.

The purpose of a reward model in RLHF is to be a faith-
ful representative for human preference over sequences of
tokens. Since learning preferences over text benefits from
natural language understanding, the reward model πRM is
initialized as a pretrained LLM, often a copy of the model π
that will be aligned. However, instead of producing a proba-
bility distribution over tokens, it instead provides a scalar
reward r such that r represents how well a sequence of to-
kens is aligned with human preference. This mapping from
sequence to reward is learned by training πRM on crowd-
sourced human pairwise comparisons between outputs from
π, where, for a given pair of outputs a and a′, human anno-
tators are determined to have collectively preferred a over a′

or a′ over a. If π has been trained to be a chatbot, for exam-
ple, each item a ∈ A would be a prompt and corresponding
response pair (x, y) where all a have the same prompt x.

Each annotator provides their reports through direct pairwise
comparisons in the form a ≻ a′ or a′ ≻ a, and these pair-
wise judgments from all the annotators are then reduced to a
single set of pairwise preferences, meant to be a consensus
representation of the group’s preferences, using an aggre-
gation rule ϕ. The reward model πRM is made to fit these
aggregated pairwise preferences through linear regression.
Higher reward r is assigned to preferred (chosen) outputs
ac and lower reward is assigned to dispreferred (rejected)
outputs ar. Preference-based training algorithms, including
those that don’t use a proxy reward models (Rafailov et al.,
2023; Swamy et al., 2024; Ethayarajh et al., 2024; Xu et al.,
2024) or RL for training π, still rely on both the scale and
quality of the collected preferences in order to align LLMs.

2.2. Modeling Crowdsourced Probabilistic Choice

Learning to align to human preferences requires a model of
how humans reveal their preferences. For reward modeling
in particular, there are two key presumptions required for ag-
gregated pairwise judgments to be a suitable representation
of human preference: all human preferences can be quanti-
fied and measured, and preferences of multiple humans can
be adequately represented by aggregating their respective
inferred utilities (Lambert et al., 2023). RLHF and most
other alignment approaches adopt the Bradley-Terry model
(Bradley & Terry, 1952) to infer utility from observed pair-
wise preferences. The model, formalized in Definition 2.1,
characterizes the likelihood of a preference for a over a′

being observed as being a function of how much better a is
compared to a′ in terms their utilities θa and θa′ .
Definition 2.1. (Bradley-Terry Model) Let A be a set of
items and θ ∈ R|A| be a vector such that θa is a scalar
quality associated with an item a ∈ A and independently
and identically drawn from a fixed, non-atomic distribution
on R. For a fixed θ, the probability of a preference for a
over a′ being observed is

Pr(a ≻ a′) =
eθa

eθa + eθa′
∀a, a′ ∈ A (1)

Pr(a ≻θ a′) can also be written as σ(θa − θa′), where σ(x)
is the sigmoid function (1 + e−x)−1.

The Bradley-Terry model can also be extended to account
for noise or precision in observing a pairwise judgment.
The logit quantal response function (Goeree et al., 2020;
McKelvey & Palfrey, 1998) accommodates this added com-
plexity by introducing a precision parameter ω. The in-
troduction of precision in this choice model satisfies some
key desirable properties: When items are identically valued
or the observation is uninformed (θa = θa′ or ω = 0),
Pr(a ≻ a′) = Pr(a′ ≻ a), and as effort increases
(ω → ∞), the observation approaches perfect accuracy
for any θa > θa′ . In particular, when ω is made to be an
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endogenous variable for a particular observer i, then this
choice model, shown in Equation 2 can fit scenarios where
an individual has some control over their precision (Fried-
man, 2019).

Pr(a ≻i a
′) =

1

1 + e−ωi(θa−θa′ )
∀a, a′ ∈ A (2)

The Bradley-Terry model is a special case of a more general
choice model called Bayesian Strong Stochastic Transitiv-
ity (Bayesian SST). While the Bradley-Terry model pre-
sumes the existence of underlying utility for each item, the
Bayesian SST model only requires that each individual’s
underlying preferences are transitive: a ≻ a′ and a′ ≻ a
implies a ≻ a′′. The Bayesian SST model is a model for
inferring the information structure entailed strong stochastic
transitivity (SST) (Tversky & Edward Russo, 1969; Cav-
agnaro & Davis-Stober, 2014; Oliveira et al., 2018; Chen
et al., 2024a). Described in Definition 2.2, SST requires that
for an individual’s private preference over a set of choices θ,
when a is preferred over a′, a′ is preferred over a′′, then a
will be even more preferred to a′′.
Definition 2.2. (Strong Stochastic Transitivity) For all
items a, a′, a′′ ∈ A where Pr(a ≻θ a′) ≥ Pr(a′ ≻θ a) and
Pr(a′ ≻θ a′′) ≥ Pr(a′′ ≻θ a′), then pairwise preference
entailed by θ over items a ∈ A is strongly stochastically
transitive if Pr(a ≻θ a′′) ≥ max

{
Pr(a ≻θ a′), Pr(a′ ≻θ

a′′)
}

.

2.3. Mechanism Design for Crowdsourcing Preferences

An important aspect of aligning to human feedback is en-
suring the feedback itself is faithful. Since they align LLMs
to a single reward model or directly to single set of pair-
wise preferences, methods like RLHF apply to instances in
which humans can be reasonably expected to share the same
latent preference. In these kinds of settings, one approach
to increase the likelihood of faithful aggregated preferences
is to increase the pool of humans giving feedback. Research
teams that train LLMs with RLHF tend to utilize large online
crowdsourcing platforms such as Amazon Mechanical Turk
(MTurk) and companies such as Scale, Surge AI, UpWork,
and Prolific source annotators in order to collect pairwise
comparisons of text segments at scale.

While online marketplaces and large annotator workforces
can provide scale, they cannot directly ensure the quality
of the collected data. As the domains in which a requester
aims to align their LLM increase in complexity, so does the
mental burden on crowd workers: A task as straightforward
as reporting one’s preferred response between two text out-
puts can require varying levels of effort from the worker,
depending on factors such as the length of the responses, the
topic, and any additional instructions from the designer on
how the worker should determine their preference. Here, ef-

fort is analogous to precision, and can only be incentivized,
not controlled, by the requester. To increase the likelihood
of collecting more faithful pairwise preferences, rules and
structures can be put in place to ensure that certain strategies,
such as exerting maximum effort and truthfulness, are in the
best interest of the workers. This process is known as mecha-
nism design, where a principal (the requester) aims to secure
what they consider to be a good outcome from a group of
agents (the crowdworkers) (Hurwicz, 1977; Börgers et al.,
2015). Requesters and crowdsourcing platforms alike tend
to utilize mechanisms to increase the quality of their col-
lected data, including annotator qualification requirements1,
selecting for annotators that agree with experts or the re-
questers themselves on a small set of examples (Ouyang
et al., 2022; Touvron et al., 2023; Bai et al., 2022), and
excluding reports that do not pass a minimum standard of
quality. However, these screening and pre-selection meth-
ods aren’t as relevant to the core mechanism design problem
of incentivizing effort and truthfulness. They are mainly
aimed at ensuring annotators possess relevant expertise and
settings in which quality can be externally verified, and a
key aspect of RLHF is that the humans giving the feedback
are the gold standard and faithfulness cannot be externally
validated.

3. Related Work
3.1. Peer Prediction Mechanisms for Preference

Elicitation

Our contributions revolve around mechanism design for
crowdsourcing preferences that utilize peer prediction
(Miller et al., 2005), a mechanism in which an agent’s re-
ward depends on the extent to which their report predicts
the reports of their peers. This mechanism framework is
shown to be useful for a general class of preferences, includ-
ing scalar ratings and written reviews. However, since our
work is oriented towards learning and modeling pairwise
preferences, the most comparable literature within this area
consider settings in which ordinal data is collected. Much of
the existing literature on preference elicitation mechanisms
focus on designing mechanisms that incorporate peer pre-
diction in order to singularly incentivize truthfulness (Chen
et al., 2024a; Easley & Ghosh, 2015; Schoenebeck & Yu,
2023; Kong, 2024) or effort (Hartline et al., 2023). Our
model and mechanism design approach are therefore most
similar to Zhang & Schoenebeck (2023) and Dasgupta &
Ghosh (2013), both of which also consider binary preference
elicitation where an agent’s strategy consists of their effort
and their truthfulness. Both works differ from ours in scope:
Zhang & Schoenebeck (2023) generalize to accommodate

1https://docs.aws.amazon.com/AWSMechTurk/
latest/AWSMechanicalTurkRequester/
IntroBestPractices.html
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settings where verification is possible, and the mechanism
from Dasgupta & Ghosh (2013) is only compatible with a
multitask setting with access to reference or expert agents.
We focus squarely on preference elicitation without verifi-
cation, from anonymous agents with homogeneous types,
and with the added goal of optimizing the faithfulness of
the aggregated data.

3.2. Mechanism Design for LLMs

Since our work is orientated towards the downstream task
of collecting informative preference data for aligning AI
systems, we share a similar problem space with a number
of works explicitly using mechanism design for RLHF (Sun
et al., 2024; Soumalias et al., 2024; Park et al., 2024; Berge-
mann et al., 2024; Buening et al., 2025). Sun et al. (2024)
and Soumalias et al. (2024) use reward models to represent
agents and frame the preference elicitation process as an
auction. In Sun et al. (2024) the principal is tasked with
defining a mechanism consisting of a training objective and
pricing rule for groups of agents, each group represented by
a reward model. An agent’s utility is a linear combination
of the group’s expected reward on the sequences generated
by the LLM and the price they are charged by the princi-
pal according to the payment rule. Similarly, Park et al.
(2024) design a mechanism to mitigate strategic misreport-
ing agents by utilizing a mechanism that rewards agents
for how close their preferences are to the aggregated prefer-
ences. Soumalias et al. (2024) develop an auction mecha-
nism for LLM text generation that incorporates advertiser
preferences. In their model, the user enters a query, and
the advertisers want to influence the output given to the
user. The user is represented by a reference LLM, which
has been trained to produce useful outputs, and each adver-
tiser’s preferences are represented by a reward model. The
goal of the auction mechanism is to generate the distribution
over outputs that maximizes the aggregate reward for the ad-
vertisers without significantly diverging from the reference
model. Similarly Dütting et al. (2024) utilize a token auction
model for LLM agents representing advertisers, where the
advertisers submit bids for each generated token. Unlike our
model and mechanism framework, the agents in Soumalias
et al. (2024) and Dütting et al. (2024) are advertisers repre-
sented by proxy LLM reward models, and are not assumed
to have homogeneous types. Notably, in the domain without
external rewards, Buening et al. (2025) point out the gen-
eral impossibility of designing strategyproof mechanisms
with small suboptimaility gaps. Our work leverages exter-
nal rewards to tame agents’ incentives, as an approach to
overcoming such theoretical barriers.

The preference elicitation models adopted by these works
consider LLM reward as a significant factor or the sole com-
ponent of agent utility, whereas our model more closely mir-
rors the human crowdsourcing setting where it is reasonable

to assume that agents are primarily or solely concerned with
their monetary payment. There is also a growing literature
on mechanism design using LLMs, ranging from auctions
(Dubey et al., 2024) to peer review (Lu et al., 2024). How-
ever, in contrast to using AI systems to improve mechanism
design, we focus on designing mechanisms that efficiently
maximize the credibility of aggregated elicited preferences
for the purpose of improving the training and evaluation of
AI systems that use pairwise human feedback.

4. Model
In this section, we introduce our novel principal-agent model
of pairwise preference elicitation. Crowdsourcing prefer-
ence elicitation for learning a single reward or utility model,
as in RLHF, presupposes a shared underlying preference
captured by θ which assigns utility to items, so this model
applies to settings for which it is reasonable to assume that
humans have access to a latent utility model.

Principal. The principal aims to maximize the faithfulness
of the preferences they elicit, which is captured by the like-
lihood that the aggregated reported preferences match the
pairwise preferences captured in θ. Each agent i is presented
pairwise comparisons between items a, a′ ∈ A and report
a judgment Ŝi ∈ {−1, 1} for each pair a, a′ ∈ A, where
Ŝi = 1 if i reports that they prefer a over a′, and Ŝi = −1
for the opposite preference. The reports are then aggregated
with an aggregation rule ϕ. There are a range of proposals
for the set of axioms a preference aggregation rule in RLHF
should satisfy (Dai & Fleisig, 2024; Conitzer et al., 2024).
Since the reward model in RLHF is made to learn the distri-
bution of reward from pairwise comparisons, and elicited
pairwise reports from each agent are not guaranteed to be
complete or transitive, we consider axioms that apply to the
direct, reported comparisons between items in A. We specif-
ically care that each agent is treated identically (anonymity),
if all agents prefer a over a′ then a ≻ϕ a′ (unanimity), and
if all possible subsets of the agents prefer a over a′ then
a ≻ϕ a′ (consistency). Since optimizing the aggregation
rule is out of scope for our problem we simply let ϕ be
a pairwise majority rule. The aggregated report ŝϕ for an
ordered pair (a, a′) is 1 if the majority of agents reported a
over a′ and −1 otherwise. For mechanism M and items A,
the principal’s utility is shown in Equation 3, where K is a
peer agreement function K : {−1, 1}2 → {1, 0} that takes
a value of 1 if the inputs agree, and 0 otherwise:

Up(M,A | ϕ, θ) ∝
∑

a,a′∈A
K(ŝϕ, sθ) (3)

The majority rule ϕ satisfies anonymity, unanimity and con-
sistency, so for a given set of preferences specified by θ, the
likelihood of a particular aggregated pairwise preference Ŝϕ
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matching sθ for a pair of items (a, a′) is proportional to the
likelihood that a given agent i reports Ŝi = sθ.

Agents. There are N agents, where each agent i represents a
crowd worker. Agent i first strategizes over the effort ωi that
they will invest in revealing their preferred item in each pair-
wise comparison they are given. In expending ωi, the agent
incurs cost c(ωi), and makes an observation si, which takes
on a value of 1 when i prefers a to a′, and −1 when i prefers
a′ to a. Agent i additionally strategizes over their reporting
function fi : {−1, 1} 7→ {−1, 1}, where f is either honesty
h (f(si) = si), or dishonesty ¬h (f(si) = −si). After se-
lecting fi, i makes their observations si reports ŝi = fi(si)
for each pair of items (a, a′). The agents strategize over
their effort and reporting function in order to maximize their
utility Ui, a linear combination of their payment and the
cost of their exerted effort.

We utilize the logit quantal response function in Equation
2 for probabilistic choice (Goeree et al., 2020; McKelvey
& Palfrey, 1998; Friedman, 2019). To capture the notion
that effort can improve the likelihood of an agent observ-
ing the true preference for pair (a, a′) determined by their
underlying utilities, we set the precision parameter ω to
be endogenous effort, a non-negative real number, where
ω = 0 results in an uninformed strategy. Given the un-
derlying preference sθ = sgn(θa − θa′) with respect to
items a and a′, the likelihood of i’s preference aligning
with that of θ is the Bradley-Terry model parameterized
by ωi such that Pr(a ≻i a′, θa > θa′ |ωi = 0) = 1

2 and
limω→∞ Pr(a ≻i a

′, θa > θa′ |ωi = ω) = 1. We refer to
this model formally as the Bradley Terry Effort model:

Definition 4.1. (Bradley-Terry Effort Model) Let A be a
set of items and θ ∈ R|A| be a vector such that θa is a scalar
quality associated with an item a ∈ A and independently
and identically drawn from a fixed, non-atomic distribution
on R. Additionally, let ω ∈ R be a scalar value for the effort
exerted by an agent i when arriving at a pairwise preference
signal Si ∈ {−1, 1}, a random variable that has a value 1
if i has determined that a ≻ a′, and −1 if i has determined
that a′ ≻ a. For a fixed θ,

Pr(Si = sθ) =
1

1 + e−ωi(θa−θa′ )
= σ

(
ωi(θa − θa′)

)
(4)

We then define the cost for an agent exerting an effort of
ω to be a continuous, strictly increasing concave function
c(ωi), where c(0) = 0. As in Easley & Ghosh (2015); Chen
et al. (2024a); Zhang & Schoenebeck (2023), we assume
a homogeneous population of agents with identical private
types, particularly due to the self-selecting nature of crowd
work and the common use of preselection filtering. We
also assume that the principal knows the cost functions of
all the agents. Given the mechanism M determined by

the principal where i is paid Mi(s⃗) based on the reported
pairwise preferences s⃗ from all agents about items in A, let
i’s strategy σ be the tuple (ωi, fi), and σ⃗ be a vector of all
of the agents’ strategies. For a strategy profile σ⃗, agent i’s
utility given M and θ is their payment subtracted by the
cost of their exerted effort, shown in Equation 5:

Ui(σ⃗ | M, θ) = Mi(s⃗)− c(ωi) (5)

5. Incentive Compatibility Properties
A mechanism is referred to as incentive compatible when
agents are never worse off by being truthful about their
preferences. However in our model, the principal’s utility
is proportional to the likelihood that a given agent i reports
Ŝi = sθ, which is a function of effort and honesty; the
more informed and truthful the agents in reporting their
preferences, the more faithful the aggregated preferences
are likely to be. A mechanism framework under our model
are incentive compatible (IC) if it satisfies three particular
properties:

• Uninformed Equilibrium Incompatibility (UEI)

• Symmetric ω-Bayesian-Nash Incentive Compatibility
(ω-BNIC)

• Effort-Competitiveness (EC)

A mechanism is uninformed equilibrium incompatible if a
collective lack of effort is not an equilibrium. A mechanism
that encourages effort ideally ensures that when all other
agents j exert ωj = 0 effort, an agent i is always better off
deviating to a strategy with nonzero effort ωi > 0.

A mechanism is symmetrically ω-BNIC if, when every agent
exerts non-zero effort (informed) at a particular effort value
ω and reports there preferences honestly, no agent is better
off deviating to dishonesty or a different effort level, and the
expected payment for every agent is no less than that of any
other symmetric equilibrium. In other words, there should
exist some ω > 0 such that the symmetric strategy profile
where agents exert ω effort and select an honest reporting
function is not only an equilibrium, but the equilibrium with
the greatest reward for each agent.

Effort competitiveness simply means that if an agent in-
creases their effort, other agents can increase their expected
reward by doing so too. The formal definitions of these
qualities are given below:
Definition 5.1. Let σ⃗ = (0, f) be the symmetric strategy
profile where all agents exert zero effort, and σi denote
agent i’s effort and reporting strategy (ωi, fi). A mecha-
nism M is uninformed equilibrium incompatible (UEI) if
argmax

σi

Eθ[Ui(s⃗) | σ⃗−i, σi] /∈ {(0, h), (0,¬h)}.
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Definition 5.2. A mechanism M is symmetrically ω-
Bayesian-Nash incentive compatible (ω-BNIC) if there ex-
ists ω > 0 such that the symmetric strategy profile σ⃗ where
all agents have strategy σ = (ω, h) is a symmetric Bayes-
Nash Equilibrium, and the expected utility of each agent is
no less than that of any other symmetric equilibrium.
Definition 5.3. Let σ⃗−i be the strategy pro-
file of all other agents j, and (ω, h) ∈
argmaxσi∼(ωi,fi) Eθ[Ui(s⃗) | σ⃗−i, σi]. Let σ⃗′

−i be
the strategy profile of other agents resulting from
a deviation by an honest agent ι, where ι changes
their strategy (ωι, h) to a (ω′

ι, h) where ω′
ι > ωι.

A mechanism M is effort competitive (EC) if there
Eθ[Ui(s⃗) | σ⃗′

−i, fi = h]−Eθ[Ui(s⃗) | σ⃗′
−i, ωi = ω, fi = h]

is non-negative and non-decreasing for all ωi ∈
[
ω, ωδ

]
,

where ωδ = ω + (ω′
ι − ωι).

We then evaluate mechanism frameworks by determining
which of the three properties they can satisfy, and for the
properties they can satisfy, we identify the necessary condi-
tions on the mechanism parameters. In order for a parameter
constraint to ensure that a property is satisfied, it must be
exogenous: It cannot be a function of the agent strategies.

6. Mechanism Frameworks
We consider mechanism frameworks that leverage peer-
prediction and properties entailed by the Bradley-Terry ef-
fort model in Definition 4.1. Additionally, since workers are
averse to high rejection rates and desire for more consistent
pay and simple payment policies (Huang et al., 2023), we
require that mechanisms must be simple and explainable to
the agents, and the agents do not receive negative payment.
Lastly, we only consider mechanisms that treat agents as
anonymous and allow for a small, finite number of agent
reports per comparison. In sum, we only examine peer-
prediction mechanism frameworks with single-item reports
of pairwise judgments, require only a minimum three agents
per item comparison, and ensure limited liability for each
agent.

Peer Pairwise Agreement Framework. A peer pairwise
agreement (PPA) mechanism framework is a basic agree-
ment mechanism that rewards agents for giving the same
reports:

MPPA
i (s⃗) =

∑
a,a′

∑
j ̸=i

vij (6)

where we denote by vij the agreement between agents i and
j for reports ŝi and ŝj with respect to a pair of items a and
a′, such that vij = z if ŝi = ŝj , and vij = 0 otherwise.

Bayesian Strong Stochastic Transitivity Framework. The
Bayesian SST mechanism, developed by Chen et al. (2024a),
rewards adherence to an information structure implied by
stochastic transitivity called uniform dominance:

Definition 6.1. (Uniform Dominance) Let Si = S(a, a′),
Sj = S(a′′, a′), and Sk = S(a′′, a) be random variables
such that (Si, Sj , Sk) ∈ {−1, 1}3 and S(a, a′) = 1 if a ≻
a′ and −1 if a′ ≻ a. Sj uniformly dominates Sk if Pr(Sj =
si|Si = si) > Pr(Sk = si|Si = si) for all si ∈ {−1, 1}.

Intuitively, uniform dominance means that if a preference
a ≻ a′ is observed, the preference a′′ ≻ a′ is more likely to
be observed than a′′ ≻ a.

Where for (ŝi, ŝj , ŝk) i is reporting a preference for Ŝi =

Ŝi(a, a
′) for (a, a′), j is reporting a preference Ŝj =

Ŝj(a
′′, a′) for (a′′, a′) and k is reporting a preference

Ŝk = Ŝk(a
′′, a) for (a′′, a). The general bonus payment

v(ŝi, ŝj , ŝk) from Chen et al. (2024a) is shown below, where
z > y > 0. For simplicity of notation, we denote ŝi to be i’s
reported preference between a and a′, ŝj to be j’s reported
preference between a′′ and a′ and ŝk to be k’s reported
preference between a′′ and a.

MBSST
i (s⃗) =

∑
a,a′,a′′

∑
j,k ̸=i

v
(
ŝi, ŝj , ŝk

)
(7)

v(ŝi, ŝj , ŝk) =


z if (ŝj = ŝi) ∧ (ŝk = −ŝi)

y if (ŝj = ŝi)⊕ (ŝk = −ŝi)

0 otherwise

Acyclic Peer Agreement Mechanism Framework. An
acyclic peer agreement mechanism (APA) takes into ac-
count the information structure across an agent’s reported
preferences and their peer agreement with other agents. The
motivation behind the mechanism framework is to penalize
the incoherence of an agent’s preferences by only allowing
the agent to accrue peer agreement reward for the subset
of pairwise judgments that were coherent. We refer to a
set of reports from agent i as coherent if each pairwise
judgment Si(a, a

′) is such that there does not exist a′′ such
that Si(a, a

′) = Si(a
′, a′′) = Si(a

′′, a). In other words,
coherent reports are not in cycles with one another.

The APA mechanism is shown in Equation 8, where g(s⃗i) is
the number of coherent reports, G(s⃗i) is the set of coherent
reported item pairs such that |G(s⃗i)| = g(s⃗i), and vij is the
peer agreement term from the PPA mechanism framework:

MAPA
i (s⃗) =

∑
a,a′∈G(s⃗i)

∑
j ̸=i

vij (8)

7. Discussion and Future Work
We present Acyclic Peer Agreement as a novel mechanism
framework for preference elicitation. Our next step is to
analyze each of the mechanism frameworks on the UEI,
ω-BNIC and EC properties. We aim to support our intuition

6



that APA can uniquely satisfy all three properties, and dis-
cover if it can accommodate a more sophisticated model of
preference elicitation where agents have heterogenous cost
functions. We also seek to follow our theoretical analysis
with experimental results.

The problem of designing mechanisms for high effort and
truthful preference elicitation extends beyond just human
feedback in RLHF. Mechanisms that encourage faithful
feedback are needed in a world where aligned agentic AI
systems are deployed on behalf of organizations and indi-
viduals. In addition to the payment structure, the principal
could have more control over the ways in which pairwise
preferences are elicited, or have control over what tasks the
agents are given. The principal’s utility could also extend
beyond faithfulness, and include qualities such as budget
efficiency. While we opted to focus on analyzing the in-
centive compatibility of mechanism frameworks, there is
also an opportunity to consider the space of all possible
mechanisms that map outcomes to payments, and find the
one that optimizes the principal’s utility. We also have an
opportunity to explore a more sophisticated model in which
the agents do not have homogeneous types, and the principal
utility is dependent on additional or different qualities, such
as fairness.

Lastly, the difficulty of ensuring truthfulness and effort from
human agents, in both the real world and an idealized model,
raises open questions about how to scale supervision in
a way that is less reliant on direct human feedback, but
remains effective in ensuring that AI systems “do what
we want them to do.” With a more sophisticated model of
synthetic agents, our model and mechanism design approach
could be extended to fit alignment processes that involve a
mix of human and non-human supervision.

Impact Statement
This paper presents work whose goal is to advance the fields
of Machine Learning and Mechanism Design. There are
many potential societal consequences of contributions being
further developed, particularly related to the payment struc-
tures for online crowdsourced annotations. However, since
we only propose a method in order to later prove some theo-
retical guarantees, we do not feel that these consequences
need to be highlighted or elaborated upon.
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