MEDIC: Mitigating EEG Data Scarcity Via
Class-Conditioned Diffusion Model

Gulshan Sharma Abhinav Dhall
Indian Institute of Technology Ropar, India Indian Institute of Technology Ropar, India
Monash University, Australia

Ramanathan Subramanian
University of Canberra, Australia

Abstract

Learning with a small-scale Electroencephalography (EEG) dataset is a non-trivial
task. On the other hand, collecting a large-scale EEG dataset is equally challenging
due to subject availability and procedure sophistication constraints. Data augmenta-
tion offers a potential solution to address the shortage of data; however, traditional
augmentation techniques are inefficient for EEG data. In this paper, we propose
MEDIiC, a class-conditioned Denoising Diffusion Probabilistic Model (DDPM)
based approach to generate synthetic EEG embeddings. We perform experiments
on a publicly accessible dataset. Empirical findings indicate that MEDIC efficiently
generates synthetic EEG embeddings, which can serve as effective proxies to
original EEG data.

1 Introduction

Over the past few years, there has been rapid growth in the applications of Artificial Intelligence
(AD) in the healthcare sector. From diagnosing diseases through medical imaging to personalized
treatment plans, generative Al-based solutions are transforming modern healthcare practices [1]].
Within this transformation landscape, medical imaging is one area where generative Al has made
significant progress [2]. EEG is a brain-imagining technique applied to diagnose various neurological
disorders [3]. Unlike traditional imaging methods such as X-rays or MRI, which produce anatomical
images; EEG measures the fluctuations in electrical potentials generated by neurons. It has a high
temporal resolution, which allows real-time analysis of brain activity [4} 5]]. It also serves as a
well-established clinical tool for automatic diagnosis of neurological conditions such as epilepsy,
sleep disorders, and neurodegenerative disorders like Alzheimer’s disease [6]].

The automated diagnosis via EEG signals primarily depends on classification techniques. These
methods identify complex patterns within EEG signals and categorize them into normal vs. abnormal
classes [7]. However, interpreting EEG data is challenging due to its highly dynamic nature and
susceptibility to various artifacts [4} [8]. To address these issues, a substantial amount of research
efforts have been directed toward developing Deep Neural Network (DNN) based classification
models. DNN can effectively recognize EEG patterns but requires a large amount of data to achieve
generalization [9]]. EEG datasets are relatively small in comparison to other data modalities, such as
text, image, and audio [[10]]. This is due to the complex and resource-intensive process involved in
collecting EEG data. Collecting EEG data, particularly from individuals with neurological disorders,
necessitates controlled experimental conditions, making the process more challenging. As a result,
researchers frequently face generalization constraints when it comes to including DNN in their
studies.
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Methods such as data augmentation are useful in addressing the EEG data scarcity [[11]]. With data
augmentation, one can generate synthetic EEG samples which exhibit properties similar to the original
EEG data [12]. It is a cost-effective and promising solution which can improve DNN’s performance
and reduce the risk of overfitting by increasing the diversity in training data. In this paper, we present
MEDIC, an augmentation framework capable of generating EEG latent embeddings comparable to
real EEG data. Our research contributions are summarized below:

 Unlike traditional EEG augmentation methods, we consider latent EEG embeddings as a
descriptor of EEG signals and perform augmentation based on these embeddings.

* We propose a class-conditioned Denoising Diffusion Probabilistic Model (DDPM) based
approach for generating synthetic EEG embeddings for data corresponding to Alzheimer’s
disease, Frontotemporal Dementia, and Control Group classes.

» We validate the quality of synthetic EEG embeddings by measuring their ability to maintain
class discrimination. Furthermore, we perform a similarity check via Jensen-Shannon
Divergence scores. Additionally, we compare the fidelity of synthetic EEG embeddings
generated via class-conditioned DDPM and VAE.

2 Background

2.1 EEG Data Augmentation

The majority of EEG augmentation methods can fall into (a) time-domain, (b) frequency-domain, (c)
spatial-domain, and (d) latent feature space augmentation. The time-domain augmentation involves
applying transformations such as time-shifting, amplitude scaling, filtering, waveform warping,
and noise injection directly to the EEG time series [12]. Frequency-domain augmentation involves
modifying the frequency content of the signals via applying frequency filtering, frequency warping,
or spectral interpolation methods [13]]. Spatial-domain augmentation involves changing the spatial
distribution of EEG electrodes via channel interpolation and dropout [14]. Latent feature space
augmentation enhances the EEG dataset by generating new samples within the learned latent space.
Since EEG recordings are highly prone to artifacts which distort the neural information, leading to
inaccurate diagnostic conclusions. Latent space provides a compact and enhanced signal-to-noise
ratio proxies while retaining its essential information [[15} [16].

2.2 Denoising Diffusion Probabilistic Model

DDPM falls under the class of score-based generative models, which learn the underlying data
distribution by estimating the gradients of the log-likelihood of the data [[17,[18]. DDPM comprises
two sub-processes: forward diffusion and backward diffusion. The forward diffusion introduces noise
to the input data via a predetermined noise scheduler until the data transforms into pure noise. On
the other hand, the backward diffusion aims to reconstruct the original data from the noise. It begins
with the noisy data obtained at the end of the forward diffusion process, and at each time step, a
neural network predicts how much noise needs to be removed to return to the previous step. While
generating data samples belonging to a specific class, model conditioning enables the incorporation
of class-specific constraints into the generative process [[19]. In context to DDPM, classifier guidance
[20] and classifier-free guidance [21] are two main approaches for model conditioning.

3 Dataset

In this paper, we examine a publicly available EEG dataset which comprises EEG recordings of
88 participants, categorized into three groups: 36 individuals diagnosed with Alzheimer’s disease
(AD group), 23 diagnosed with Frontotemporal Dementia (FTD group), and 29 healthy subjects (CN
group). The resting state EEG signals are collected via Nihon Kohden EEG 2100 clinical device,
applying 19 scalp electrodes positioned according to the 10-20 international system. In our study,
we use the pre-processed version of this dataset, which is publicly accessible. For more detailed
information, interested readers may refer to the references [22}23].
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Figure 1: MEDIiC framework: EEG data is input to a semantic encoder to extract EEG embeddings.
These embeddings, along with class label encodings, are then input into the class-conditioned DDPM
to generate synthetic EEG embeddings (left). Conditional U-Net architecture used during backward
diffusion process (right).

4 Method

Our proposed approach can be divided into two stages: (a) Training a semantic encoder which
removes irrelevant details and learns a latent EEG space semantically equivalent to the original EEG
data, and (b) Developing a class-conditioned DDPM which operates within the latent EEG space and
has the capacity to generate any number of synthetic EEG samples.

4.1 Latent EEG Embedding Generation

In the first stage, we begin by dividing EEG signals into 30-second segments with 25% overlap
between consecutive segments. We assume that 30-second EEG data is sufficient to learn discrimina-
tive features across the AD, FTD, and CN groups. Afterward, we apply EEGNet [9] as a semantic
encoder network on these segments. EEGNet is a neural network designed to learn class-disentangled
representations from EEG signals. In our implementation, we train EEGNet on categorical cross-
entropy loss with Adam optimizer, learning rate set to 0.0002. We continue the training process until
EEGNet reaches its convergence point. We ensure that EEGNet learns well-discriminative features
from the original EEG signals by performing a 5-fold cross-validation procedure. Finally, we extract
the 784-dimensional latent embeddings from the feature representation layer of the EEGNet, resulting
in 1265, 718, and 1048 embedding samples corresponding to AD, CN, and FTD groups. These latent
embeddings serve as the basis for our augmentation method.

4.2 Class-Conditioned DDPM Development

In the second stage, we develop a class-conditioned DDPM tailored to train on the 784-dimensional
latent EEG embeddings extracted via the EEGNet. In our implementation, the forward diffusion
process comprises a predefined noise scheduler which returns pre-computed schedules for DDPM
sampling. For the backward diffusion, we implement a simple U-Net architecture, where class
conditioning is based on the classifier-free diffusion guidance process [21]]. This U-Net incorporates
context and time-step encoding, which are generated via separate MLP networks. These MLP
comprise two dense layers, each with 256 neurons and GELU activation. Figure [3] (right side)
illustrates the U-Net architecture. To train the DDPM, we apply the Adam optimizer, with the
learning rate set to 0.0001 and the batch size to 32. We conduct training for 200 epochs and observe
that the model reaches a stable value for the loss function. After the successful training, we generate
500 synthetic samples for each class.

S Experiments & Validation Procedure

In our experiments, we divide data randomly into a 60-40 train-test split, with 60% data allocated
for training the DDPM and the remaining 40% reserved to evaluate the efficacy of the synthetic



embeddings. After splitting, the Train set comprises 759, 431, and 628 embedding samples, while the
Test set consists of 506, 287, and 420 embedding samples, corresponding to the AD, CN, and FTD
groups, respectively. We conduct the following experiments to evaluate the quality of synthetic EEG
embeddings.

5.1 Train Synthetic Test Original

The quality of the synthetic data can be measured as its ability to maintain class discrimination for
the downstream tasks [24]]. We perform AD—CN and FTD-CN classification, where an MLP is
trained on the synthetically generated EEG embeddings and tested on the Test set of original EEG
embeddings. If good classification performance is observed, then one can argue that synthetically
generated embeddings effectively differentiate between classes in the data.

5.2 Mutual Information

We calculate the Jensen-Shannon Divergence (JSD) score [25] between synthetic and original
embeddings, which measures the difference in information represented by the two distributions. This
quantitative evaluation provides a statistical measure of how well the synthetic embeddings align with
the original embeddings. The JSD is symmetrical, meaning the order of the input distributions does
not affect the result. Its value lies in the range [0, 1], where O indicates that given two distributions
are identical. A higher JSD suggests greater dissimilarity, indicating potential information loss during
the data generation process.

5.3 Comparison with VAE

We implement a class-conditioned Variational Autoencoder (VAE) [26] to compare the fidelity
of the synthetic EEG embeddings generated by the proposed DDPM. VAE uses a probabilistic
approach to learn a latent distribution of the input data, enabling the generation of new data points
by sampling from the learned distribution. We apply Train Synthetic Test Original procedure on the
EEG embeddings generated via VAE and summarize the classification results in Table I]

6 Results & Discussion

6.1 Train Synthetic Test Original

While training the MLP with synthetic embeddings and testing it on unseen original embeddings, we
observed robust classification results for both AD—CN and FTD-CN. This observation confirms that
the synthetic EEG embeddings generated via DDPM preserve crucial class discrimination information,
which is necessary for downstream tasks. We also observe lower uncertainty across multiple training
repetitions, which confirms the reliability of DDPM in generating high-quality synthetic embeddings.
The classification results are summarized in Table[Il

6.2 Mutual Information

In our experiments, we calculate JSD between synthetic and both Train and Test of original embed-
dings. The results, depicted in Table[2] demonstrate relatively low JSD scores for all three classes (AD,
CN, and FTD) in both Train and Test sets. This finding suggested a significant alignment between

Table 1: Classification results via MLP; trained on Synthetic Embeddings and evaluated on the Test
set of Original Embeddings. Precision, recall, and F1 score are calculated via unweighted averaging.
These results represent the mean score and its uncertainty across 10 training repetitions.

MLP—Classification | Precision Recall F1 Score

AD-CN (DDPM) 0.98+£0.01 0.98+0.01 0.98+0.01
FTD-CN (DDPM) | 0.86+0.01 0.87+0.01 0.84+0.01

AD-CN (VAE) 0.79£0.08 0.76+0.09 0.75%+0.09
FTD-CN (VAE) 0.74£0.11  0.63+0.10  0.53+0.10




Table 2: The JSD score is computed between the Synthetic Embeddings and the Train/Test set of
Original Embeddings. JSD = 0 means identical distributions; JSD = 1 means completely dissimilar.

Class Embedding Set-1 Embedding Set-2  JSD Score

AD Synthetic Train Set 0.043
AD Synthetic Test Set 0.042
CN Synthetic Train Set 0.051
CN Synthetic Test Set 0.048
FTD  Synthetic Train Set 0.092
FTD  Synthetic Test Set 0.094

the synthetic and original embedding distributions. Notably, the JSD scores remained consistent
across different classes, indicating the reliability of the synthetic data generation process. While a low
JSD score between the synthetic and Train set indicates a high degree of similarity; a low JSD score
between the synthetic and Test set confirms the proposed method’s capacity to generalize effectively
on unseen data.

6.3 Comparison with VAE

In Table[I] the comparison between DDPM and VAE reveals that synthetic embeddings generated
by DDPM consistently yielded higher precision, recall, and F1 scores compared to those generated
by VAE in both AD-CN and FTD-CN classification. Furthermore, after conducting 10 training
repetitions, we observed a higher uncertainty in the classification results with the VAE embeddings.
This higher uncertainty hinders the ability to generalize well.

7 Conclusion

To address the limited availability of EEG data, we propose MEDIiC, a class-conditioned DDPM-based
framework which generates synthetic embeddings in the latent EEG space. Our method provides a
practical and scalable solution to generate high-quality synthetic EEG embeddings. EEG datasets
in healthcare often exhibit long-tail distributions. Our method can generate a flexible number of
synthetic EEG data points, which can be useful across healthcare scenarios where the availability
of EEG data is limited or highly imbalanced. Moreover, the synthetic data does not represent real
individuals; therefore, the privacy concerns associated with sharing actual patient information are
minimized. Furthermore, synthetic data may escalate specific biases which may or may not be
inherent in the original EEG data. Therefore, it is crucial to identify a suitable semantic encoder
which can handle these biases. Additionally, incorporating a semantic information-informed loss into
the diffusion model itself can be a promising direction for future research.
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