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Abstract001

Recent advancements in Language Models002
(LMs) have catalyzed the creation of multiple003
benchmarks. A crucial task, however, is assess-004
ing the validity of the benchmarks themselves.005
This is most commonly done via Benchmark006
Agreement Testing (BAT), where new bench-007
marks are validated against established ones008
using some agreement metric (e.g., Spearman009
correlation). Despite the crucial role of BAT010
for benchmark builders and consumers, there011
are no standardized procedures for such agree-012
ment testing. This deficiency can lead to in-013
valid conclusions, fostering mistrust in bench-014
marks and upending the ability to choose the015
appropriate benchmark. By analyzing over 50016
prominent benchmarks, we demonstrate how017
some overlooked methodological choices can018
significantly influence BAT results, potentially019
undermining the validity of conclusions. To020
address these inconsistencies, we propose a set021
of best practices for BAT and demonstrate how022
utilizing these methodologies greatly improves023
BAT robustness and validity. To foster adop-024
tion and facilitate future research, we introduce025
BenchBench1, a Python package for BAT, and026
release the BenchBench-leaderboard2, a meta-027
benchmark designed to evaluate benchmarks028
using their peers.029

1 Introduction030

As Language Models (LMs) increasingly excel031

across a broad range of tasks, new benchmarks032

– often measuring similar abilities – are constantly033

proposed. This deluge of benchmarks underscores034

the importance of Benchmark Agreement Testing035

(BAT). BAT involves validating a new benchmark by036

comparing it against established and trusted bench-037

marks, using statistical agreement metrics. This038

comparison is based on the performance scores of039

models across the different benchmarks.040
1https://bit.ly/benchbench
2https://bit.ly/benchbench-leaderboard
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Figure 1: Running BAT using our best practices in-
creases consistency by 3x. The average standard devia-
tion of BAT results over multiple instances is drastically
decreased using our best practices, without incurring
further computational costs. These best practices can be
easily applied using our BenchBench package. Further
details in Table 1.

BAT is often used to validate that a new proposed 041

benchmark measures what it was designed to mea- 042

sure. The expectations from this measurement de- 043

pend on the benchmark’s goal; demonstrating high 044

agreement can serve to show that a new benchmark 045

captures model abilities similar to those measured 046

by established and well trusted benchmarks. (Lei 047

et al., 2023; Viswanathan et al., 2023; Chang et al., 048

2023; Li et al., 2024b; Prabhu et al., 2024; He et al., 049

2024). High agreement can also validate that an 050

efficient version of a benchmark (e.g., requiring 051

less compute or labeling) measures the same thing 052

as the original benchmark (Perlitz et al., 2023; Polo 053

et al., 2024; Prabhu et al., 2024; Vivek et al., 2023). 054

In contrast, if a benchmark aims to test a unique 055

trait – one that is not properly covered by exist- 056

ing benchmarks – BAT will be used to demonstrate 057

the disagreement of such benchmarks with existing 058

ones (Yuan et al., 2024; Waldis et al., 2024). The 059

above goals are relevant both for benchmark cre- 060

ators and for benchmark consumers. Creators will 061
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typically use BAT to validate the properties of their062

new benchmark; benchmark consumers might use063

it to choose which existing benchmark they want064

to use.065

However, despite the wide application of BAT066

in recent years, there is a glaring absence of com-067

mon methodology. Specifically, the significance068

of several methodological decisions in BAT is cur-069

rently overlooked, undermining the validity of any070

conclusions made.071

In this work, we aim to bring order and consis-072

tency into the practice of BAT. Analyzing more than073

50 of the most common benchmarks (§2), span-074

ning over 200 models, we show the critical impact075

of several methodological decisions in BAT, effec-076

tively altering the conclusions that researchers will077

draw from their analyses (§3).078

We focus on three such critical choices: select-079

ing the reference benchmark (§3.1), the models in-080

cluded in the test (§3.2), as well as the correlation081

metrics and their interpretation (§3.3). For exam-082

ple, as seen in Figure 2, choosing a different subset083

of models produces substantially different correla-084

tion scores, leading to different conclusions about085

benchmark agreement. The figure demonstrates086

that two benchmarks can (and often do) show high087

agreement across a wide range of models, while088

agreement over a few top-ranked models remains089

low.090

Building upon our findings, we compile a set091

of best practices for BAT (§4) and demonstrate092

their impact (see Figure 1 and Table 1). To fos-093

ter adoption and promote reproducibility, we have094

implemented these guidelines into BenchBench, a095

Python package for BAT (§5). BenchBench sup-096

plies users not only with a framework but also with097

the data needed to perform BAT, relieving users098

of the computational and time burden of gather-099

ing multiple benchmarks for comparison. Notably,100

when using BenchBench, applying our best prac-101

tices for running BAT will not require further com-102

putational resources. Furthermore, BenchBench is103

built to continually evolve, allowing easy addition104

of new benchmarks.105

Lastly (§5), we introduce the BenchBench-106

Leaderboard. Using BenchBench as its back-end,107

the BenchBench-Leaderboard is a dynamic leader-108

board that provides easy access to BAT results for109

established benchmarks. By ranking benchmarks110

based on their agreement with the user’s desired111

set of reference benchmarks, the BenchBench-112

Leaderboard facilitates making informed evalua-113
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Figure 2: BAT Conclusions depend on the models con-
sidered. Kendall-tau correlations between the LMSys
Arena benchmark and three other benchmarks: BBH,
MMLU, and Alpaca v2. Each group of bars represents
the correlation for different sets of top models, specifi-
cally the top 5, top 10, and top 15 (overlapping) models
(according to the Arena). The results indicate that the
degree of agreement between benchmarks varies with
the number of top models considered, highlighting that
different selections of models can lead to varying con-
clusions about benchmark agreement.

tion decisions. 114

To sum up, our contributions are as follows: 115

1. We perform a large-scale analysis of bench- 116

mark agreement, highlighting the impact of 117

several crucial methodological decisions (§3). 118

2. We propose guidelines for reliable and stan- 119

dardized BAT (§4) and demonstrate their im- 120

pact. 121

3. We release BenchBench, a Python package 122

for BAT implementing the guidelines and in- 123

corporating them with the required benchmark 124

data (§5). 125

4. We harness BenchBench as the back-end for 126

a new meta-benchmark (§5). 127

2 Setup 128

For our analysis, we use over 40 benchmarks, 129

with their results cutoff at Jan 2024. The bench- 130

marks we used include: AGI Eval (Zhong et al., 131

2023), Alpaca (v2) (Li et al., 2023), and its 132

length-adjusted version (Dubois et al., 2024), 133

HuggingFace OpenLLM Leaderboard (Beeching 134

et al., 2023), MMLU (Hendrycks et al., 2020), 135

MAGI (Paech, 2024), Chatbot-Arena and MT- 136

Bench (Zheng et al., 2023), Big Bench Hard (Suz- 137

gun et al., 2022). HumanEval (Chen et al., 2021) 138
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Table 1: Our recommendations substantially reduce
the variance of BAT. Ablation analysis for each BAT
recommendation separately and their combination. It
shows great gains in using our methodologies when
running BAT both separately and combined.

Recommendations BAT Variance Section
Ref.Aggregate

References
Select
Metric

Select
Models

σ (↓) Reduction

0.31 - -
X 0.23 −30% §3.1

X 0.23 −30% §3.3
X 0.20 −35% §3.2

X X X 0.10 −67% §4

ARC (Clark et al., 2018), HellaSwag (Zellers139

et al., 2019), TruthfulQA (Lin et al., 2022), Wino-140

grande (Sakaguchi et al., 2019), GSM8k (Cobbe141

et al., 2021a). EQ-Bench (v2) (Paech, 2023), Are-142

naHard (Li et al., 2024a) and OpenCompass (Con-143

tributors, 2023). For a wider survey of benchmarks144

used, see App. 9.1.145

Our analysis focuses on evaluating agreement146

between two benchmarks – a reference benchmark147

(established and commonly acceptable) and a tar-148

get benchmark (the one we assess, e.g., a new149

benchmark). Specifically, agreement is calculated150

as the correlation over the models ranks (using151

Kendall (Kendall, 1938)) or scores (using Pear-152

son (Pearson, 1895)).153

We note that an inherent constraint in BAT is the154

number of intersecting models between the bench-155

marks (i.e., models appearing in both benchmarks).156

Benchmarks lacking a sufficiently large set of in-157

tersecting models (for this work, we chose ≥ 5),158

cannot be reliably used for BAT.159

3 BAT Methodological Decisions: An160

Analysis161

When conducting BAT, researchers face a multi-162

tude of decisions: which reference benchmarks163

to compare against, which models to select for164

comparison, which metrics to use, how to define165

"agreement" between benchmarks, and so on.166

In the absence of guidelines, benchmark creators167

often make arbitrary choices, without clear justifi-168

cation or consistency across different studies.169

In this section, we demonstrate how such arbi-170

trary choices hinder the validity of BAT conclusions.171

Next, we highlight how commonly reported BAT172

results can foster false expectations among bench-173

mark consumers.174
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Figure 3: Agreement scores significantly vary
across different appropriate reference benchmarks.
Kendall-tau correlations between pairs of benchmarks
that are seemingly valid for BAT. Each is taken over 20
models sampled at random.

3.1 The Choice of Reference Benchmark 175

Matters 176

Finding a reference benchmark for BAT is a non- 177

trivial task. One needs to find a well-established 178

benchmark, whose data is readily available, and 179

which exhibits a large enough overlap with the 180

models already evaluated in the target benchmark. 181

Due to the above difficulty, BAT is commonly done 182

against one or two reference benchmarks (Yuan 183

et al., 2024). Benchmarks can be divided into 184

groups according to their measured abilities – for 185

example, holistic benchmarks that aim to measure 186

some loosely-defined construct of overall model 187

quality, such as BigBench (bench authors, 2023), 188

benchmarks measuring coding abilities (Chen 189

et al., 2021), math benchmarks (Cobbe et al., 190

2021a), etc. Thus, when selecting a reference 191

benchmark, there is often a somewhat arbitrary 192

choice between several possible benchmarks which 193

are all seemingly appropriate. 194

Figure 3 illustrates the variability caused by such 195

arbitrary choices: for each target benchmark, differ- 196

ent reference benchmarks produce wildly varying 197

agreement scores. For example, Alpaca V2 (sec- 198

ond row from above) demonstrates a wide range of 199

agreement levels with other benchmarks, spanning 200

from a mediocre agreement of 0.57 with MT-bench 201

to a high agreement of 0.82 with LMSys Arena, 202

even though both of these reference benchmarks 203

are considered to measure similar abilities. This 204

variability calls into question the validity of con- 205

clusions based on applying BAT when relying on a 206

single reference benchmark. 207
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To address this issue, we advocate using an ag-208

gregated reference benchmark that consolidates re-209

sults of multiple benchmarks based on the mean-210

win-rate; see more on this in §4.211

3.2 The Choice of Models Matters212

In performing BAT, one measures some agreement213

metric over the scores of a group of models overlap-214

ping between the target and reference benchmark.215

Typically, authors arbitrarily pick some small set216

of models for their analysis. However, as we detail217

below, both the quantity and the properties of the218

selected models should be taken into account when219

drawing conclusions from BAT.220

The Number of Compared Models Matters221

Figure 5 illustrates the relationship between the222

number of models and the variability of BAT results.223

It shows that with a small amount of models, BAT224

results can get highly unreliable, with a standard225

deviation approaching 0.25. For instance, in our226

analysis we found that the Kendall-tau correlation227

between LMSysArena and MT-Bench can range228

from approximately 0.65 to 0.99, depending on the229

particular number of models chosen. Thus, we see230

that the common practice of using a small number231

of models for BAT may jeopardise the validity of232

conclusions.233

Granularity Matters Performing BAT produces234

a score that indicates high or low agreement. How-235

ever, the meaning of this score will differ depend-236

ing on the models included in the analysis. For237

example, as seen in Figure 2, for a given pair of238

benchmarks, the agreement obtained over similarly239

strong models will generally be lower than over a240

set of models of varying qualities.241

To quantify this phenomenon, we investigate242

benchmark agreement where the subset of mod-243

els selected is not completely random, but is con-244

strained to sets of models that are adjacent in rank245

(e.g., models 3-7)3. Adjacent models have more246

similar performance. Thus, their score differences247

and ranking may be less stable, resulting in lower248

correlation scores. In Figure 4, we show that in-249

deed, for a given number of models, the correla-250

tion score when considering adjacent models is251

lower than that of randomly sampled models, with252

3Note that the sets of adjacent models were not selected
from a specific rank location (e.g., Top, Bottom, Middle) but
were randomly selected from the full range. For an analysis
of such location-dependent sets, see App 9.2.

5678910121520
Granularity (Number of models)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

M
ea

n 
B

en
ch

am
ar

k 
A

gr
ee

m
en

t
(K

en
da

ll-
ta

u 
co

rr
el

at
io

n)

Adjacent sampling
Random sampling

Figure 4: Agreement is lower for closely ranked mod-
els. Mean correlation (y) between each benchmark
(lines) and the rest, given different numbers of mod-
els. The Blue and Orange lines are the average of all
benchmark pair correlations with models sampled ran-
domly (orange) or in contiguous sets (blue). The shaded
lines represents adjacent sampling for the the set of
benchmarks listed in App 9.3.

a stronger effect as the number of models in the 253

subset decreases. 254

This discrepancy emphasizes the importance of 255

reporting BAT scores at multiple levels of granular- 256

ity. This would enable managing the expectations 257

of benchmark consumers, who may expect and de- 258

sire a specific level of granularity (e.g., getting the 259

very best models right, or discriminating between 260

strong and weak models). 261

3.3 The Choice of Correlation Metric 262

(and Threshold) Matters 263

BAT is the process of measuring correlations of 264

model scores (or ranks) between two benchmarks. 265

Once a correlation score is obtained, this score is 266

commonly interpreted based on how it compares 267

to some threshold; surpassing the threshold means 268

the agreement is considered "high", while falling 269

below it means the agreement is "low". 270

Currently, there are no consistent standards for 271

the types and thresholds of correlation metrics. For 272

instance, Liu et al. (2021) utilized both rank and 273

score correlations, setting a uniform threshold of 274

0.8 for both, whereas Sun et al. (2023) exclusively 275

employed rank correlation and opted for a distinct 276

threshold of 0.7. 277

To improve our understanding on the signifi- 278

cance of these choices, we analyse the relationship 279

between rank (Kendall-tau) and score (Pearson) 280

correlation metrics. In Figure 6 we present correla- 281

4



tion scores between different pairs of benchmarks282

with varying model subsets. We observe a strong283

linear relationship (r2 = 0.85) between the two284

correlation functions, indicating that they exhibit285

similar behavior in measuring agreement. However,286

the figure also shows a consistent score difference287

of approximately 0.2 between the two metrics, in-288

dicating a potential flaw in the current practice of289

applying the same threshold regardless of the met-290

ric chosen. This underscores the necessity for a291

data-driven approach – comparative in nature – to292

interpret correlation scores; see §4 for more details.293
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Figure 5: Agreement variance is inversely related to
model subset size. The mean standard deviation of the
Kendall-tau correlations arising from performing BAT
using different randomly sampled model subsets. The
blue line represents the benchmark mean while the other
ones are for the benchmarks listed in App 9.3.
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Figure 6: Agreement measures are linearly depended
but biased. The Kendall-tau and Pearson correlation of
all benchmark pairs show a strong linear dependence,
and a bias factor of 0.21. Colors represent the different
benchmarks listed in App 9.3.

4 BAT Best Practices 294

Use an Aggregate Reference Benchmark The 295

choice of reference benchmark can significantly 296

affect the validity of BAT conclusions, as demon- 297

strated by the variability in agreement scores when 298

different single benchmarks are used as references 299

(§3.1, Figure 3). To mitigate this variability, we pro- 300

pose combining the results from all benchmarks ap- 301

propriate for the goal of the BAT (e.g., benchmarks 302

measuring similar or dissimilar abilities) into an 303

aggregate reference benchmark by averaging their 304

model win-rates. This approach reduces the influ- 305

ence of outliers and provides a more stable and 306

robust measure of agreement, leading to more re- 307

liable conclusions. For example, when using BAT 308

to validate some efficient holistic benchmark, the 309

reference benchmark should be the aggregate of 310

all available holistic benchmarks. By combining 311

results from a group of benchmarks, the aggre- 312

gate benchmark provides both a more stable and 313

robust basis for comparison. Notably, since the 314

aggregate benchmark captures the distribution of 315

relevant results, it constitutes a better measure of 316

the underlying construct represented by the group, 317

called in the literature convergent validity (Carlson 318

and Herdman, 2012). 319

Measuring the effect of such methodology, in 320

Table 1, we compare the standard deviation of BAT 321

correlation results when using arbitrary reference 322

benchmarks (first line) to that when using the ag- 323

gregate, it shows that the standard deviation of 324

the correlation drops with our recommendation by 325

more that 30%. 326

Use a Data-driven Threshold Using predeter- 327

mined thresholds to interpret correlation scores 328

can be misleading, as the relative nature of “high” 329

or “low” agreement varies depending on the con- 330

text, such as model granularity (§3.3, Figure 4). A 331

more accurate and context-aware assessment can 332

be achieved by using a data-driven approach that 333

compares the target benchmark’s agreement with a 334

reference benchmark (preferably an aggregate) to 335

the distribution of agreement scores from various 336

other benchmarks against the same reference. The 337

steps of this approach are as follows: 338

1. Compile a Distribution: Begin by compil- 339

ing a distribution of agreement scores from 340

various benchmarks relative to the chosen ref- 341

erence benchmark. 342

2. Calculate the Target Benchmark’s Z-Score: 343
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Next, compare the target benchmark’s corre-344

lation score to this distribution by calculating345

its Z-score. Indicating how the target bench-346

mark’s agreement compares to that of other347

benchmarks.348

3. Interpret the Z-Score: Benchmarks with a349

Z-score above −1σ are considered to be in350

agreement with the reference; those below351

this threshold are not.352

By incorporating the natural distribution of353

benchmark agreement scores, this method ensures354

that the assessment of agreement is both context-355

sensitive and adaptive to changes in the benchmark356

landscape. Furthermore, as more benchmarks are357

added, the distribution is updated, making the test358

increasingly reflective of the current landscape of359

benchmarks measuring the desired trait.360

Use More Models and Sample Them Randomly361

BAT based on a small set of models tends to have362

high variance, as shown in Figure 5, where the363

standard deviation of results can reach 0.25 with364

fewer models (§3.2). To reduce this variability365

and enhance reliability, we recommend using at366

least 10 models, preferably more. A larger and367

more diverse sample provides a more representa-368

tive evaluation, minimizing bias and improving369

result stability. While increasing the number of370

models does raise computational costs, our recom-371

mendation remains practical, given that most model372

benchmarks already evaluate a larger number of373

models. These models should represent the entire374

spectrum of available models, including diverse375

sizes, architectures, and training methods. Aiming376

for a random selection ensures equal representa-377

tion and minimizes bias. Table 1 shows that using378

this methodology to select models decreases BAT379

variance by more than 30%.380

Report Multiple Granularities Benchmark381

agreement varies significantly with the range of382

model qualities considered, as demonstrated in Fig-383

ure 2 (§3.2). For instance, agreement can be high384

across a broad range of models but low among385

top-ranked models, which can mislead benchmark386

consumers who seek fine-grained distinctions. To387

address this, we recommend reporting agreement388

scores at multiple resolutions (e.g., 5/10/20 contigu-389

ous models, averaging across groups when more390

models were sampled). This practice provides a391

more nuanced and complete picture, allowing users392

to make informed decisions based on their specific 393

needs. This approach provides a more nuanced 394

view of benchmark agreement, highlighting critical 395

distinctions that might otherwise be missed (e.g. 396

the top 3 models are almost never in agreement 397

across benchmarks). 398

Follow The Above Rules! Properly performing 399

BAT using the above guidelines is not a trivial task. 400

These methodologies require complex statistical 401

tools, reproducible analysis and mostly, access 402

to a large amount of up-to-date benchmarks data. 403

Recognizing this difficulty, we have implemented 404

our recommended workflow into BenchBench, a 405

Python package for BAT, described below. 406

Making the case for our above recommendations, 407

Table 1 demonstrates the significant gains obtained 408

when using our methodological choices to perform 409

BAT. It shows not only that the different recom- 410

mendations each have an impact on variance, but 411

also that their effect can be combined to achieve a 412

substantially lower variance point – reducing the 413

standard deviation by ∼ 67%, and thereby deliver- 414

ing far more robust BAT results. 415

5 BenchBench - a Package and 416

Leaderboard 417

We introduce BenchBench, a package implement- 418

ing the above guidelines - standardizing the prac- 419

tice of BAT – and holding results of multiple bench- 420

marks for a wide varity of reference benchmark 421

choices. The python package is available in GitHub 422

at: https://bit.ly/benchbench. 423

The workflow of using the package is as follows: 424

1. A user enters their BAT configuration, includ- 425

ing the desired group of reference bench- 426

marks. 427

2. BenchBench recommends a set of models for 428

evaluation on the target benchmark. 429

3. The user inputs their benchmark results for 430

the recommended models. 431

4. BenchBench produces a full BAT report. 432

In the default functionality, BenchBench expects 433

a list of model scores over the target benchmark, 434

as well as a desired group of reference benchmarks 435

to compare to. It also offers the functionality 436

of proposing a minimal set of models for eval- 437

uation, ensuring fair and unbiased comparisons. 438

While offering flexibility to change the defaults, 439

6
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Figure 7: The BenchBench-leaderboard - A meta-benchmark for BAT. The following leaderboard is obtained
with the default configurations, using the aggregate of all holistic reference benchmarks as the reference benchmarks
and comparing subsets of 20 models that were sampled randomly. As more benchmarks are added to Holistic set,
results may be different upon view.

BenchBench’s BAT report includes several granular-440

ities of models. BenchBench standardizes arbitrary441

decisions that hinder reproducibility, following the442

best practices proposed here. Lastly, BenchBench443

offers the user to upload their benchmark results to444

the BenchBench database, enriching the reference445

benchmark distribution for future efforts, thereby446

enhancing BAT reliability without additional com-447

putational costs. due to running additional refer-448

ence benchmarks.449

We propose the BenchBench-leaderboard, a450

new leaderboard designed to rank benchmarks ac-451

cording to their agreement to a desired group of452

reference benchmarks (see Figure 7). To do so453

BenchBench ranks all submitted benchmarks by454

comparable standards.455

Since the BenchBench-leaderboard is build on456

top of the BenchBench package, new benchmarks457

uploaded to the package will be added to the leader-458

board as well. Thus, the benchmark will improve459

with time, taking into account novel benchmarks460

and measured model traits.461

6 BAT uses in Related Work462

While some examples were given in the text, we463

elaborate on a handful of works employing BAT.464

Some works survey and analyze a field by utiliz- 465

ing BAT techniques. Liu et al. (2021) check agree- 466

ment across many QA datasets and conclude that 467

since agreement is high, there is no need for more 468

QA datasets. Sun et al. (2023) use correlations 469

to show that Compositionality Benchmarks do not 470

agree amongst themselves. They used Kendall-Tau 471

and set 0.7 as the high agreement threshold. Other 472

works performed general efficient evaluation re- 473

search and utilized BAT (Prabhu et al., 2024; Perlitz 474

et al., 2023; Polo et al., 2024; Viswanathan et al., 475

2023). All of these works performed a thoughtful 476

evaluation and large (reliable) rank correlation over 477

all the models in the benchmarks. However, they 478

did not consider the high correlations achieved in 479

such settings (§3.2). 480

Other work relies on BAT to compare to a specific 481

benchmark. Feng et al. (2024) automatically sam- 482

ple a small set of instructions as an efficient LLM 483

benchmark, reducing human labor significantly. 484

They show this still agrees with existing bench- 485

marks. Similarly, Lei et al. (2023) and Viswanathan 486

et al. (2023) both propose a synthetic benchmark as 487

a proxy and show good agreement with the original 488

benchmark, although they differ in their methodol- 489

ogy. Chang et al. (2023) propose two benchmarks 490

7



and use agreement to show that they capture the491

same phenomenon, and Mizrahi et al. (2023) test492

agreement within the same benchmarks using dif-493

ferent prompts. Li et al. (2024b) validate a new494

benchmark with 6 models of 3 sizes 7B,13B,33B495

with agreement alpaca(v2) (Li et al., 2023). Yuan496

et al. (2024) and (Waldis et al., 2024) show di-497

vergent validity by comparing their benchmark to498

established ones, showing low BAT scores. Lastly,499

(Perlitz et al., 2023) compared efficient versions of500

the HELM benchmark to the full one.501

7 Discussion and Conclusions502

In this work, we shine a light on the lack of con-503

sistent BAT methodology. We analyze several BAT504

choices on a broad spectrum of benchmarks and as-505

sess their effect. Our analysis shows that different506

choices of (1) Models (2) Reference Benchmark(s),507

and (3) Thresholding scheme, can significantly al-508

ter BAT conclusions. Therefore, we advise a set509

of best practices and provide a Python package510

that aims to facilitate a consistent BAT process in511

the community. We also release the BenchBench-512

leaderboard, a benchmark that quantifies the agree-513

ment of a benchmark with an aggregate of existing514

benchmarks.515

In this paper, our focus was on the methodologi-516

cal issues when performing BAT. We did not deal517

with questions regarding when BAT should be used,518

and how conclusions from BAT should be inter-519

preted. Next, we describe several such open ques-520

tions.521

What do we make of high agreement? It is not522

trivial how one should treat two benchmarks that523

are in high agreement with each other. If one is524

more convenient to run (e.g., doesn’t require costly525

metrics), then from a practical perspective, a user526

can simply choose it over the more expensive one.527

However, practitioners and researchers must not528

confuse high agreement with the notion that the529

benchmarks actually measure the exact same qual-530

ities. Among other things, this could lead to the531

erroneous conclusion that new benchmarks are no532

longer needed, impeding new benchmark develop-533

ment. The community must also discriminate be-534

tween correlations of model abilities (strong mod-535

els are strong at many tasks) and correlations of the536

benchmarks themselves (the benchmarks actually537

measure the same qualities).538

What do we make of low agreement? Relia- 539

bility concerns the consistency of benchmark re- 540

sults. In this paper, we accept the benchmark scores 541

as presented and focus on their benchmark valid- 542

ity, which assesses whether benchmarks accurately 543

measure what they purport to evaluate. However, 544

this ignores the reliability issues within the bench- 545

marks, which place an upper bound on the level 546

of benchmark agreement. If, for instance, a bench- 547

mark cannot reliably differentiate between its top-3 548

models, then naturally we do not expect to see 549

agreement over the top-3 models with other bench- 550

marks. Looking forward, methodological improve- 551

ments in BAT must include incorporating reliabil- 552

ity measures, allowing to decouple disagreements 553

from low reliability. 554

How do we use BAT to retire benchmarks? 555

Another point concerns the role of BAT for 556

benchmark retirement, i.e., at what point do we 557

decide that an old benchmark is no longer relevant 558

and should be discarded. Currently the issue of 559

retirement is viewed mainly from the perspective 560

of saturation, where the community stops using 561

benchmarks on which all new models succeed. 562

However, another reason to retire benchmarks 563

may be that the mixture of abilities models are 564

expected to possess has shifted over time. In this 565

scenario, BAT can reveal that a certain benchmark 566

is no longer viable. 567

568

In conclusion, our study enhances the preci- 569

sion and reliability of Benchmark Agreement Test- 570

ing by establishing best practices and introducing 571

the BenchBench Python package and leaderboard. 572

These contributions foster standardized evaluations, 573

enabling more accurate comparisons across bench- 574

marks and setting a new direction for computa- 575

tional linguistics research. 576

8 Limitations 577

We note that finding low agreement may indicate 578

one of two issues, both of which have negative 579

implications. These issues should be addressed or 580

interpreted differently. One option is that the bench- 581

mark measures something different from what it 582

is supposed to and is hence not valid. That is the 583

more common interpretation and calls for changes. 584

Another option might be that the benchmark is just 585

not reliable, intuitively its ranking is unstable and 586

did not converge. In such cases, even the same 587

benchmark may not agree with itself given small 588

8



changes (subsets, seeds etc.), this usually calls for589

evaluating on more examples (Choshen et al., 2024)590

or configuration (Bandel et al., 2024). There is a591

positive note to the same story, if a benchmark al-592

ready shows a strong BAT in fine-grained evaluation593

(e.g., 5 models close to each other), it also means594

that it is quite reliable.595

Sometimes BAT is not needed. BAT gives a way596

to validate a benchmark by an external source of597

authority. However, other methods or other sources598

for authority (e.g., being masterfully crafted by599

experts) might give stronger signals. Especially in600

the case of new and unique signals that can mostly601

show they are different, but not that they are valid602

for their own unique purpose.603

In general, BAT needs a reference benchmark, or604

ideally multiple benchmarks that provide diverse605

measurements of the same construct. Still, choos-606

ing the right reference benchmarks might be tricky,607

and the results might be sensitive to this choice.608
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9 Appendices824

9.1 Benchmarks used825

The AGI Eval (Zhong et al., 2023) benchmark826

assesses models on human-level cognition and827

problem-solving tasks, which tests the real-world828

applicability of model outputs. Similarly, Alpaca829

(v2) (Li et al., 2023) and its length-adjusted ver-830

sion (Dubois et al., 2024) focus on a model’s abil-831

ity to follow complex instructions with the latter832

specifically addressing biases associated with out-833

put length.834

HumanEval (Chen et al., 2021) presents code835

generation challenges, evaluating the syntactic cor-836

rectness and logical soundness of model-generated837

code. Alongside, the HuggingFace OpenLLM838

Leaderboard (Beeching et al., 2023) employs the839

Eleuther AI Evaluation Harness (Gao et al., 2021)840

to test models on several key benchmarks such as841

ARC (Clark et al., 2018), HellaSwag (Zellers et al.,842

2019), MMLU (Hendrycks et al., 2021), Truth-843

fulQA (Lin et al., 2022), Winogrande (Sakaguchi844

et al., 2021), and GSM8k (Cobbe et al., 2021b).845

EQ-Bench (v2) (Paech, 2023), measures the emo-846

tional intelligence of models, essential for applica-847

tions that involve nuanced human interactions.848

The MAGI (Paech, 2024) benchmark integrates849

challenging elements from MMLU and AGIEval850

to test complex reasoning and problem-solving ca-851

pabilities of models. It is particularly effective in852

highlighting subtle performance differences among853

Figure 8: Correlation as a function of model subset
size: Correlations substantially decline as the models
considered are closer to the top, error bars are the SEMs
across the different pairs of benchmarks

top-tier models. MMLU (Hendrycks et al., 2020) 854

assesses both general and specialized knowledge 855

across various domains, providing a broad evalua- 856

tion spectrum. 857

Further, benchmarks like Chatbot-Arena and 858

MTBench (Zheng et al., 2023) focus on multi-turn 859

conversation abilities, crucial for applications in 860

customer service and virtual assistance. Lastly, 861

Big Bench Hard (Suzgun et al., 2022) challenges 862

models with complex text understanding and gener- 863

ation, pushing the limits of what natural language 864

processing technologies can achieve. It is worth 865

noting, that the HELM benchmark (Liang et al., 866

2023) was excluded from our analysis because 867

there were few overlapping models with the other 868

benchmarks. 869

9.2 Model Tier 870

Building on the importance of model proximity, 871

another crucial factor in benchmark agreement is 872

the tier of models being assessed. Current BAT 873

practices often treat benchmarks as a uniform slab, 874

disregarding the variations across different tiers of 875

model performance. However, agreement might 876

not be uniform across these tiers, and understand- 877

ing this variance can provide deeper insights into 878

benchmark reliability and model performance. 879

In Figure 8, we show that model tier significantly 880

impacts benchmark agreement. Bottom-tier mod- 881

els exhibit higher agreement among themselves, 882

with Kendall correlation coefficients just below 0.5. 883

In contrast, middle-tier models show low agree- 884

ment (coefficients below 0.2), and top-tier models 885

demonstrate low to medium agreement (around 886

0.3). 887

One potential explanation for this phenomenon 888
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is the (lack of) reliability of the benchmark, as dis-889

cussed in the introduction and literature (Perlitz890

et al., 2023). Figure 8 highlights that the standard891

deviation of scores bottom-ranked models is signif-892

icantly higher than the rest. This might mean that893

there is some effect the goes beyond granularity894

or density, with older models being easier to dif-895

ferentiate (and gaining higher correlations to the896

models). However middle and top ranked models897

do not show such a trend (even when taking into898

account that middle granularity is higher as top899

models are still joining the game), which means900

that no strong conclusion should be made exclud-901

ing older models, switching benchmarks frequently902

or similar actions, at most, old models may be left903

out of BAT, but other effects seem more pressing.904

9.3 Benchmark used for visualizations905

The benchmarks we used include: AGI906

Eval (Zhong et al., 2023), Alpaca (v2) (Li et al.,907

2023), and its length-adjusted version (Dubois908

et al., 2024), HuggingFace OpenLLM Leader-909

board (Beeching et al., 2023), MMLU (Hendrycks910

et al., 2020), Chatbot-Arena and MTBench (Zheng911

et al., 2023), Big Bench Hard (Suzgun et al., 2022).912

ARC (Clark et al., 2018), HellaSwag (Zellers913

et al., 2019), TruthfulQA (Lin et al., 2022),914

Winogrande (Sakaguchi et al., 2019), EQ-Bench915

(v2) (Paech, 2023). All benchmarks have a916

permissive license that allows academic use.917
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